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Abstract 

In this thesis symmetry methods have been used to solve some differential 

equations and to find the connection of isometries of some spaces with the symmetries of 

some related differential (geodesic) equations. 

It is proved here that the McVittie solution and its non-static analogue are the only 

plane symmetric spacetimes with electromagnetic field. The Einstein equations for non

static, shear-free, spherically symmetric, perfect fluid distributions reduce to one second

order non-linear differential equation in the radial parameter. General solution of this 

equation is obtained in [11] by symmetry analysis. Corrections of some examples of the 

solution in the earlier work [11] , by formulating a general requirement for physical 

relevance of the solution, are presented. 

An algebraic proof that the Lie algebra of generators of the system of n differential 

equations, (yO l' = 0, is isomorphic to the Lie algebra of the special linear group of order 

(n + 2), over the real numbers, is provided. A connection between the symmetries of 

manifolds and their geodesic equations, which are systems of second order ordinary 

differential equations, is sought through the geodesic equations of maximally symmetric 

spaces. Since such spaces have either constant positive, constant negative or zero 

curvature, three cases are considered. It is proved that for a space admitting so{n + 1) or 

so{n,l) as the maximal isometry algebra, the symmetry of the geodesic equations of the 

space is given by so{n + 1)E9 d2 or so{n, 1)E9 d2 (where d2 is the 2-dimensional dilation 

algebra), while for those admitting so{n) E9 s /R11 the algebra is sl{n + 2). A corresponding 



result holds on replacing so{n) by so{p, q) with p + q = n. It is conjectured that if the 

isometry algebra of any underlying space of non-zero curvature is h, then the Lie 

symmetry algebra of the geodesic equations is given by h EB d 2 provided that there is no 

cross-section of zero curvature. 

Some results on the Lie symmetry generators of equations with a small parameter 

and the relationship between symmetries and conservation laws for such equations are 

used to construct first integrals and Lagrangians for autonomous weakly non-linear 

systems. An adaptation of a theorem that provides the generators that leave the functional 

involving a Lagrangian for such equations is presented. A detailed example to illustrate the 

method is given. 
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Chapter 1 

Preliminaries 

1.1 Introduction 

Differential equations playa central role in most scientific and engineering problems, 

but their role is not limited to these, as they also have significance in other fields. 

They appear in mathematical models of various physical phenomena and engineering 

applications. Generally, the differential equations governing some phenomena are non

linear. Solutions of these equations then explain the phenomena and provide answers 

to these engineering problems. Differential equations have intrinsically interesting 

properties such as whether or not solutions exist, whether those solutions are unique 

and whether they are stable under perturbations. 

There are many well known methods to find the solutions of different types of 

differential equations. However, most of the developed methods are for the particular 

classes of first and second order linear differential equations. For the solution of first 

order non-linear ordinary differential equations there are some known methods e.g. 

4 
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Ricatti's and Bernoulli's methods, but these methods deal with a very small class of 

equations. In fact, one can not classify non-linear differential equations completely, 

therefore, it is not possible to develop different techniques for different classes of non

linear differential equations. However, one may try symmetry methods for solving 

different types of differential equations. This method deals with both linear and non

linear differential equations. In this thesis, the relation between the symmetries of 

the manifold and the symmetries of the geodesic equations of the underlying spaces is 

investigated. Some applications of symmetry methods in General Relativity are also 

discussed. 

The history of differential equations is quite rich in its development. It is briefly 

given in the following subsection, before giving some basic definitions and concepts 

in the remaining sections of this chapter 

1.1.1 Brief History of Differential Equations 

The history begins in the 17th century, when Sir Issac Newton (1642- 1727) dis

covered calculus in 1665-1666. He wrote his work in 1671 in Latin, whose English 

translation carries the title "The method of fluxion and infinite series", which was not 

published until 1736. His contemporary German mathematician, Gottfried Wil

helm Leibniz (1646-1716), developed his calculus and published the infinitesimal 

methods in Acta ET'uditorum in two different articles, one in 1682 and the other in 

1684. Thus, while Newton's techniques were developed first, Leibniz was the first 

to publish. Leibniz developed calculus in order to find methods by which discrete 
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infinitesimal quantities could be summed up to calculate the area of a larger whole. 

Newton, on the other hand, had been occupied with problems of gravitation and 

planetary motion, and his mathematical methods attempted to understand motion 

and force in terms of infinitesimal changes with respect to time. Because of these 

distinct approaches, most modern commentators consider Leibniz as the inventor of 

integral calculus and Newton as the inventor of differential calculus. Other great 

mathematicians of this field in that century were the Swiss mathematicians Jakob 

(1654-1705) and Johann Bernoulli (1667-1748). They interpreted Leibniz's arti

cles and extended his methods. Leibniz and his student Johann Bernoulli developed 

calculus into a magnificent tool for solving a variety of problems. In 1690 in a paper 

published in Acta Emditomm, Jakob Bernoulli showed that the problem of determin

ing the isochrone is equivalent to solving a first-order nonlinear differential equation. 

The isochrone, or curve of constant descent, is the curve along which a particle will 

descend under gravity from any point to the bottom in exactly the same time, no 

matter what the starting point. It had been studied by Huygens in 1687 and Leibniz 

in 1689. After finding the differential equation, Bernoulli then solved it by what we 

now call separation of variables. In 1696 Jakob Bernoulli solved the equation, now 

called the Bernoulli equation y' + p(x)y = q(x)yn. These pioneers focused only on 

these special cases and did not generalize them. 

In 1712, an Italian mathematician Iacopo Francesco Ricatti (1676-1754) in

troduced the method of solving a particular type of first order non-linear differential 

equation called the Ricatti equation. A Frenchman Alexis-Claude Clairaut (1713-

1765) studied the differential equations now known as Clairaut's differential equations 
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and gave a singular solution in addition to the general integral of the equations. In 

1739 and 1740 he published further work on the integral calculus, proving the exis

tence of integrating factors for solving first order differential equations. Leonhard 

Euler (1707-1783), a Swiss mathematician played a major role in the development of 

this subject. His contribution includes, development of many new functions based on 

series solutions of special types of differential equations; several methods of lowering 

the order of an equation; the concept of integrating factor and the theory of linear 

equations of arbitrary order. In 1739, he developed the method of variation of pa

rameters. In 1799, Pierre Simon Laplace (1749-1827) , introduced the ideas of a 

Laplacian of a function. Joseph Fourier (1768-1830) developed the technique of ex

pressing the continuous functions by trigonometric functions. Taylor, D'Almbert, 

Lagrange, Legendre and Bessel are the other remarkable mathematicians of this 

. century. 

The nineteenth century was very important in the sense that in it, people not 

only developed new methods but they also thought about the existence of solutions 

of differential equations. French mathematician Augustin-Louis Cauchy (1789-

1857) gave this new thought about the existence and the uniqueness of the solution 

of a partial differential equation. He himself proved the first existence theorem. He 

invented the method of characteristics, which is important in the analysis and solution 

of many partial differential equations. As the end of the 19th century approached, 

the major efforts in differential equations moved into a more theoretical realm. In 

1876, Lipschitz developed exist ence theorems for solutions of first order differential 

equations. Hermite, Liouville, Riemann, Kovalevsky, Laguerue, Noether, 
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Gauss and many other mathematicians developed new techniques for the solution. 

In the next section we shall see how the Norwegian mathematician Sophus Lie, used 

group theory to find the solutions of differential equations. 

1.1.2 Group Theory in Differential Equations 

The three main areas that were to give rise to group theory are geometry, number 

theory and the theory of algebraic equations. 

The historical origin of group theory goes back to the work of Evariste Galois 

(1811-1832) in 1831. He was the first who really understood that the algebraic solu

tions of an equation are related to the structure of a group. Before that groups were 

mainly studied concretely, in the form of permutations; some aspects of abelian group 

theory were known in the theory of quadratic forms. Galois solved the ancient prob

lem of finding a formula to solve a polynomial equation of arbitrary degree. Galois 

realized that roots of a polynomial equation (which form a finite set) have symme

tries, and that these symmetries form a group. A symmetry is a transformation that 

preserves the form of the figure or symbolic object. For example we say that a ball has 

spherical symmetry since if we rotate it about an axis through its centre it does not 

change. Galois proved that there are polynomial equations (quintic and higher order) 

whose groups are not solvable and that the associated equations are not solvable by 

means of radicals. 

Inspired by Galois, Lie tried to use groups for differential equations as Galois 

had done for polynomial equations. He developed a highly algorithmic method in 
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1870 for the solution of differential equations. He investigated the role of general 

transformation theory in classical integration method. 

Lie studied groups of continuous transformations in Cartesian space, now known as 

Lie groups of transformations [1]. Such a group depends on continuous parameter(s) 

and consists of either point transformations (point symmetries) acting on the space 

of independent and dependent variables, or more generally, contact transformations 

(contact symmetries) acting on the space including all first derivatives of the depen-

dent variable. These transformations satisfy all the axioms of a group and form a 

group of point (contact) transformations. (Transformations which map points (x, y) 

into points (x*,y*) are point transformations.) A simple example of I-parameter 

group of point transformations is given by the rotations of a circle about its center 

through a parameter E [2], 

( x * , y*) = (x cos E - Y sin E, x sin E + Y cos E), (- 7f:S; E < 7f) . (1.1 ) 

These transformations depend only on one continuous parameter E and satisfy axioms 

of a group and, hence, form a I -parameter group of point transformations. On the 

other hand, the reflection 

x* = -x, * y = -y, 

is a point transformation that does not constitute a I-parameter group of point 

transformations. Translational symmetries in the xy-plane 

(1.2) 

is an example of 2-parameter group of point transformations. The set of all trans-

lations given in eq.(1.2) depends upon two parameters, El and E2 [3]. By setting El 
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to zero, we obtain the I-parameter group of translations in the y direction. Simi-

larly, the I-parameter group of translations in the x direction is obtained by setting 

C2 to zero. Translations given in eq.(1.2) can be regarded as a composition of the 

I - parameter groups of translations parametrized by Cl and C2. Similarly, symme-

tries belonging to an r-parameter group of point transformations can be regarded 

as a composition of symmetries from r I-parameter groups. In this thesis, hereafter, 

point symmetries will be referred to as symmetries. 

If there is an r-parameter group of transformations (symmetries) of a differential 

equation, then on integration symmetries either give the solution of the differen-

tial equation or reduce it to a simpler equation. An nth order ordinary differential 

equation with an r-parameter Lie group of transformations can be reduced to an 

(n - r) th order differential equation. On application to partial differential equations 

these symmetries reduce the number of independent variables. 

The above discussion gives the impression that all differential equations admit 

symmetries that lead to their solutions. In general, this is not true; for example the 

differential equation 

I I I 
Y I = xy + eY + e -Y , (1.3) 

does not admit any symmetry. As symmetries of a differential equation give solution 

or reduce it to a simpler equation on integration, therefore, if there is no symmetry 

then the reduction of order or solution cannot be found by this method. In such cases, 

one must look at the Cauchy criterion for the existence of solutions of the ordinary 

differential equations. If a solution exists then one can look for other methods to 
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solve the equation. 

Symmetries are also related to conservation laws and their relation can be used to 

find the first integral and Lagrangian of a variational problem. In this thesis, different 

applications of the Lie point symmetries to solve different differential equations are 

presented. The plan of the thesis is given below. 

1.1.3 P lan of the Thesis 

In the remaining sections of this chapter some basic definitions and concepts, namely 

Manifolds, Lie groups and Lie algebra are given. Then, after introducing Lie deriv

atives and isometries, the concept of symmetries of differential equations and the 

related conservation laws are introduced in general. 

In Chapter 2, we first investigate whether plane symmetric spacetimes admit 

sourceless electromagnetic fields or not. In the remaining sections of this chapter, 

after discussing the non-static, spherically symmetric, shear-free, perfect fluid so

lutions of the Einstein field equations, some physically acceptable solutions of the 

Einstein field equations are presented. The symmetry method is used to solve some 

differential equations appearing in these investigations. 

In Chapter 3, a relation between the isometries and the symmetries of the geodesic 

equations of the maximally symmetric spaces is worked out and presented in detail. 

In the first section of this chapter the Lie algebra of a second order vector differen

tial equation is discussed. In the next two sections the symmetries of the geodesic 

equations of maximally symmetric and less symmetric 2-dimensional spaces are pre-
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sented respectively. The last two sections of this chapter present the symmetries of 

the full and the reduced system of geodesic equations of maximally symmetric higher 

dimensional spaces. 

In Chapter 4, after describing the algorithm for calculating infinitesimal approxi

mate symmetries, their use to construct the first integral and Lagrangian is shown. 

In Chapter 5, after a brief review of the thesis, concluding remarks are given with 

some ideas for further work in this field. 

1.2 Manifolds and Vector Fields 

Manifolds are used in various branches of mathematics e.g. differential geometry, 

relativity theory, Lie group theory, differential equations, theory of complex vari

ables, algebraic geometry etc. They generalize the concepts of curves and surfaces 

in 3-dimensional spaces. In general a manifold is a space that looks like Euclidean 

space, but whose global character might be quite different . For example, a cylinder 

and the Euclidean plane JR.2 are different but a very small patch of a cylinder looks 

like a small patch of ]R2. A real n- dimensional manifold is a separable, connected, 

Housdroff space with a homeomophism from each element of its open cover into ]Rn. 

e.g. 8 1 is a manifold as one can cover it with two coordinate systems which over-lap 

[4]. In both the regions continuity is maintained and in the over-lapping regions there 

exist coordinate transformations between the coordinate systems. 

Let M be a smooth manifold, 'lip EM, the set Tp (M) of all vectors tangent to 
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/VI at p, is called the tangent space. The coordinate basis of Tp (M) is {8 j 8xa} i.e. 

Tp (M) =< 8j8x1
, 8j8x2, ... , 8j8xn >=< 8j8x a >=< e a >, (a = 1,2,3, ... , n). 

The union of all Tp (/VI) is called the tangent bundle, T/vI i.e. TM = U Tp (M). 
pEM 

Let N be another smooth manifold and <P : M -+ N be a smooth function. Then 

the tangent map <P* : T /VI -+ TN, called the push forward, denotes the differential, 

whose restriction <P* (p) to the tangent space Tp (/VI) is a linear mapping of Tp (/VI) 

into Tip(p) (N ). In terms of local coordinates in M and N, <P* (p) is given by the 

Jacobian matrix. The dual space T; (M) of the tangent space Tp (/VI), called the 

cotangent space, is the vector space of all linear functions i.e. 

(1.4) 

The map <p* : T* N -+ T* M is known as the pull back , where T* /VI and T* N are 

called cotangent bundles and are the unions of cotangent spaces whose elements are 

cotangent vectors. The coordinate basis of T; (NI) is {dxa} i.e. 

T; (M) =< dx\ dx2, ... , dxn >=< dxa >=< ea > . (1.5) 

The basis of the cotangent space is dual to the basis of the tangent space. I.e. 

b cb < ea,e >= U a , 

where o~ is the Kronecker delta. 

A vector field [5J on M is a function X = x a8j8xa (using the Einstein summation 

convention that repeated indices are summed over), which assigns to each point p E M 

a tangent vector Xp E Tp (/VI), varying smoothly with p. The tangent vector Xp 
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is associated with some curve Ctp (t) : (-c, c) ~ M, which satisfies the condition 

gtCtp (t) = X (Ctp (t)) and Ctp (0) = p, called the integral curve passing through p. 

There is a maximal integral curve through p in the sense that all the other integral 

curves are a subset of this integral curve. Considering all the integral curves Ctq (t), 

where q is in some neighborhood U C NI of p, we define a differentiable mapping 

¢ : (-c, c) x U ~ M, such that the curve t ~ ¢ (t, q) is a unique curve which 

satisfies %1f = X (¢ (t, q)) and ¢ (0, q) = q. If we fix t and vary q we obtain the maps 

¢t : U ~ M such that ¢t (q) = ¢ (t, q), called the local flows of the vector field X. 

1.3 Lie Groups and Lie Algebras 

A Lie group G is a smooth manifold which is also a group and the mappings m : 

G x G ~ G and i : G ~ G defined by multiplication and inversion m (x, y) 

xy, i (x) = X - I are smooth [1]. e.g. 

• the additive group of]Rn is a Lie group; 

• none of the even dimensional spheres, S2n, are Lie groups [4]; 

• the Dihedral group is not a manifold so it is not a Lie group; 

• the compactified complex plane, C is a group under multiplication, it is also a 

manifold but it is not a Lie group as it is not smooth at the identity. (This may 

also be seen by noting that C is homeomorphic to S2.) 

Let Te (G) be the tangent space at the identity of the Lie group and X = XafJ / fJxa 

and Y = ybfJ/fJxbETe (G) be two differentiable vector fields. The multiplication 
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defined on Te (G) 

[X, Y]e f = Xe (Yf) - Ye (Xf), (1.6) 

where f is a differentiable function on G, is called the Lie pTOduct or Lie bracket or 

commutator and the algebraic structure is called the Lie algebra [6]. The product 

[X, Y]e ETe (G) is also a vector field. A Lie algebra determines the local structures of 

the group. Thus, two groups will be locally isomorphic if and only if their Lie algebras 

are isomorphic. The Lie algebra is a finite dimensional algebra. Therefore, the local 

study of Lie groups is entirely equivalent to the study of certain finite dimensional 

linear algebraic structures. 

A Lie algebra L is a vector space over some field F, equipped with Lie brackets 

satisfying the properties 

L [X,Yj = - [Y,XJ, 
(1. 7) 

~~. [X, [Y, Z]] + [Y, [Z, X]] + [Z, [X, Y]] = O. 

The above equations show that the Lie brackets are anti-commutative and they must 

satisfy the Jacobi identity. Lie algebra is said to be real if F is the field of real numbers 

and complex if F is the field of complex numbers. The Lie algebra associated with a 

Lie group is always real. 

The group of rigid motion in JR2 preserves distance between any two points [1] in 

JR2. It is the three-parameter Lie group of transformations of rotation and translations 

in JR2 given by 

x* = xcosB l - ysinBl + B2 , 

y* = xsinB l + YCOSBI + B3 , 

(1.8) 
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where el , e2 and e3 are the infinitesimal parameters. Corresponding to each ei 

(i = 1,2,3), one obtains an infinitesimal generator of the corresponding Lie alge-

bra. The generators of the Lie algebra, Xi, corresponding to the parameters ei, in 

this case are 

Xl = - ya/ax + xa/ay, X 2 = a/ax, X3 = a/ay, (1.9) 

and the corresponding Lie algebra is 

(1.10) 

Suppose we have 

a . a 
cos ¢ ae - cot e sm ¢ a¢ , (1.11) 

a a 
sin ¢ ae + cot e cos ¢ a¢ , 

then Xl, X 2 do not form a Lie algebra since [X1 ,X2] = :cP' However, settig X3 = 

a/a¢, {Xl, X 2 , X3} do form the above real Lie algebra. 

1.4 Lie Derivatives and Isometries 

Geometrically, the Lie derivative corresponds to a change in the components of a 

tensor by transporting it from any point to a neighboring point on a curve, in the 

direction of the tangent vector at that point; it is a differentiation along a curve in a 

manifold. 

Let p E NI, X be a vector field on NI and ¢t : M --+ NI be the flow of X. Let Y 

be another vector field, then 

(1.12) 
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is the Lie derivative [7] of the vector field Y along a vector field X. The Lie derivative 

of any tensorial object T with respect to a vector field X on NI is denoted by txT 

and is given by 

(1.13) 

The tensor T and ¢;T have the same valence (r, s) and are both evaluated at the 

same point p. Therefore, the Lie derivative is also tensor of valence (r, s) at p. The 

Lie derivative vanishes if the tensors T and ¢;T coincide. If 

(1.14) 

and 

(1.15) 

then K gives the direction of symmetry for g and is called an isometry. The solutions 

of eq.(1.15) give Killing vector fields K = kaa/axa. In simple words isometries are 

the transformations that preserve the metric properties of the space. 

1.5 Symmetries of Differential Equations 

A transformation is said to be the symmetry transformation or symmetry of a dif-

ferential equation if it leaves the form of the differential equation invariant. To find 

the symmetries we t ake the point transformations that depend upon at least one 

parameter, c E JR , [2J 

x* = x* (x, y; c) , 
(1.16) 

y* = y* (x,y;c). 
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Expanding these transformations by Taylor's expansion method at e = 0 to have 

Or equivalently 

y* (LIS) 

where 

o 0 
X = ~ (x , y) ox + "7 (x, y) oy' (1.19) 

and the functions ~ and "7 are defined by 

ox* oy* 
~ (x, y) = Oe 1E:=o, and "7 (x , y) = Oe 1E:=o · (1.20) 

The operator X is called the infinitesimal generator, group operator or Lie operator. 

We extend the point transformations to apply to the differential equation 

E ( ,,, (n)) - 0 x,y,y,y, ... ,y -, (1.21) 

where y' = d/dx,y" = d2/dx 2, .. . , y(n) = dn/dxl1
• The extended (prolonged) transfor-

mations along with eqs.(1.20, 1.21) are 

y'* y'* (x, y; e) = y + e"7 ,x (x, y, y') + 0 (e2
) = y' + x[n1y' + 0 (e2

) , 

y"* y"* (x, y; e) = y + e"7 ,xx (x, y, y', y") + 0 (e2
) = y" + x[n1y" + 0 (e2

) , (1.22) 



where the prolongation coefficients are 

rt ,x 

rt,(n) = 

drt , d~ --y-
dx dx' 

drt(n-l) _ (n) d~ 
dx y dx' n ~ 2, 

and the prolonged infinitesimal generator is 
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(1.23) 

[n] ( ) a ( ) a ( ') a (' (n) ) a x = ~ x, y ax + rt x , Y ay + rt,x x , y, y ay' + .. . + rt ,(n) x , y, Y , ... , y ay(n)· 

(1. 24) 

For the symmetries of differential equations we use the invariance criterion: 

Theorem 1 An ordinary differential eq.(1.21) admits a group of symmetries with 

generator x [n] if and only if 

(1. 25) 

(i. e. along the solutions of E = 0) holds. 

Proof If a differential equation admits a symmetry then eq. (1.25) holds. Con-

versely, since 

E ( * * *, *11 *(n) ) - 0 x ,y ,y , y , ... , y - , 

has to be valid for all values of t::, therefore, different iating eq. (1.26) we obtain 

a E ( * * *, *11 *(n) ) ac x , y ,y ,y , ... , y E=O = 0, 

aE ax* aE ay* aE ay*(n) 
--+--+ +----ax* at:: ay* at:: ... ay*(n) at:: E=O = O. 

Using the definitions, eqs . (1.20, 1.23) and 

aE aE aE aE aE aE 
ax* IE=O= ax' ay* IE=O= ay' ... , ay*(n) IE=O= ay(n) , 

(1. 26) 

(1.27) 

(1. 28) 
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eq.(1.28) is equivalent to 

oE oE oE oE 
~ ox + 77 oy + 77 ,x oy' + ... + 77,(n) oy(n) = 0, 

which is equivalent to eq.(1.25) . 

This invariance criterion gives a system of linear partial differential equations, 

called the determining equations. Solutions of these partial differential equations 

give the symmetries of the differential equation. These symmetries are closed under 

the commutator, forming a Lie algebra. Corresponding to each symmetry of the 

differential equation one can write characteristic equations e.g. the symmetries of the 

differential equation 

/I +-3 y = - y y , 

are 

o o. 0 
ox' X 2 = - cos 2x Ox + y sm 2x oy , 

. 2 0 0 - sm x- + y cos 2x-. 
ox oy 

The characteristic equations for Xl 

dx dy dy' 

1 0 ~' 

give the invariants u = y, v = y' . Then 

dv u-3 - u 

du v 

is the reduced equation, which is a separable variable equation. In this way a given 

nth order ordinary differential equation having r-symmetries can be reduced to an 

ordinary differential equation of order (n - r). 



The Lie group of transformations is obtained by solving the Lie equations 

ox* 

at: 
oy* 

at: 

~ (x, y), x* 1£=0= x, 

= 'TJ (x, y), y* 1£=0= y . 
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(1.29) 

The set of symmetries form a Lie algebra. These symmetries permute the integral 

curves among themselves. Some of them remain invariant under the Lie group of 

transformations. These integral curves are called invariant sol'utions. 

In order to determine symmetries of a system of ordinary differential equations 

we use the invariance criterion [8]: 

Theorem 2 The system of p ordinary differential equations of order k 

Ei (s,x,x, ... x(k) ) = 0, (i = 1,2, ... ,p), 

admits a symmetry algebra with generator 

(1.30) 

if and only ifX[k]Ei IEi=o= 0 holds) where x is a point in the underlying m-dimensional 

space and x is the first derivative of x and x(k) is the kth order derivative with respect 

to sand 

X[k] _ t ( ) a Q ( ) a Q ( .) a Q ( (k)) a 
- ':, s, x as + 'TJ s, X oxQ + 'TJ,s s, x, X oxQ + ... + 'TJ,(k) s, x, ... , X oxQ(k)' 

The pmlongat'lon coefficients are 

Q 

'TJ, s 

Q 

'TJ ,(k) 

(1.31) 

(1.32) 

k? 2. 
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Proof The proof of this theorem is similar to that of theorem 1. 

Solutions of the resulting partial differential equations give symmetries of the 

system of equations. 

The symmetry transformations of partial differential equations can depend not 

only on one or several arbitrary parameters, but also on one or several arbitrary 

functions [2] . In either case, a particular set of transformations 

(1.33) 

can be chosen that depends on only one parameter c E IR so that they form a group, 

with xm = xn and y*Oi = yOi for c = O. For the corresponding infinitesimal transfor-

mations 

(1.34) 

where C and 'TJOi are defined as 

a *n a *Oi 
en ( i (3) _ X I Oi (i (3) _ y I 
~ x, y - & E=O, 'TJ x, y - & E=O . (1.35) 

The infinitesimal generator takes the form 

(1.36) 

1.6 Symmetries and Conservation Laws 

The Lagrangian, L( x, y, y'), of a system is defined as the difference between the kinetic 

and the potential energy. In any isolated system, energy can be transformed from one 
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kind to another, but the total amount of energy is constant (conserved) e.g. when a 

block slides over a rough surface, the force of friction gives rise to the heating of block 

and surface. As a result, mechanical energy is transformed into heat energy, but the 

total energy is constant. 

TheoreIll 3 A variational integral defined as 

1= J L(x, y, y')dx, 

v 

is said to be invariant under a I-parameter Lie group of transformations [8] 

with the generator 

if 

(1.37) 

(1.38) 

J L(x*,y*, y'*)dx* = J L(x,y,y')dx. (1.39) 

v· v 
Since V is an arbitrary volume and V* is a volume obtained from V by transformation 

eq. (1.38). 

Proof L(x, y, y') be a first order Lagrangian corresponding to a second order 

differential equation. The functional 

1 = J L(x, y, y')dx, 

v 
(1.40) 

is invariant under the I -parameter Lie group of transformations with the generator 

X upto gauge B (x, y) if 

X (L) + LD (~) = DB. (1.41) 



Invariance of J L(x,y,y')dx upto gauge B (x,y) by eq.(1.17) is 
v 
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J L(x*, y*,y'*)dx* = J [L( X, y,yl) + c: ~:] dx . (1.42) 

v· v 

Now taking d~= de:: d~. ' and differentiating eq.(1.42) with respect to x , we have 

( ') dB 
Lx, y, y + c: dx ' 

( ') dB L x, y , y + E dx ' 

( ') dB L x, y, y + E dx ' 

dB 
E dx . 

Neglecting 0 (c: 2 ) one can obtain eq.(1 .41). 

Emmy Noether combined the method of calculus of variation with the theory of 

Lie groups [9] . She proved that [10]: 

Theorem 4 Corresponding to each symmetry that satisfies the condition of the pre-

vious theorem there exists a first integral (conserved vector) T, defined by 



Chapter 2 

Applications of Symmetry 

Methods in General Relativity 

In classical physics it is assumed that all observers anywhere in the universe, whether 

moving or not, obtain identical measmements of space and time intervals. There, the 

space and time are kept separate. Einstein's theory of relativity is a four dimensional 

unified theory of space and time, where results depend on the relative motions of 

observers and space and time are treated as a single entity by combining a point 

in space at an instant of time. Extending the special theory of relativity, where 

one deals with non-accelerated frames of reference and the phenomena in which the 

gravitational field is absent, to the general theory of relativity, one takes into account 

the effect of gravity and that of accelerated frames. Accordingly, the speed of light 

is considered as a universal constant and the inertial and gravitational masses are 

treated as equivalent. The latter assumption is called the principle of equivalence. 

The presence of matter, characterized by the stress-energy tensor (Tab), effects 

25 



26 

geometry, represented by the spacetime metric (gab) and causes a local curvature in 

the spacetime. Einstein related geometry and matter by the field equations: 

1 
Rab - 2gabR + gabA = /'i,Tab, (a, b ... = 0, 1,2,3) , (2.1) 

where /'i" Rab, R and A are respectively the coupling constant , t he Ricci tensor, the 

Ricci scalar and the cosmological constant; the left hand side giving the geometry 

and the right hand side represents the matter content of the spacetime. 

In this chapter two applications of symmetry methods are presented (section 2.2 , 

2.4). In section 2.3, all plane symmetric electromagnetic solutions of the Einstein 

field equations are obtained. In section 2.4 a paper on the application of Noether 

symmetries of y" = f (x) yn to spherically symmetric solutions of Einstein's equation 

[11] is reviewed. On the basis of this paper, some physically acceptable solutions of 

the Einstein field equations are found [12], which are presented in section 2.5. 

2 .1 Plane Symmetric Electromagnetic Solutions of 

the Einstein Field Equations 

To understand the physics and geometry of the spacetimes, one may classify space-

times by different schemes. One scheme is to impose some symmetry conditions on the 

metric tensor e.g. by the isometries. This approach not only classifies the spacetimes 

according to their isometries but also provides a complete list of possible solutions 

of Einstein's field equations. Here we explore which of the plane symmetric space-

times admit electromagnetic field . Some work has already been done in this area for 
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cylindrically symmetric static spacetimes [13J . 

Those spacetimes are said to be plane symmetric that admit the minimal isometry 

group SO (2) 0 8 ]R2 (where 0 8 represents semidirect product), such that the group 

orbits are two dimensional hypersurfaces of zero intrinsic curvature. They are given 

by the metric [7J 

(2.2) 

where v, A and It are the arbitrary functions of t and x. 

It is often convenient to use the null tetrad formalism given by Newman and 

Penrose [14], to explore some physical aspects of a spacetime. The null tetrad consists 

of two real null vectors k, 1 and two complex conjugate null vectors m, m . The null 

tetrad {ea} = (ka, la, ma, ma) can be introduced at every point of the spacetime and 

the metric tensor in this basis is: 

a 1 a a 

1 a a a 
gab = 2k(a lb) - 2m(am b) = (2.3) 

a a a -1 

a a -1 a 
The scalar product of the tetrad vectors vanishes apart from 

(2.4) 

In terms of a coordinate basis, a complex null tetrad {ea } and its dual basis {e a } 

will take the form 

e1 = ka8/8xa, e2 = za8/8x a, e3 = m a8/8xa, e4 = m a8/8xa, 

e 1 = - kadx a, e 2 = - ladxa, e 3 = madxa, e 4 = m adxa . 
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The Ricci tensor can be decomposed into the trace, R, and the traceless, Sab, parts 

(2.5) 

We can write the traceless part of the Ricci tensor as a 3 x 3 Hermitian matrix, 

Aj(i, j = 0,1,2), given by 

'" 1 S kakb '" - 1 S k a b '" - 1 S a b 'f'00 ="2 ab ,'f'01 -"2 ab m, 'f'02 -"2 abm m , 
(2 .6) 

For the metric given by eq.(2.2) the complex null tetrad is 

k 1 ( -v a + ->. a ) I 1 ( -v a - >. a ) 
= v'2 e at e ax' = v'2 e at - e ax ' 

(2.7) 

A metric represents a sourceless electromagnetic field if the stress-energy tensor is 

traceless, i.e. T = 0, and it satisfies the positive energy condition, Too> 0. The field 

is null or non-null accordingly as <P22 or <Pu are the only non-zero components of <Pij 

[15J. The surviving components of <Pij are 

"'00 -- -2>. ( , '+ \" " '2) + -2v ( .. + ;. . .. . 2) 'f' e v I" /I I" - I" - I" e v I" /I I" - I" - I" 

_e-(Mv) (/t' + /tl'" - v' /t - ~I",) , 
'" -2>. ( , ' + \" " '2) + -2v ( .. + ;. . .. . 2) 'f' 22 e v I" /I I" - I" - I" e v I" /I I" - I" - I" 

+e-(Mv) (/t' + /tl'" - v' /t - ~I",) , 

cPu = 4 [e-2V (/t2 - ~ - ~ 2 
+ zJ ~) - e-2>' (1"'2 - v" - v'2 + v' X)] , 

and the trace of the stress-energy tensor is 

T = 2e-2v (2 it +3 j.L2 -2 vj.L +2 ~/t + ~ + ~2 - v~) 

-2e-2>. (21"" + 31"'2 + 2v'I'" - 2A'I'" + v" + v'2 - v' X) , 

(2.8) 

(2.9) 

(2.10) 

(2.11) 
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where '. ' and ' I' represent partial derivatives with respect to t and x respectively. 

Therefore, the problem of finding the electromagnetic field solutions is now reduced 

to solving T = 0, cPoo = 0 = cP22 and cP1l =1= O. 

In the following sections we first discuss the spacetimes that do not admit source

less electromagnetic fields and then the spacetimes that do admit them. 

2.2 Spacetimes Not Admitting Sourceless Electro

magnetic Fields 

Plane symmetric spacetimes have been completely classified according to their isome

tries and metrics or classes of metrics without imposing any restriction on the stress

energy tensor (Tab) [16]. It was found that these spacetimes are manifolds that admit 

the isometry group Gr (where r = 3,4,5,6, 70r 10) containing G3 _ SO(2) 0 8 }R2, 

as the minimal symmetry inherited by the plane symmetric manifolds. Notice that 

there do not exist Lorentzian metrics admitting Gs and Gg as the maximal isometry 

groups [17]. Now, we discuss all plane symmetric spacetimes admitting 10, 7, 6, 5 or 

3-isometries and then the spacetimes admitting 4 isometries, as this is the only case 

for which electromagnetic ~elds exist. 

2.2.1 Spacetimes Admitting 10 or 7-Isometries 

Only three spacetimes have 10 isometries; De Sitter 

(2.12) 
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anti-De Sitter 

2" 2 I 2 
ds2 = e-;;: (de - dy2 - dz ) - dx , (a = canstt . =1= 0) , (2.13) 

and Minkowski 

(2.14) 

All of them have zero Sab and hence cannot represent an electromagnetic field. 

The 7 -isometry cases are the Einstein universe 

(2.15) 

having the stress-energy tensor and the tetrad components of Sab as 

¢oo 

and the anti-Einstein universe 

(2.16) 

with the surviving components of the stress-energy tensor and the tetrad components 

of Sab 

1 1 1 2" 6 
-32 , K,Tll = 2' K,T22 = 2 e -;;: = K,T33 , T = -2' 

a . a a a 

¢oo 
1 1 

- a2 = ¢22 and ¢11 = -2a2 ' 

In both the cases the condition ¢oo = 0, for a spacetime to have an electromagnetic 

field does not hold. 
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2.2.2 Spacetimes Admitting 6-Isometries 

There are six 6-isometry cases: 

(i) the Bertotti Robinson-like metrics [18] 

(2.17) 

(2.18) 

with the non-zero components K,T22 = ~ = K,T33 , T = ~, and ¢11 = 2
1a; 

(a f 0) , (2.19) 

with K,T22 = ;2 = K,T33 , T = ~, and ¢11 = 2!2; 

(a f 0) , (2.20) 

(a f 0), (2.21) 

(a f 0) , (2.22) 

From here it can be very easily seen that for all the metrics (2.17-2.22) ¢oo = 0 = ¢22, 

and ¢11 f 0, but the trace of the energy-momentum tensor T f O. Therefore, the 

Bertotti-Robinson like metrics do not admit electromagnetic field. 

(2.23) 

The non-zero components of the stress-energy tensor and Sab are 

( ·2 1)) 1 ( " . 2) K,Too = 3 f - a
2 
e-2f

(t , K,Tll = a
2 

- 2 f +3 f e2f
(t), 
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I<T" [:2 - (2 j +3 /) e2flt)] e2~ ~ I<T33 , T ~ 6 (:2 e-2flt) + 2/ + j) , 
epoo - - (:2 e- 2f

(t)+ j) = ep22 ) ep11 = -~ (:2 e- 2f
(t)+ j) . 

(2.24) 

The non-zero components of the stress-energy tensor and Sab are 

epoo 

Neither of the metrics eq.(2.23) and eq.(2.24) satisfy epoo = 0 =I=- epll simultaneously. 

subject to the constraint 

2(>'+~) 2(v+ t- X) 2 J 2(v+ t- X)d e 2a = e 2a - - e 2a t. 
a 

The non-vanishing components of the stress energy tensor are 

e2
(v->.) (2A' - 4

3
a) + (-A' + 4

1
a)) K,TOl = 2

1
a - v' + A') 

_e2
(>.-v) (v' + ~) + (v' + ~) ) 

4a 4a 

K,T33 = e a [e - + -v - -A + v + v - v A -ttx - 2>. (1 1, 1, /I '2 ") 

4a2 2a 2a 

2v (1 v' A' /I '2 ") -e- - + - + - + A + A - v /\ ], 
4a2 a a 

(2.25) 

(2.26) 

T 2>' (v' A' /I '2 " 3) 2v (v' 2, /I '2 ") 2e- - - - + v + v - v A + - - 2e- - - -A + A + A - v A ) 
a a 4a2 a a 
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and the surviving tetrad components of traceless part of Ricci tensor (Sab) are 

- e --/\ -/\ +v/\ -e --v -v +v/\ . 1 [ -2V( 1 ," ,'2 "') - 2..\( 1 " ' 2 ",)] 
2 4a2 4a2 

For the metric given by eq. (2 .25), the constraint eq. (2.26) and the metric condition 

¢oo = 0 yield v = A + t~ax. Therefore, in this case the only possible metric is 

(2.27) 

for which T =I- O. 

(2.28) 

subject to the constraint 

2("\ -...'E...) 2(v-...'E...) 2 J 2(v-...'E... )dt e 2a = e 2.. - - e 2a . 

a 
(2.29) 

The non-vanishing components of the stress energy tensor are 

2, 1 , 2(..\ ) (2, 3 ) - --A + 2' KTOI = -2v, KTll = -e -v -v + 2 ' 
a a a a 

2(t+v) ( 1 v' A' " ' 2 ") -e- - + - - - + A + A - v A = KT33 , 
a2 a a 

T 2e- 2..\ ( 2V' - 2A' + v" + V'2 - v' A' + ~) - 2e- 2v (A" + A'2 - v' A') , 

and the surviving tetrad components of traceless part of Ricci tensor (Sab) are 

¢oo ~ (-v' + A' - ~) e- 2v _ v' e- (v+..\) = A. a a a '+'22, 

1 [ - 2v ( 1 , " ,'2 ' ") -2,,\ (" '2 ")] 2 e a2 - /\ - /\ + V /' - e v - v + v A . 
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Finally 

(2.30) 

subject to the constraint 

(2.31) 

The non-vanishing components of the stress energy tensor are 

2(v->.) ( , 3) , 1 
- e 2A -;;, , ""Tn = 2v +;;,' 

2x 2>' ( 1 v' A' " ' 2 ,,) e [e- - + - - - + v + v - v A , 
a2 a a 

R = 2e-2>' (v" + v'2 - v'A' ) - 2e-2v ( 2V' - 2A' + A" + A'2 - v'A' + ~) , 

and the surviving tetrad components of traceless part of Ricci tensor (Sab) are 

(
, , ) -')>. ' v+>.] ¢oo = [ v + A-I e - + A e = ¢22, 

¢1l = - ~ [e- 2V ( A" + A'2 - v' A') + e-2>' ( 1 - v" - V'2 + v' A')] . 

The constraints eq.(2.29) and eq.(2.31) together with the condition ¢oo = 0, for the 

metrics eq. (2.28) and eq.(2.30), yield 

(2.32) 

which has no real solution. Hence none of the metrics admitting six isometries yields 

a sourceless electromagnetic field. 

2.2.3 Spacetimes Admitting 5-Isometries 

The metrics admit ting 5-isometries are 

(2.33) 



the non-vanishing components of the stress-energy tensor and Sab are 

T 

¢oo 

1 2'" 2 1 
-32 e a, KTll = - + 2' 

c ac c 

-2 (~+~+~), 
ac a2 c2 

( 
1 1 1) 2:£ r;,T22 = 2" + 2 + - e c = r;,T33 , 
a c ac 

~ - 12 = ¢22 and ¢ll = --2
1 

( 12 - -;) ; 
ac c c a 

and its non-static-analogue is 
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(2.34) 

which has 

T 

cPoo 

Now, ¢oo = ;c - c\ =J 0, as a =J c. Therefore, they do not admit a sourceless 

electromagnetic field. The metrics admitting 4-isometries will be discussed in the 

next section. 

2.2.4 Spacetimes Admitting 3-Isometries 

The minimal isometry (i.e. 3-isometries) case is eq. (2.2) with ¢oo, ¢ll' ¢22 and 

T given by eqs .(2.8-2.11). A spacetime admitting 3-isometries may at most have 

jJ, = 0 = IL', jJ, = 0 =J IL' , jJ, =J 0 = IL', or jt -=I- 0 =J It' · The case with jJ, = 0 = IL' gives 

T = ROlO1 , which is the only non-zero Riemann curvature tensor component in this 

case, so T =J 0 (otherwise, it is a flat space with ten isometries). For the second case, 
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jJ, = 0 #- f-L', we may obtain a spacetime admitting 3-isometries when i/ #- 0, A = 0 

and f-L" #- O. Differentiating ¢oo = 0 with respect to t, yields 

., '+ ,./ ·11 2 ,., 0 Vf-L Vf-L - f-L - f-Lf-L = , 

which implies that i/ = 0 (as jJ, = 0 in t his case), which is a contradiction . Similarly, 

., 
the t hird case, jJ, #- 0 = f-L' , may give a spacetime admitting 3-isometries when A #- 0, 

v = 0 and it #- O. Again, 

The last case gives 3-isometries when: 

One may consider two sub-cases for both (a) and (b): (ex) v #- A and ((3) v = A. 

Case a (ex ) : For v #- A, ¢oo = 0 implies 

0, (2.35) 

0, (2.36) 

o. (2.37) 

Eqs. (2.35) and (2.36) give (efL )' = (efL )" which implies that efL h (t + x). Using 

eqs.(2.35) and (2.36), eq. (2.37) reduces to 

(2.38) 

which instant ly gives (eA
)' = (eAr. Thus, eA = g(t +x). Similarly, el/ = f(t+ x ). 

For these values of v , A and f-L , i] = 0 and T = 0 give v' = A' and 

(2.39) 
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respectively. Substituting the value of J-L" + J-L/2 from eq.(2 .35) in eq.(2.38) yields 

Vi = J-LI. Hence Vi = )...1 = J-LI , this gives ri' = 0 which is a contradiction. 

Case a ((3) : Here v = ).... Therefore, the constraints eqs.(2.8-2.11), respectively reduce 

to 

2 I I II 12 2" .. . 2 I . \ I • I . I 
V J-L - J-L - J-L + v J-L - J-L - J-L - v J-L - /\ J-L + J-L + J-L J-L 

0, 

0, 

o. 

(2.40) 

(2.41) 

(2.42) 

Now, we use symmetry method for solving differential equations [8]. On applying the 

second prolongation of the symmetry generator eq.(1.36) 

X [2j = cn (Xi uP) ~ + 'Y)Q (Xi uP) ~ + 'Y)Q (Xi uP) ~ + 'Y)Q (Xi uP) _8_ ':, , 8 n 'I , 8 Q 'I n , 8 Q 'Inm , 8 Q ' 
X U U,n U,nm 

to eq. (2.42) we get 

(2.43) 

where 

1 1 + . ( 1 c1) . 1 I C2 · 2C1 .. Cl . I C2 . IC2 
fJ ,t 'Tlt J-L 'TliJ. - ':,t + VfJv - J-L ':,t - J-L ':,iJ. - VJ-L':,v - J-LJ-L ':,iJ. - VJ-L ':,v' 

I 1+ I( 1 C2)+ I I 'Cl 12C2 IIC2 . I CI I 'C I 
fJ, x fJ x J-L fJiJ. - ':,x V fJv - J-L':, x - J-L ':,iJ. - v J-L ':,v - J-LJ-L ':,J.l. - v J-L':, v, 

I 1 + . (2 1 Cl ) 2' 1 I C2 ·2 I 2" 1 · 2 1 
fJ,tt fJu J-L 'Tlt/-L - ':,tt + VfJtv - J-L ':,tt + J-L fJ/-L/-L + VJ-LfJ/-LV + V fJvv 

2' (. C1 + . c1 ) 2 I ( . c 2 . c 2 ) . 2 ( . c 1 . C1 ) .. 1 
- J-L J-L':, t iJ. V':, tv - J-L J-L':,tiJ. + V':,tv - J-L J-L':,iJ./-L + V':,iJ.V + VfJv 

.. ( ' c1 + 'c1 ) 1(' 2C2 '2 C2 ) 2" I c 2 .. (1 2C1) - VJ-L J-L':,'f-Lv V':,V/-L - /1, J-L ':,iJ./-L - V ':,vv - J-LVJ-L ':,/-LV + J-L fJ /-L - ':,t 

1 1 + I (2 1 C2 ) 2 I 1 . C1 12 1 2 I I 1 12 1 
'rI ,xx fJxx J-L fJ XiJ. -: ':,xx + V 'rIxv - J-L':,xx + V fJvv + v J-L 'rI/-LV + J-L fJ/-LiJ. 
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. ( ,(:"1 '(:"1) 2' ( ,(:"2 '(:"2) . ( '2(:"1 + '2 (:"1) 
-2f-t f-t <"xjJ. + V <"xv - f-t f-t <"xjJ. + V <"xv - f-t f-t <"jJ.jJ. V <"w 

- (fJ,v" + 2v'fJ,') ~~, 

2 2 · ( 2 2 (:"1 ) 2' 2 , (:"2 . 2 2 2 " 2 +.2 2 
'r/,U 'r/tt + V 'r/tv - <"tt + f-t'r/tjJ. - V <"tt + f-t 'r/jJ.jJ. + Vf-t'r/jJ.v V 'r/w 

2 · (. (:"1 . (:"1) 2 ' ( . (:"2 . (:"2 ) .. (. (:"1 • (:"1 ) 
- V f-t<"tjJ. + V<"tv - V f-t<"tjJ. + V<"tv - v/-t f-t<"jJ.jJ. + v<"jJ.v 

. 2 ( . (:"1 . (:"1) ,. (. (:"2 . (:"2) 1 ( •• (:"2 ,2 (:"2 ) +.. 2 
-V /-t<"jJ.v + V<"w - V f-t f-t<"jJ.jJ. + V<"vjJ. - V f-tV<"vjJ. + V <"vjJ. f-t'r/jJ. 

2 · ( , (:"1 '(:"1) 2' ( ,(2 1( 2 ) "( , (:"2 2 1(2 ) - V /-t <, xjJ. + V <"xv - V f-t <, xjJ. + V <'xv - V f-t f-t <"jJ.jJ. + V <'jJ.v 

. , , (:"1 ' 2 ( . (:"1 , (2) ., ( ,(1 1 (:"2 ) "( 2 2(2) 
-f-tv f-t <"jJ.v - V v<"vv + V <'v - vf-t f-t <'jJ.jJ. + V <'vv + V 'r/v - <'x 

- (V'V" + 2vi/) ~~. 

of different derivative terms of V and f-t we obtain the following system of equations 

( 2 (:"2 2 1 2 3 1 - 0 2 1 2 + 3 1 - 0 2 1 2 - 0 <'xx - <"tt - 'r/ xjJ. - 'r/ xjJ. - 'r/x - ) 'r/jJ.v + 'r/J1.V 'r/v - ) 'r/vv + 'r/vv - ) 

(2.44) 
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Solving the above system of equations, we get e = e = h (t + x) + 12 (t + x) , 

'TIl = C1f.k + C2 and 'TI2 = 2C1 (f.k + 1/) + C3t + C4 . Substituting these values in the above 

generator yields 

Therefore, 

X[2! = [11 (t + x) + 12 (t + x)J (gt + :X ) + (C1f.k + C2) :/l

+ (2C1 (f.k + 1/) + C3t + C4) :v' 

dt dx 

h (t + x) + 12 (t + x) h(t+x)+12(t+x)" 

This gives t = x, and hence CP l1 = 0, so the case is not possible. 

(2.45) 

(2.46) 

(b) Similarly for the case v' =I 0, iJ =I 0, 'TI' = 0, there does not exist any sourceless 

electromagnetic field. 

2.3 Spacetimes Admitting Sourceless Electromag-

netic Fields 

Now, we consider the 4-isometry case. There are only four such metrics [16J: 

ds2 e2v(x)dt2 _ e2>"(x)dx2 _ e2/l-(x) (dy2 + dz2) , (2.47) 

ds2 e2v(t) dt2 _ e2>..(t) dx2 _ e2/l-(t) (dy2 + dz2) , (2.48) 

ds2 e2v(x) dt2 _ dx2 _ e2~ (dy2 + dz 2), (2.49) 

ds2 dt2 - e2>..(t) dx2 - e2~ (dy2 + dz 2). (2.50) 

Here eq.(2.48) and eq.(2.50) are the non-static analogues of eq.(2.47) and eq.(2.49) 

respectively. For the metric eq. (2.47) , one could choose to absorb A (x) in the defini-

tion of the variable x. Instead, we find it more convenient to redefine x so as to make 
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/-L = In l, (X = constt.) which is reminiscent of the coefficient of d02 for spherically 

symmetric metrics. Using this choice of redefined x, ¢oo = 0 yields v' + )..' = O. The 

condition T = 0 gives 

z/ 1 
T = v" + 2V'2 + 4- + 2 = 0, 

x x 

e2v = ; + ~ (m, q = constt.). Then the metric becomes 

( 
2) ( 2) -1 2 2 m q 2 m q 2 X 22 

ds = -+- dt - -+- dx - (-) (dy +dz), 
x x 2 X x 2 X 

admitting 4-isometries, which is the McVittie solution [19J. 

(2.51) 

Similarly, the second case gives a non-static analogue of the Mc Vittie spacetime 

[20J 

also admitting 4-isometries. The non-zero components of the electric and magnetic 

field intensities for the metrics (2.51) and (2.52) have the relations 2q2 = x4E?+X4 Hr 
and 2q2 = t 4 E? + T4 H? respectively. These metrics have coordinate and essentia.l 

singularities a.t x (or t) = - ~ and x (or t) = 0 respectively. They belong to Segre 

type [(1 ,1) , (l1)J and Petrov type D. 

For the metric eq.(2.49) , 

, 
'T' _ 3 1 2v T 1 2 v 

K,.1 00 - - ::::-2"a e ,K, 11 = 2" + - , a a 

(
" , ' ) x 

K,T22 = V + V 2 + ~ + :2 e2
" = K,T33 , 

T = 2 V + V 2 + 2~ + ~ ( " , ' ) 
a a2

' 

A.. _ (v 1 ) _ A.. d A.. 1 ( .. . 2 1 ) 
'POD - ~ - a2 - 'P22 an 'P11 ="2 V + l/ - U2 ' 
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then the condition cPoo = 0 gives v= ~ and the condition cPll =f 0 yields v=f O. Hence 

the two conditions are inconsistent. For the metric eq.(2 .50) the components of the 

energy-momentum tensor are 

K,Too = ~ + 2~, K,T11 = _3e2A ;2' 
K,T22 = e2~ (~ + ~2 +~ + a\ ) = K,T33 , 

T = _2 (~+~2 +2~+:2 ) ' 

cPoo = (~ - ;2) = cP22 and cPll = ~ (~ + ~ 
2 

- ;2 ) , 
one can see very easily that the conditions cPoo = 0 and cPll =f 0 are inconsistent. 

In light of the above we can state the following: 

Theorem 5 The only plane symmetric spacetimes with electromagnetic field are the 

!vIc Vittie solution given by metric eq. (2.51) and its non-stalic analogue given by metric 

eq.(2.52) . 

2.4 Non-Static, Spherically Symmetric, Shear-Free, 

Perfect Fluid Solutions of Einstein's Equations 

Schwarzschild provided the first exact solution [21J of Einstein's equations. He also 

provided an interior solution which is static [22J. This could be taken as a first 

approximation to a relativistic description for a star. However, it is of interest to find 

non-static solutions that can describe stars not in equilibrium. The Einstein equations 

for non-static, shear-free, spherically symmetric, perfect fluid distributions reduce to 

one second-order non-linear ordinary differential equation in the radial parameter. 
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Kustaanheimo and Qvist [23J found that the isotropic condition for a perfect fluid 

with no shear reduces the Einstein equations to 

fJ2 y 2 
8x2 = f(x)y ) (2.53) 

where x = r2) y = e-w (r,t)/2. The spherically symmetric metric in isotropic coordinates 

IS 

(2.54) 

The function 1/ is given by e~ = c (t) /Wt) where c (t) is an arbitrary function of t and 

the Einstein field eqs. (2.1) in parametric form are 

o 

where p is the energy density, p is the pressure and K, is the gravitational constant. 

Solutions of eq. (2.53) have been found by three different approaches; by making ad 

hoc ansatz for the metric coefficients or for the function f (x) by finding those f (x) 

which give only one or two Lie point symmetries or Noether symmetries of the equa-

tion and by search of those solutions which have the Painleve property. (An ordinary 

differential equation is said to have the Painleve Property when every solution is sin-

gle valued, except at the fixed singularities of the coefficients. That is) the Painleve 

Property requires that the movable singularities are no worse than poles. A partial 

differential equation has the Painleve Property when the solutions of the partial differ-
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ential equation are single valued about the movable, singularity manifolds.). Specific 

solutions of this equation were found by Kustaanheimo and Qvist [23] and subse-

quently others have further analyzed it [24]- [26]. Some exact solutions of (2.53) are 

also tabulated in [7]. Stephani [27] has used symmetry methods and obtained some 

solutions but, as he notes there, it is difficult to extract physical information from 

these solutions as the relevant quantities are only given implicitly. 

A general procedure to find all solutions obtainable by symmetry analysis was 

provided by Wafo Soh and Mahomed [11] . They studied the Noether point symmetries 

of eq.(2 .53). Noether point symmetries are the Lie point symmetries associated with 

some conservation laws or first integral. A symmetry, X, is a Noether point symmetry 

corresponding to a Lagrangian, L (x, y, y'), of a second order ordinary differential 

equation of the form y" = f (x, y, y'), if there exists a function A (x, y) such that 

(2.55) 

A second order ordinary differential equation with only one Noether symmetry 

is integrable by quadratures. Thus, the advantage of studying Noether symmetries 

corresponding to a Lagrangian of eq.(2.53) is that it is a more fundamental approach 

for integrability in that a Noether symmetry gives via the Noether theorem an explicit 

integral which itself is invariant. They found the natural Lagrangian of this equation 

y,2 y3 
L= - +g(x)- . 

2 3 
(2.56) 

They gave three cases that recover some previously known results and also give 

some new results . These cases include solutions that gave the metric coefficients 

explicitly (directly or parametrically) or implicitly in terms of integrals. 



By substituting eq. (2.56) into eq. (2.55) , t hey obtain 

~ - a (x) , TJ = ~ a' y + b (x) , 

A 
1 
4all y2 + b'y + B (x) , 

y3 (ag' + ~ga') + 3y2 (b9 - ~al/l) - 3b"y - 3B' = 0, 

the last equation gives 

5 ag' + 2ga' 
4bg - a"' 

b 

0, 

0, 

ax + {J, B = constt., 

where a and {J are constants. The following cases arise: 

Case I: a = 0 = {J, (i.e. b = 0) , 

Case II: a i- 0 = {J, (i.e. b i- 0) , 

Case III: a i- 0 i- {J, (i.e. b i- 0) . 
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Case I gives explicit solutions that have been discussed before and a tabulation of the 

interesting physical case is given in [7]. In general, the solutions of Cases II and III 

are given implicitly in terms of integrals and are consequently difficult to interpret 

physically. There are two explicit one-parameter families of solutions to which they 

reduce 

y _ (3'/7 m -1/7 (-n -3/7 [(X + k)'/7(3-2/7 G) -3/14 (_~) -1/7 + C(t)] - 2 

( )

2/7 ( ) -1/7 
(x + k)3/7 - {J5/7 ~ - ~ (x + k)1/7, (2.57) 



45 

f(x) ( ) 
5/7 ( ) 15/7 (3-5/7 ~ _~ (x + k) - 15/7 , (2.58) 

and 

y (
3) -1/7 (2) -3/7 

0'.- 3/7 2 7 (ax+)4/7(1 - k-kax)3/7 

{ (
3) -3/14 (2) -1/7 }-2 

X (1-k(3-kax)I/7(ax+f3)-1/7a -l/7 2 -7 +C(t) 

(
3)2/7 (2)-1/7 

_0'.-1/7 2 7 (ax + (3)6/7(1- k(3 - kax)I/7, (2.59) 

f(x) = (
3)5/7 (2)15/7 

0'.15/7 2 7 (ax + (3t 20/7(1 - k(3 - kax)-15/7, (2.60) 

where k is arbitrary constants and C(t) is an arbitrary function of time. 

The example of new physical solutions obtained by Wafo Soh and Mahomed [11] 

is erroneous. Einstein's field equations for the metric [7] 

(2.61) 

are 

~ _ ~e-2A (YII _ Y')..' + Y/2) + ~e-2"(YA+ (Y)\ 
y2 Y 2Y Y 2Y , 

- 1 2 2A I I yI2 2 2v.. y2 . 
y2 + y e- (Y v + 2Y) - y e- (Y + 2Y - Yv), 

~[e-2A{(vll + V/2 - Vi)..') Y + Y" - Y'v' - Y'A/} 

° Y' - v'Y - Y' i 

Here the 4-velocity vector is 

ui = (e -V, O,O, O) ) i = 0, 1,2,3, 
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Therefore, for a solution without acceleration z/ = 0, i.e. /J = /J (t). Now for Y' =I 0, 

we may choose /J = 0 these equations become 

~ _ ~e-2>' (YII _ y')..' + Y'2) + ~(Y~ + (Y)') 
y2 Y 2Y Y 2Y' 

(2.62) 

K.oP 
-1 2 -2>. y'2 2.. y2 
y2 + ye 2Y - Y (Y + 2Y)' (2.63) 

K.oP ~[e-2>'(YII _ Y')..') _ y~ _ ~2y _ Y _ y~], (2.64) 

t:- (~:)' (2.65) 

Substituting eq.(2.65) in eq.(2.62) and eq.(2.64) to obtain 

~ _ ~ -2>. (YII _ Y ')..' Y'2) ~(Y Y' (y) 2) 
y2 ye + 2Y + Y Y' + 2Y , (2.66) 

K,oP ( 
.. . 2) ( . ) 2 . 1 2>' II " Y' Y' Y ' ... Y' -[e- (Y - Y A) - Y - - - - - Y - Y - Y-] 

Y Y' Y ' Y' y" 

2>' (" ") Y' .. . Y' 
=} e- Y - Y A = K.opY + Y Y' Y + Y y,' (2.67) 

Substituting eq.(2.67) in eq.(2 .66) we get 

Y' Y 
K.O II = -3K,OP - 2- - 4-. 

r' Y' Y 
(2.68) 

The last term of the above equation i.e. -4Y /Y is missing in [7] (in the revised 

edition this error has been removed). The authors carried over this mistake in their 

paper. The second error is in the calculations of the example of the solution 
t 

Y=p2/3 [a(r) J p-2 (~,r)d~+b(r)]2/3, 

given by Wafo Soh and Mohamed. They take 

-1 

p=tT , a(r)=2r, b(r)=-l. 
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For these values the correct expressions for the metric coefficients satisfying the Ein-

stein field equations along with the conservation of the energy-momentum tensor, 

T ab. b = 0 are , 

y (2.69) 

y (2.70) 

and the values of p and p from eqs.(2.62 - 2.64) are 

1 3rt2 + 1 
(2.71) P 

K ot2 rt2 - 1 ' 
-1 

(2.72) P Kot2 . 

The values given by eqs.(2 .70 - 2.72) satisfy eq.(2.68). 

It is worthwhile to construct valid physical examples for these solutions. We 

consider only the two explicit solutions to try and construct physically meaningful 

examples. For this purpose we need to first formulate the criteria for being physically 

meaningful. 

2.5 The Physical Criteria 

The most important physical criterion is that the density be non-negative every-

where. The next criterion must be that both the density and pressure remain finite 

everywhere. If they become infinite somewhere, that place should correspond to a 
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curvature singularity and would automatically limit the part of the manifold that 

can be considered. In other words, the singular point(s) must be cut out from the 

manifold. Additionally, one would ask that the strong energy condition holds. 

There could be more subtle considerations. The spherically symmetric spacetime 

could be used to represent spheres of perfect fluids of finite size. Such spheres should 

have zero surface pressure and match with a Schwarzschild exterior. If these condi-

tions cannot be met, the metric would have to go on to describe the whole universe. 

However, such a description violates the cosmological principle unless the density 

and pressure are constant everywhere (though they could vary with time). As such, 

we will require that the metric should admit a zero pressure somewhere and con-

tain a positive density inside that boundary, while also satisfying the strong energy 

condition. 

2.5.1 The First Case Example 

Let u = (x + k)1/7 in eq.(2.57), then it can be written as 

= -~uC(t) (2u + C (t)) 
Y b2 (u + C (t)) 2 , 

(2.73) 

where 

a ~'/7 m -1/7 ( -D -3/7 

b ~-2/7 m -3/14 ( -D -1/7 
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and C(t) now refers to bC(t). In this case we have the density and pressure given by 

p(t,x) = ~ + 3C
3 

(t) a
2 

6 [10ulO + 20u9C(t) + 12uBC2(t) 
81f 981fU12 [u + C (t)] b4 

+2u7C3 (t) + 32u3 k + 57u2kC(t) + 30ukC2 (t) + 5kC3 (t)], (2.74) 

-3 C4 (t) a2 

p(t, x ) = - + 5 [5uB + 4u7 C(t) + 9uk + 3kC(t)]. (2 .75) 
81f 981fU12 [u + C (t)] b4 

Here, f3 , k and C(t) would be constrained by the requirement that p(t, x) 2: O. Fur-

ther, p(t, x) and p(t, x) must not be singular and satisfy the strong energy condition 

(Tj; 2: 0): 

-3 3C3 (t)a2 
10 9 8 2() T: = p + 3p = 41f + 981fU12 (U + C(t))6b4 [lOu + 25u C(t) + 2lu C t 

+6u7 C3 (t) + 32ku3 + 66u2kC(t) + 42ukC2 (t) + 8kC3 (t )]. (2.76) 

We can keep the energy density positive and satisfy the strong energy condition as 

there is enough freedom in selecting the constants and the function of time C (t). 

Clearly, taking k 2: 0, and C(t) > 0 would maintain the requirement that the density 

remain positive. Also the trace of the stress-energy tensor will remain non-negative 

by appropriately choosing f3. 

We investigate the case k = 0 and consider a non-static sphere of radius R matched 

to a Schwarzschild exterior geometry. In that case we get the matching condition 

p lr=R = O. The condition on C(t) becomes 

(2.77) 

and the equation of state is 

(2.78) 



50 

A solution of eq. (2.77) has the form 

u(t) = ,(t)C(t), (2.79) 

where ,(t) is as yet an arbitrary function and C(t ) > 0 satisfies 

Ct _ [ 4a2(4+5, (t)) ] 1/5 
( ) - 147b4,5 (t) (1 +, (t)) (2.80) 

Thus the moving boundary is given by 

R t - 7/2 t ' [ 
4a2(4+5 (t)) ]7/ 10 

( ) -, () 147b4,5 (t) (1 +, (t)) 5 
(2.81) 

Further the strong energy condition, p(t) + 3p(t) 2: 0, imposes 

,(t) > 0, (2.82) 

which avoids the singularities , (t) = -1 and 'Y (t) = O. 

2.5.2 The Second Case Example 

Here we let u = (ax + [3)1/7 in eq.(2.59), then it becomes 

a [2 (1 - kU7)1/7 - uC (t)] 
Y = zu7 C(t )(l - kU7)1/7 2' (2.83) 

b [- uC (t) + (1 _ kU7)1/7] 

where a = a-3/ 7 (~) -1/7 (~) -3/7 , b = a-1/ 7 ( ~ ) -3/14 (~) -1/7 and C(t) now refers to 

bC(t). We specialize and study the situation when k = O. Eq.(2.83) then reduces to 

= ~U7 C(t) [2 - uC (t)] . 
Y b2 [1 - uC (t)]2 

(2.84) 

The density and pressure are given by 

p(t ,x) = 
3 C 2 (t) - + [ - 5C(t)u8 + 10C2(t)u9 

- 6C3 (t)u10 + C4 (t)Ull 

87r 27ra2b6a [1 - uC (t)]6 

-268{3C(t)u + 270{3C2(t)u2 - 120{3C3(t)u3 + 20{3C4 (t)U4 + 98(3), (2.85) 



51 

p(t,x) -3 + C
2 

(t) a
2
a [ _ 149C2(t)u9 _ 9C3(t)UlO _ 116C4 (t)ull 

811" 9811"b4 [1 - uC (t)]6 

-4,8{ 49 - 147C(t)u + 122C2(t)u2 - 81C3(t)u3 - 15C4 (t)u4
}]. (2.86) 

Here,8 and C(t) would be constrained by the requirement that p(t, x) 2: 0 and further 

that p(t, x) and p(t, x) be non-singular and satisfy the strong energy condition. 

vVe match a non-static sphere of radius R to a Schwarzschild exterior. The match-

ing condition plr=R = 0 is invoked. The condition on C (t) is then 

147b4(1 - uC(t))6 + 4aa2C2(t)[149C2(t)u9 + 9C3(t)u 10 + 116C4(t)ull 

+4{ 49 - 147C(t)u + 122C2(t)u2 - 81C3(t)u3 - 15C4(t)u4}] = 0, 

and the equation of state for a = b2 and ,8 = 0 is 

(2.87) 

3 
p-- = 

811" ( 3) 4.4682 
p + 811" C (t)( .{hl (2.88) 

[-5.0 + 13.429C (t) (.;:fi)2 - 10.82C2 (t) (.;:fi)4 + 2.4216C3 (t) (.;:fi)6] 
x~----~------------------------------~--~ 

[-149.0 - 12.086C (t) (.;:fi)2 - 209.18C2 (t) (.;:fi)4] 

A solution to eq. (2.87) is 

u(t) = ,(t)/C(t), (2.89) 

where , (t) is as yet arbitrary and C(t) satisfies 

Therefore, the moving boundary is given by 

R(t) = 
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Moreover the strong energy condition, p(t) + 3p(t) ~ 0, for ,(t) > 1 requires that 

[8~ +4,6{49 - 147,(t) + 122,2(t) - 81,3(t) - 15,4(t)}J X [5,8(t) -10,9(t) 

+6,lO(t) - ,l1(t) + {268,(t) - 270,2(t) + 120,3(t) - 20,4(t) - 98}J ~ O. 

(2.92) 

Also R(t) in eq.(2.91) is non-negative provided 

which does not hold for ,6 = O. However, one can choose a non-zero,6 so that eq.(2.92) 

and eq. (2.93) are both satisfied. For example, one can select ,6 = 1 for appropriate, 

values. 

To summarize, in [l1J the authors solved the eq.(2.53) with the help of Noether 

point symmetry and provided some physically acceptable solutions of the Einstein 

field equations. We have constructed two classes of exact solutions of the Einstein 

field equations for non-static, spherically symmetric, shear-free, perfect fluids which 

could be matched to a Schwarzschild exterior geometry. 



Chapter 3 

The Connection Between 

Isometries and Symmetries of 

Geodesic Equations of the 

Underlying Spaces 

As mentioned earlier, the symmetry properties of a space are characterized by its 

isometries, which form a Lie algebra [28J . On the other hand, there are methods to 

determine the point symmetries of any set of differential equations which are often 

used to solve those equations. These symmetries also form a Lie algebra [2J, [9J. In 

this chapter we investigate and present a connection between the isometries of some 

spaces and symmetries of the related differential equations. It tmns out that the 

connection lies in the geodesic equations, which give the shortest distance between 

53 
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two points. They are given by 

(3.1) 

where the dot represents the derivative with respect to the arc length parameter, s 

and 

a 1 ad ( ) 
fbc = '2 g gbd,c + gcd,b - gbc,d . (3.2) 

For our investigation, we determine the symmetries of eq.(3.1) and compare them 

with the set of isometries of maximally symmetric spaces. The geodesic equations, 

form a system of ordinary differential equations. Therefore, their symmetries can be 

obtained by following theorem 2. 

In the following sections we first give an alternate method to prove that a second 

order vector differential equation, 

/I 

(ya) = 0, a = 1,2,3, .. . , n, (3.3) 

admits sl(n + 2), after that we present the symmetries of the geodesic equations 

of maximally and less symmetric 2-dimensional spaces, then the symmetries of the 

geodesic equations of maximally symmetric higher dimensional spaces are given. 

3.1 The Lie algebra of a Second Order Vector Dif-

" ferential Equation (ya) = 0 

Eq.(3 .3) represents the family of straight lines in lR,n . They correspond to the world 

lines of free particles. The classification of all scalar second order ordinary differential 
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equations, according to the Lie algebra of generators they admit, is complete [29]. 

Eq. (3.3) for n = 1 admits eight Lie symmetries [2], which is the maximum number of 

symmetries admitted by any second order ordinary differential equation defined on a 

domain in the plane [29]. This Lie algebra is isomorphic to sl (3) [30]. The maximality 

of the Lie algebra of y" = 0 was proved by Lie, using a geometric argument [31]. The 

fact that the algebra is sl (3) and its n-dimensional generalization, is demonstrated 

in the following section by an elegant and simple algebraic method. This result has 

also been derived earlier by A. V. Aminova [32], using a different approach. 

/I 

3.2 The Algebra of (ya) = 0 

Ibragimov [8] gives the symmetry generators of the 3-dimensional vector equation 

without appealing to geometry. The operator is a linear combination of the following 

independent infinitesimal symmetries 

pa _ a a Q _ a - y as' a - s aya , 
(3.4) 

ya = ya~ zO = s2.£ + syb~ za = sya.£ + yayb~ b Byb , os oyb , as ayb , 

where we have used the Einstein summation convention that repeated indices are 

summed over and re-written the indices so that they balance. The symmetries for 

the scalar equation are 

X - B X _ B 
o - os' 1 - ay' 

(3.5) 
X - 0 X - 20+ 0 X 0 20 

5 - Y By , 6 - S os sy By , 7 = sy os + y oy' 

Eq.(3.5) shows that the scalar (i.e. n = 1) equation has eight symmetries and eq.(3.4) 

shows that the 3-dimensional vector (i .e. n = 3) equation has twenty four symme-
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tries. To generalize the result for the n-dimensional vector equation we determine 

the Lie algebra for the 2-dimensional equation. It turns out that the number of 

infinitesimal generators is fifteen. These are 

x - ~ X -.JL X -.JL X - s~ o - os' 1 - oyl' 2 - oy2' 3 - os' X 10 X 20 
4 = Y os' 5 = Y os' 

X 0 X 0 X_la X_la X _20 
6 = S oyl , 7 = S ay2 , 8 - Y ayl' 9 - Y oy2' 10 - Y oyl' 

(3.6) 

X 20 X 20 10+ 20 
11 = Y ay2' 12 = S as + sy ayl sy ffYI' 

X I a (1)2 a 1 2 0 X 2 a 1 2 a (2)2 a 
13 = sy os + y ayl + y Y ay2' 14 = sy as + y y ayl + y ay2 . 

The Lie algebra for this set of generators is sl (4) . In fact, for 17, = 3, the generators 

in eq.(3 .4) correspond to sl (5). Therefore, we conjectme the following: 

Conjecture 6 The Lie algebra, for the second order 17,- dimensional vector equation 

is sl (n + 2) . 

Proof The generators of the Lie algebra for gl (17,) are [33J 

8 
yl-' = r(YI-'-- j-L, l/ = 1,2,3, ... 17" 

v 8r(Yv' (3.7) 

which satisfy the commutation relations 

(3.8) 

where b~ is the usual Kronecker delta. Further, setting y~ = 0 gives the Lie algebra 

ofsl(n). 

It can be easily verified that the algebra for 17, dependent variables is eq.(3.4) with 

a = 1,2,3, ... n. Now define ya = S for a = 0 and ya for a = a. Then the generators 

can be re-written as 

X 8 ya a 8 za _ a (3 8 {3 
a = 8 ya' (3 = y 8yf3' - Y Y 8

y
f3' a, = 0, 1, 2, ... , 17" (3.9) 
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where yg = Sand Yg = pa. Now, further putting 

Y n+ 1 X ya z a 
a = au n+ 1 = - , (3.10) 

we only need to define y~t~. This may be defined by setting Yt = 0, where /-L , v = 

0,1,2, ... , n+l. Then the generators given by eqs.(3.9) and (3.10) satisfy eq.(3.8). The 

negative sign in eq.(3.10) is introduced, so that the generators satisfy the required 

algebra. It is allowable to introduce the negative sign as -va will be a generator 

if va is. Hence the maximal symmetry algebra of the second order n-dimensional 

vector differential equation is sl (n + 2). 

/I 

The proof that the algebra of symmetry generators of (ya) = 0, (a = 1,2, ... , n), is 

isomorphic to sl (n + 2) is elegant and simple, only requiring an appropriate labelling 

of the generators. The presentation here has, thus, avoided the tedious methods, 

usually adopted in classification problems. 

3.3 Symmetries of the Geodesic Equations of Max-

imally Symmetric 2-Dimensional Spaces 

There are three kinds of surfaces: those of positive, zero and negative curvature. In 

2-dimensions, the surface of positive curvature is a sphere, of zero curvature is locally 

a plane and of negative curvature is a hyperboloid of one sheet. The metric of the 

sphere can be written as 

(3.11) 
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The geodesic equations for this metric are 

.. ·2 
E 1 : () - sin() cos ()¢ = 0, 

(3.12) 

E2 : ¢ + 2 cot ()e¢ = o. 

As the geodesic equations are second order ordinary differential equations, we apply 

the second prolongation 

X[2] fJ 1 fJ 2 fJ 1 fJ 2 fJ 1 fJ 2 fJ 
= (:- + '11 - + '11 - + '11 - + 77 - + '11 - + '11 -." fJs " fJ() "fJ¢ " ,s fJe ,S fJ¢ ", ss fJe ", ss fJ¢' 

(3,13) 

where~, 'T]l and 'T]2 are all functions of s, () and ¢; 'T];s and 'T]~s are all functions of s, (), ¢, e 

and ¢; and 'T];ss and 'T]~ss are all functions of s, (), ¢, e, ¢, e and ¢, of the symmetry gener-

ator given by eq.(1.30) [1 , 9]' to both the geodesic equations. Then X[2]E1 IEl=O=E2 = 0 

and 

where, for 

1 
'T], s 

2 
'T],s 

1 
'T], ss 

1 . '2 1( 2 .2)'2 'T],ss - 2 sm () cos ¢'T],s - 'T] cos () - sm () ¢ IE1 =O=E2= 0, 

2 (. 1 . 2) .. 2 1 'T],ss + 2 cot () ¢'T] ,s + ()'T],s - 2()¢ csc ()'T] IE 1 =O=E2= 0, 

fJ ·fJ · fJ ··fJ ·· fJ 
D = fJs + () fJ() + ¢ fJ¢ + () fJe + ¢ fJ¢' 

D'T]l - eD~ = 'T]; + e ('T]~ - ~s) - e2~(} + ¢'T]~ - e¢~q)) 

D'T]2 - ¢D~ = 'T]; + e77~ + ¢ (TJ; - ~s) - ¢2~</> - e¢~(}, 

1 . (1 ) . 2 ( 1 ) '3 . 1 'T] ss + () 2'T]s() - ~ss + () 'T](}(} - 2~s(} - () ~(}() + 2¢'T]s </> 

(3.14) 

(3.15) 

(3.16) 

(3.17) 



2 · 2 ·22 . ( 2 ) .2 ( 2 ) 7]ss + 2e7]se + e 7]ee + ¢ 27]s¢ - ~ss + ¢ 7]¢¢ - 2~s¢ 

·3 .. 2 ·2· ··2 ··2 
-¢ ~¢¢ + 2e¢ (7]e¢ - ~se ) - e ¢~ee - 2e¢ ~O¢ + e7]e 

-e¢~e + ¢ (7]~ - 2~s - 3¢~¢) - 2e¢~e· 

Inserting eqs.(3.17) into eq.(3.14) and eq.(3 .15) we obtain 

. · ·2 ·3 
h!s + e (27]~s - ~ss) + 2¢7]~s + e (7]~e - 2~es) - ~eee 

+2e¢ (7]~¢ - ~¢s) - 2e
2 ¢~e¢ + ¢ 

2 7]~¢ - ¢2 e~¢¢ + e ( 7]~ - 2~s - 3~i)) 

_2e¢3~¢ + ¢ (7]~ - e~¢ )l - sin2e¢[7]; + e7]~ + ¢ (7]~ - ~s ) - e¢~¢ - ¢2~¢l 

. . ·2 ·3· . 
7];s + 2e77~s + ¢ (27]~s - ~ss) + ¢ (7]~¢ - 2~¢fls) - ¢ ~¢¢ + 2e¢ (7]~e - ~eJ 

_e
2 ¢~ee + e

2 7]~e - 2e¢2~e¢ + e (7]~ - ¢~e) + ¢ (7]~ - 2~s - 3~¢¢) 
. .. .. ·2 ·· . . 

-2e¢~e + 2 cot e[¢{ 7]; + e (7]~ - ~J - e ~e + ¢7]~ - e¢~¢} + e{ 7]; 

59 

(3.18) 

(3.19) 

Inserting the values of e and ¢ from the geodesic equations, eq.(3.12), and then 

comparing the coefficients of the powers of e and ¢, we obtain a system of fifteen 

partial differential equations 

(3.20) 

(3.21) 

(3.22) 
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(3.23) 

(3.24) 

Eqs.(3.20) yield ~ = bl (s) . Substituting the value of ~ into eqs.(3.21) we get 

(3.28) 

From eqs.(3.22) we obtain 

(3.29) 

Substituting the value Of'T/l and 'T/ 2 into eq.(3.23) we get 

(3.30) 

Then eq.(3 .24) yields 

(3.31) 

Now eqs.(3.25) give 

(3.32) 

C3 cos ¢ + C4 sin ¢, (3.33) 

cot e (C4 cos ¢ - C3 sin ¢) + C2. (3.34) 
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Therefore, the symmetries are 

Xo (3.35) 

The Lie algebra for the above generators is so (3) EB d2 (where d2 = < Xc, Xl > is 

a dilation algebra). The Lie algebra of the symmetries of the geodesic equations for 

a plane is sl (4) and that for a hyperboloid is so (2,1) EB d2 . 

3.4 Symmetries of the Geodesic Equations of Less 

Symmetric 2-Dimensional Spaces 

The metric for a less symmetric surface of positive curvature, i.e. the spheroid 

(3.36) 

is 

(3.37) 

The geodesic equations are 

g (b2 
- a2

) sin 8 cos 8 Ii _ a2 sin 8 cos 8 ·2 _ 

+ a2 cos2 8 + b2 sin2 e a2 cos2 8 + b2 sin2 8 cP - 0, 
(3.38) 

¢ + 2 cot 8iJ¢ = o. (3.39) 

I 28· 1 (b2 
- a2

) sin 8 cos 8 . 2 a2 sin 8 cos 8 
rJ 55 + rJ 5 2 2 2 - 2cprJ 2 , , a cos 8 + b2 sin 8 ,5 a2 cos2 8 + b2 sin 8 
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(3.40) 

(3.41) 

and X[21E2 IE l=O= E2= 0 gives eq.(3.15). The determining equations after substituting 

the geodesic equations are 

~()rp - cot e~rp = 0, 
(3.42) 

(3.43) 

1 1 (b2 
- a 2) sin e cos e 

2'TJ()s - ~ss + 2'TJs 2 2 e + b2 . 2 e = 0, a cos sm 
(3.44) 

1 2 a 2 sin e cos e 
'TJ A.s - 'TJ s 2 2 e b2 ' 2 e = 0, 

'I' a cos + sm 
(3.45) 

, 1 _ t _ ell (b2 
- a2

) sin e cos e 2 a2 sin e cos e _ 
'7()cp s,rps cot 'TJrp + 'TJrp ? - 'TJ() 2 - 0, 

a2 cos2 e + b2 sin- e a2 cos2 e + b2 sin B 
(3.46) 

(3.47) 

1 1 a2 sin B cos B 2 2a2 sin B cos B 2 1 a2 cos2 B - b2 sin2 e 
'TJ ¢cp + 'TJ () 2 - 'TJ A, - a 'TJ = 0 

a2 cos2 B+b2sin e 'l'a2cOs2e+ b2sin2e (a2cos2 B+ b2sin2B) 2 

2 
'TJss 

0, 

(3.48) 

(3.49) 

(3.50) 

(3.51) 

(3.52) 
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(3.53) 

Eqs.(3.42) give ~ = bl (s). Eq.(3.43) gives rJI = al (8, ¢) 8 + a2 (8, ¢). Eqs.(3.49) yield 

(3.54) 

and from eq.(3.45) we get 

(3.55) 

Therefore, 

(3.56) 

Now eq.(3.52) gives 

ad¢) = 0, (3.57) 

using eq. (3.50) we have 

~ = Co + CIS. (3.58) 

From eqs.(3.46 - 3.48) and (3.51 - 3.53) we have rJl = 0 and rJ2 = C3. Hence the 

spheroid has three symmetries Xo, Xl and X 2 , generating 80 (2) EB d2. 

The geodesic equations of the ellipsoid 

(3.59) 

are 
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These equations have only the two symmetries Xo and Xl, generating d2 . 

For the sphere, the number of symmetries of the geodesic equations was five. 

This number reduced to three for the spheroid and further to two for the ellipsoid, 

showing that further reduction of symmetries of a space reduces the original algebra 

to its corresponding subalgebras. The geodesic equations retain the symmetries along 

those of the space. 

3.5 Symmetries of the Geodesic Equations of Max-

imally Symmetric Higher Dimensional Spaces 

The metric and the geodesic equations for a 3-dimensional space of positive curvature 

are 

(3.62) 

.. . ·2 
E2 : e + cotxx¢ - sinecose¢ = 0, (3.63) 

E3 : ¢ + 2 cot xx¢ + 2 cot ee¢ = o. 

The symmetry generator to be applied on these geodesic equations is 

t 8 1 8 2838182838 
<' -8 +17 -8 +17 8e +17 8'" +17s-8 · + 17s-' + 17 s-' 

S X If" X '8e '8¢ 
(3.64) 

1 8 2 8 3 8 
+ 17 sS-8" + 17 ss-·· + 17 ss-·· , 

, X '8e '8¢ 

where~, 17 1 , 172 and 17 3 are all functions of s, X, e and ¢; 17~s, 17 ~s and 17 ~s are all functions 

of s, X, e, ¢, x, e and ¢; and 17~ss, 17~ss and 17~8S are all functions of s, X, e, ¢, x, e, ¢, x, iJ 
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and ¢. Then 

[ I ( 
. 2 2' 2) . 2 . 2 2 X 2 E1 = 'T]~ss - B + sin B¢ 'T]1 cos 2X - B'T],s sin 2X - ¢ 'T] sin 2X sin e cos e 

Tl 1 f 1 2 3 1 2 d 3 1e va ues 0 'T] s' 'T] s' 'T] s' 'T] 88' 'T] S8 an 'T] ss are 

2 
'T],s 

, I ) " I 

1 1'( 1 ) '2(1 )'3 '1 .2 1 'T],ss 'T]ss + X 2'T]sx - ess + X 'T]xx - 2e8x - X exx + 2e'T]so + e 'T]oo 

(3.65) 

(3.67) 

(3.69) 

2 2· 2 · 2 2 . ( 2 ). 2 2 )' 3 . 2 
'T] ,ss 'T] ss + 2X'T] sx + X 'T]xx + e 2'T]so - ess + e (TJ oo - 2eso - e eon + 2¢TJ s¢ 

+¢}TJ~¢ + 2xe ('T]~o - esx) + 2X¢'T]~¢ + 2e¢ ('T]~¢ - es¢ ) - x 2eexx 

-e¢2e¢¢ - x e2exo - 2e
2 

¢eo</> - 2xe¢ex¢ + X ('T]~ - eeo ) 

+0 ( 'T]~ - 2C - 3eeo) - 20 (xex + 2¢e¢) + ¢ ( 'T]~ - ee</» , (3.70) 



_~3~¢¢ + 2Xe'fJ~f) + 2X~ ('fJ~¢ - ~sx) + 2e~ ('fJ~¢ - Cf)) - X2~~XX 

_e
2 ~~f)f) - 2X~2~X¢ - 2e~2 ~f)(p - 2Xe~~xf) + X ('fJ~ - ~~x) 
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+B ('fJ~ - ~~f)) + ¢ ('fJ~ - 2~s - 3~~¢) - 2¢ (X~x + 2e~O) ' (3.71) 

Substituting these values in eqs.(3.65) and using the geodesic equations. The following 

system of 36 partial differential equations, given by eqs.(3.72) - (3 .95) (in which one 

equation number often contains more than one equation), is obtained 

(3.72) 
~f)¢ - cot e~¢ = 0, ~¢¢ + sin X cos X sin2 e~x + sin e cos e~o = 0, 

(3.73) 

1· 20 1 C t 1· 20 'fJso - Sll1XcosX'fJs = ,'fJxo - <"so - co X'fJo - Sll1X cos X'fJ x = , (3.74) 

'fJ~f) + sin X cos X'fJ~ - cos 2X'fJ 1 
- sin 2X'fJE = 0, (3.75) 

(3.76) 

'fJ~¢ - cot X'fJ~ - sin X cos X'fJ~ - sin X cos X 8in2 e'fJ~ = 0, (3.77) 

(3.78) 

1· . 2e 3 0 'fJ s¢ - 8m X cos X sm 'fJ s = , (3.79) 

(3.80) 

2 -0 2 - 2 0 2 2 'fJ ss - , 'fJsx + cotX'fJs = , 'fJxx + 2 cot X'fJx = 0, (3.81) 
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77~4> - sin B cos B77~ = 0, (3.82) 

(3.83) 

(3.84) 

2 C 1 2 1 0 77 x(} - <.,SX - cot77x - esc XrJ = , (3.85) 

rJ~(} - 2~s(} + sin X cos X77~ + 2 cot X77~ = 0, (3.86) 

rJ ~4> - ~s4> - cot BrJ~ + cot XrJ~ - sin B cos B'(/~ = 0, (3.87) 

(3.88) 

30 3 30 3 2 - 30 rJs s = ,77sx + cot XrJ s = ,rJxx + cot X77x = , (3.89) 

77 ~(} + cot BrJ~ = 0, rJ~(} + sin X cos XrJ~ + 2 cot B77~ = 0, (3.90) 

(3.91) 

(3.92) 

(3.93) 

3 t 1 2 1 B2 0 rJx¢ - <"sx + cot X77x - esc XrJ + cot 77 x = , (3.94) 

(3.95) 

Eqs.(3.72) give ~ = al (8). From eqs.(3.73) 

771 
= (fdB, ¢) 8 + h (B, ¢)) X + h (B, ¢) 8 + 14 (B, ¢) , (3.96) 

is obtained. Eqs.(3.81) yield 

rJ2 = -15 (B, ¢) cotx + 16 (B, ¢) . (3.97) 
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From eqs.(3.74) we get 

II (e, ¢) = kl (¢), 12 (e, ¢) = k2 (¢) , h (e, ¢) = k3 (¢) , i4,0 (e, ¢) + i5 (e, 1) = 0. 

(3.98) 

Therefore, eq.(3.96) becomes 

Now eq.(3.75) yields 

kl (¢) = 0, k2 (1) = 0, k3 (1) = 0, 

i 4 (e, 1) = k4 (1) cos e + k5 (1) sin e, iG (e, 1) = kG (1) . 

Therefore, 

'TJl = k4 (1) cose + k5 (1) sine, 

'TJ2 = - cot X (k4 (1) sin e - k5 (¢) cos e) + kG (1) , 

and eq.(3.76) gives 

From eqs.(3.89) we have 

'TJ3 = - h (e, 1) cot X + is (e, 1) . 

Eqs.(3 .90) give 

'TJ3 = - k7 (1) cot X csc e - ks (1) cot e + kg (1) . 

From eqs.(3.78, 3.82) one can easily obtain 

(3.99) 

(3.100) 

(3.101) 

(3.102) 

(3.103) 

(3.104) 

(3.105) 
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Therefore, 

'f/ 
1 = C2 cos e + k5 (¢) sin e, 'f/2 = - cot X (C2 sin e - k5 (¢) cos e) + k6 (¢) . (3.106) 

Solving eqs. (3.77, 3.87 and 3.88) yields 

Hence 

k5 (¢) = C5 cos ¢ + C6 sin ¢, k6 (¢) = C3 cos ¢ + C1 sin ¢, 

k7 (¢) = C5 sin ¢ - C6 cos ¢, ks (¢) = C3 sin ¢ - C4 cos ¢, 

kg (¢) = C7. 

(3.107) 

'f/2 (C3 cos ¢ + C4 sin ¢) - cot X (C2 sin e - (C5 cos ¢ + C6 sin ¢) cos e) , (3 .108) 

'f/3 - (C5 sin ¢ - C6 cos ¢) cot X esc e - (C3 sin ¢ - C4 cos ¢) cot e + C7. (3.109) 

The extra symmetries of eq.(3.35) are 

X5 = cosetx - cotxsinego' 

X6 = cos ¢ sin e tx + cot X cos ¢ cos e go - cot X esc e sin ¢ t¢ , 
X 7 = sin ¢ sin e tx + cot X sin ¢ cos e go + cot X esc e cos ¢ t¢, 

(3.110) 

and the Lie algebra for these symmetries is so (4) EB d2 . Similarly, the Lie algebra for 

the geodesic equations of a hyperhyperboloid is so (3, 1) EB d2 and that for a hyperplane 

is sl (5) . 

The 4-dimensional metric is 

(3.111 ) 
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and t he geodesic equations are 

El : ;p - sin'l/J cos 'l/JX2 - sin'l/J cos 'l/J sin2 xii - sin'l/J cos 'l/J sin2 X sin2 e¢ 
2 

= 0, 

. · 2 · 2 
E2: X + 2cot'l/J'l/Jx - sinxcosxe - sin xcosxsin2e<p = 0, 

.. . . . ·2 
E3 : e + 2 cot 'l/J'l/Je + 2 cot XXe - sin e cos e<p = 0, 

E4 : if; + 2 cot 'l/J-0¢ + 2 cot XX¢ + 2 cot ee¢ = o. 
(3.112) 

The symmetry generator is 

x (3.113) 

tions of s, 'l/J, x, e, <p, -0, x, (j and ¢; and 7]:ss, 7]~ss and 7]:9S are all functions of s, 'l/J, x, e, <p, 

-0, x, e, ¢,;p, X, e and if;. Applying this symmetry generator to the geodesic equations 

glVes 

X[21E
3 

- e + <p sin 2 e 7]2 sin 2'l/J sin X cos X - <p 7]3 sin 2'l/J sin X sin e cos e (
.2.2 ) ·2 2 

(3.114) 

7]~ss - 2-0X7]1 csc2 'l/J + 2X7]~ cot 'l/J + 2-07]~s cot 'l/J - ((j2 + ¢ 
2 

sin2 e) 7]2 cos 2x 

_¢27]3 sin 2X sin e cos e - e7]~s sin 2X - ¢7]~ sin 2X sin2 e !Ei=O= 0, (3 .115) 
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(3.116) 

'T]~s - 2;P¢'T]1 CSC
2 'ljJ + 2¢'T] ~s cot'ljJ + 2¢ cot X'T] ~s + 2¢ cot e'T] ~s 

+2 ( ;p cot 'ljJ + X cot X + B cot e ) 'T]~ - 2X¢'T]2 csc2 X - 2B¢'T]3 csc2 e IEi=O= 0, 

(3.117) 

where i = 1,2,3,4. Now the prolongation coefficients take the form 

(3.118) 

(3.119) 

(3.120) 

(3.121) 

1 1 qi, (1 c ) qi,2 ( 1 ) . 3 . 1 . 2 1 'T] ,ss 'T] ss + 'I-' 2'T]s1/J - <"ss + 'I-' 'T]'l/J1/J - 2~s1/J - 'ljJ ~1/J1/J + 2X'T]s'X + X 'T]xx 

. 1 ·2 1 . 1 ·2 1 . 1 .. 1 
+2e'T]s(} + e 'T](}O + 2¢'T]s¢ + ¢ 'T]¢¢ + 2'ljJx ('T]'I/J'X - ~s'X) + 2'ljJe ('T]VJ(} - ~s(} ) 

+2;P¢ ('T]~¢ - ~s¢) + 2XB'T] ~(} + 2X¢'T]~¢ + 2B¢'T]~¢ - 2;p2X~1/J'X - 2'02B~V)(} 
·2· . 2 . · 2 . · 2 .. .. 

-2'ljJ ¢~1/J¢ - 'ljJx ~xx - 'ljJe ~(}(} - 'ljJ¢ ~¢¢ - 2'ljJxe~'X(} - 2'ljJX¢~'X¢ 

-2;PB¢~(}¢ + ;;; ('T]~ - 2~s - 3;P~1/J ) - 2;;; (x~'X + e~o + ¢~¢) (3.122) 

+ x ( 'T]~ - ;P~'X) + e ( 'T]~ - ;p~(}) + if; ( 'T]~ - ;p~¢) , 



2 
7] ,8S 

3 7] ,55 
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2 2oi, 2 oi,2 2 +. (2 2 t) + ·2 ( 2 2t) ·3 t + 2e 2 - 7]ss + <p7]s'I/J + <p rl'lj)'I/J X 7]sx - l,ss X 7]xx - l,sx - X l,xx rls(} 

·2 . 2 2' 2' .. .. 
-X¢ ~¢¢ - 2'ljJX ~'l/Jx - 2X 8~x(} - 2X ¢~x¢ - 2'ljJx8~'Ij)(} - 2'ljJx¢~'I/J¢ 

-2Xe¢~(}¢ +;P (7]~ - X~'I/J) + X (7]~ - 2~s - 3X~x ) - 2X (1~~'Ij) + e~e + ¢)~¢) 

- e
3 ~ (}() + 2¢7]~¢ + ¢ 

2 7]~¢ + 2;PX7]~)X + 2;Pe (7]~/J() - ~ S'I/J ) + 2;P¢7]~¢ 

+2Xe (7] ~() - ~5X ) + 2X¢7]~¢ + 2e¢ (7]~¢ - ~s¢ ) - ;p 2 
e~'I/J'Ij} - X2e~xx 

.. 2 .. 2 ·2 ·2· .. ... 
- 8¢ ~¢;¢ - 2'ljJ8 ~1/J(} - 2X8 ~x(} - 28 ¢~e¢; - 2'ljJx8~'l/Jx - 2'ljJ8¢~'I/J¢; 

-2XB¢~x¢ +;P (7]~ - e~1/J ) + X (7]~ - e~x) + e (7]~ - 2~s - 3e~e) 

(3.123) 

-2e (;P~'Ij) + X~x + ¢~¢) + ~ (7]~ - e~¢) , (3.124) 

+¢2 ( 7]~¢ - 2~s¢ ) -l~¢¢ + 2;PX7]~x + 2;Pe7]~(} + 2;P¢ (7]~¢ - ~s'I/J ) 

+ 2Xe7]~(} + 2X¢ (7]~¢ - ~ s:xJ + 2B¢ (7]~¢ - ~ s(} ) - 2;PX¢~1/)X - 2;Pe¢~'I/J(} 

.. · ·2 ·2 ·2· 2' ·2 · 
-2X8¢~x(} - 2'ljJ¢ ~'I/J¢ - 2X¢ ~x¢ - 'ljJ ¢~'I/J'I/J - X ¢~xx - 8 ¢~(}(} 

-2B¢2~er/> +;P (7]~ - ¢~'Ij} ) + X (7]~ - ¢~x) + e (7]~ - ¢~e) 

+~ (7]~ - 2~s - 3¢~¢) - 2~ (;P~'I/J + X~x + B~(} ) . (3.125) 

Inserting these values in eqs. (3 .117) and using t he geodesic equations. The fol-

lowing system of 70 partial differential equations, given by eqs.(3.126) - (3.169) (in 
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which one equation number often contains more than one equation) , is obtained 

~xx + sin'ljJ cos 'ljJf'j; = 0, ~xo - cot X~o = 0, ~)(rp - cot X~rp = 0, 
(3.126) 

~Orp - cot e~rp = 0, ~O() + sin'ljJ cos 'ljJ~1/J sin2 X + sin X cos X~x = 0, 

~rprp + sin'ljJ cos 'ljJ sin2 X sin2 e~V) + sin X cos X sin2 e~)( + sin e cos e~() = 0, 

(3.127) 

(3.128) 

(3.129) 

(3.130) 

7]~x + sin'ljJ cos 'ljJ7]~ - sin 2'ljJ7]~ - cos 2'ljJ7]1 = 0, (3.131) 

7]~o - ~s() - cot 'ljJ7]~ - sin'ljJ cos 'ljJ sin2 X7]! = 0, (3.132) 

7]~o - cot X7]~ - sin'ljJ cos 'ljJ7]~ - sin'ljJ cos 'ljJ sin2 X7]~ = 0, (3.133) 

(3.134) 

2 1 . 20/. . 2 3 ° 7] s() - sm If' sm X7] s = , (3.135) 

(3.136) 

(3.137) 

7]~o + sin'ljJ cos 1f; sin2 X7]~, + sin X cos X771 - sin 2'ljJ sin2 X7]~ 
'f' x 

(3.138) 

- cos 2'ljJ sin2 X7]l - sin 2'ljJ sin X cos X7]2 = 0, 

(3.139) 



- sin 2'lj; sin X cos X sin2 8'rJ2 - sin 2'lj; sin2 X sin 8 cos 8'rJ3 = 0, 

'rJ~x - ~sx + 2 cot 'lj;'rJ~ + sin'lj; cos 'lj;'rJ~ = 0, 

2 2· 3 0 2 2 . 2 . 28 4 0 'rJ sf) - sIn X cos X'rJ s = , 'rJ se/> - sm X sm 'rJ s = , 

'rJ~f) - ~sO + cot'lj;'rJ& - sinxcosx'rJ~ - cotX'rJ~ = 0, 

'rJ~ e/> - sin X cos X sin2 8'rJ~ = 0, 
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(3.140) 

(3.141) 

(3.142) 

(3.143) 

(3.144) 

(3.145) 

(3 .146) 

'rJ~)o-sinxcosx'rJ~ = 0, 'rJ~o+sin'lj;cos'lj;sin2 X'rJ~+sin xcosX'rJ~-cos2X'rJ2-sin2x'rJ~ = 0, 

(3.147) 

(3.148) 

'rJ~e/> + sin'lj; cos 'lj; sin 2 X sin 2 877~ + sin X cos X sin 2 8'rJ~ - sin 2X sin 2 8'rJ~ 
(3.149) 

- cos 2X sin2 8'rJ2 - sin 2X sin 8 cos 8'rJ3 = 0, 

'rJ~s = 0, 'rJ~1/J + 2 cot 'lj;'rJ~ = 0, 'rJ~x + cot X'rJ~ = 0, 'rJ~1/) + 2 cot 'lj;'rJ~ = 0, (3.150) 

(3.151 ) 

(3 .152) 

(3.153) 

3 t 01. 1 2 2 2 'rJxB - <,sx + cot 'P'rJx + cot X'rJx - csc X'rJ = 0, (3.154) 
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3 . t 3 0 3 . 0/' 0/' 3 2 3 0 'TJ1PX + co X'TJ1jJ = , 'TJxx + sm 'f/ cos 'f/'TJ1jJ + cot X'TJ x = , (3.155) 

(3.156) 

(3.157) 

(3.159) 

(3.160) 

(3.161) 

'TJ~f} + cot e'TJ~ = 0, 'TJ~o + sin 1/J cos 1/J sin2 X'TJ! + sin X cos X'TJ~ + 2 cot e'TJ~ = 0, (3.163) 

4. 4. 0 4. e 4 0 'TJ sx + cot X'TJ s = , 'TJ sa + cot 'TJ s = , (3.164) 

(3.165) 

(3.166) 

4 (: t 0/' 1 2 e 3 2 2 0 'TJ x¢ - <,sx + co 'f/'TJ x + cot X'TJ x + cot 'TJx - esc X'TJ = , (3.167) 

(3.168) 

'TJ~¢ - 2e s¢ + sin 1/J cos 1/J sin 2 X sin 2 e'TJ~ + sin X cos X sin 2 e'TJ! 
(3.169) 

+ sin e cos e'TJ§ + 2 cot 1/J'TJ~ + 2 cot X'TJ~ + 2 cot e'TJ~ = O. 

Eqs.(3.126) give e = al (8) . Eqs.(3.127) yield 

'TJ1 = (91 (X, e, ¢) 8 + 92 (X, e, ¢)) 1/J + 93 (X, e, ¢) 8 + 94 (X, e, ¢) . (3 .170) 



From eqs.(3.141) we get 

'rf2 = - 96 (X, e, ¢ ) cot 'Ij; + 97 (X, e, ¢) . 

Eqs.(3.128) yield 

Eqs.(3.130,3.142) give 
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(3.171) 

(3.172) 

(3.173) 

r/ - -f4(e,¢)sinx+fs(e,¢)cosX, (3.174) 

'rf2 - -(j4(e,¢)cosx+fssinx)cot'lj;+9dx,e,¢), (3.175) 

and from eqs.(3.131, 3.143) we have 

97 (X ,e,¢) = f7 (e,¢), (3.176) 

therefore, 

'rf 2 = - (f 4 (e, ¢) cos X + fs sin X) cot 'Ij; + h (e, ¢) , (3.177) 

is obtained. Eq.(3.150) gives 

7]3 = - 9s (X , e, ¢) cot'lj; + 99 (X, e, ¢) . (3.178) 

Now eq.(3.155) yields 

99 (X, e, ¢) = - f9 (e, ¢) cot X + flO (e, ¢) , (3.179) 

hence 

'rf3 = - fs (e , ¢) cot 'Ij; csc X - f9 (e, ¢) cot X + flO (e, ¢) (3.180) 
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and from eq.(3.132) 

'r/1 -14(e,¢)sinx+kd¢)cosx, (3.181) 

'r/2 - - (14 (e, ¢) cos X + k1 (¢) sin X) cot'lj; + h (e, ¢) . (3.182) 

Eq.(3.147) then gives 

14 (e, ¢) = k2 (¢) cos e + k3 (¢) sine, is (e, ¢) = -k2 (¢) sin e + k3 (¢) cos e, 

19 (e, ¢) = k5 (¢) sine - k6 (¢) cose + k7 (¢), 110 (e, ¢) = k4 (¢), 

'r/1 - -(k2(¢)cose+k3(¢)sine)sinx+kd¢)cosx, (3.183) 

'r/2 - - [(k2(¢)cos8+k3(¢)sin8)cosx+k1(¢)sinxJcot'lj; 

+ (k5 (¢) cos 8 + k6 (¢) sin 8) , (3.184) 

'r/3 - - ( - k2 (¢) sin 8 + kd ¢) cos e) cot 'lj; csc X - (k5 (¢) sin e 

-k6 (¢) cos e + k7 (¢)) cot X + k4 (¢) , (3.185) 

and from eq.(3.133) we have 

Eq. (3.161) gives 

'r/3 = -(-k2(¢)sine+k3(¢)cos8)cot'lj;cscx

(k5 (¢) sin 8 - k6 (¢) cos e) cot X + k4 (¢) . 

'r/4 
= -910 (X, e, ¢ ) cot 'lj; + 911 (X, e, ¢) , 

and so eq.(3.162) implies 

'r/4 
= -ks (¢) cot'lj; cscx csc 8 - 111 (8, ¢) cot X + 112 (8, ¢) . 

From eqs.(3.163) we get 

(3.186) 

(3.187) 

(3.188) 

'r/4 
= - ks (¢) cot'lj; csc X csc e - kg (¢) cot X csc e - klO (¢) cot e + kn (¢) . (3.189) 



Eq.(3.134) gives 

Therefore, 

rJl - (Cg cos B + k3 (¢) sin ()) sin X + Cs cos X, 

rJ2 - [( Cg cos B + k3 (¢) sin B) cos X + Cs sin xl cot'lj; 

+ ks (¢) cos e + k6 (¢) sin () . 

From eqs.(3.156) and (3.166) we have 

k3 = ClO cos ¢ + Cll sin ¢, ks = -ClO sin ¢ + Cll cos ¢. 

Eqs.(3 .157) and (3 .167) yield 

ks = CS, k6 = C6 cos ¢ + C7 sin ¢, kg = C6 sin ¢ - C7 cos ¢ . 

Eqs.(3.159) and (3.168) give 

and eq.(3.160) gives 

Hence 

- [Cg cos e + (ClO cos ¢ + Cll sin ¢ ) sin el sin X + Cs cos X, 

rJ2 - - [( Cg cos e + (ClO cos ¢ + Cll sin ¢) sin e) cos X + Cs sin xl cot'lj; 

+C5 cos () + (C6 cos ¢ + C7 sin ¢) sin (), 

rJ3 - ( -Cg sin () + (ClO cos ¢ + Cll sin ¢) cos e) cot 'lj; csc X 
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(3.190) 

(3.191) 

(3.192) 

(3.193) 

(3.194) 

(3.195) 

(3 .196) 

(3.197) 

(3.198) 
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(3.199) 

7)4 - ( -ClO sin cP + Cll cos cP) cot 'ljJ csc X csc e - (C6 sin cP - C7 cos cP) cot X csc e 

The extra symmetries of eq.(3.1l0) are 

Xs = cos X a~ - cot'ljJ sin X :x ' 

Xg = - cos e sin X a~ - cot 'ljJ cos e cos X :x + cot 'ljJ csc X sin e :() , 

X 10 = - cos cP sin e sin X a~ - cot 'ljJ cos cP sin e cos X :x 

- cot 'ljJ csc X cos cP cos e g() + cot 'ljJ csc e csc X sin cP :</> ' 

Xu = -sincPsinesinXa~ - cot'ljJsincPsinecosx:x 

- cot ~jJ csc X sin cP cos e g() - csc e cot 'ljJ esc X cos cP :</> . 

(3.200) 

(3.201) 

These symmetries form the Lie algebra so (5) EB d2 . Similarly, the Lie algebra of 

the symmetries of the geodesic equations for a plane is sl (6) (35 symmetries) and 

that for a hyperboloid is so (4, 1) EB d2 (12 symmetries). 

Notice that when we go from maximally symmetric spaces of zero curvature to 

maximally symmetric spaces of constant (positive or negative) curvature we lose 

n (n - 5) /2 symmetries of the geodesic equations. In case of positive or negative 

curvature (unlike the case of zero curvature) the symmetries of the parameter sand 

the symmetries of the other coordinates appear separately, i.e. there is no symmetry 

in which the affine parameter s appears with any other coordinates. 
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3.6 Symmetries of the Reduced System of the Geo-

desic Equations of Maximally Symmetric Higher 

Dimensional Spaces 

Up t ill now we were introducing an extra dimension and were determining the higher 

dimensional system of equations. In this section we reduce the system of equa-

tions by solving one of them and inserting the solution into the remaining set of 

equations. In this case the number of symmetries is not the same as those of the 

original set . This is most easily seen by considering the vector equation y" = 0 in 

n-dimensions, which has the Lie algebra sl (n + 2) . Now, when we reduce the system 

to (n - 1) -dimensions, we get the symmetry algebra sl (n + 1) . Generally, we would 

expect that the further reduced set will have even lower symmetry. However, this 

process of reduction may not have followed a canonical procedure from n to (n - 1) 

to (n - 2). In that case the system of (n - 2) equations may have more symme-

tries than the syst em of (n - 1) equations. For example the geodesic equations of 

the sphere can be reduced to a single equation by solving eq. (3 .12) and substituting 

¢ = h csc2 () (h is an arbitrary constant) into E1 . Simplification gives 

d2 cot () 
---;:-2 - + cot () = o. 

d¢ 
(3.202) 

Taking y = cot () and ¢ = s the above equation is same as eq.( 4.21) so eq. (3 .202) ad-

mits an 8-parameter Lie algebra. Similarly, the geodesic equations of the hyperboloid 

can be transformed to 

d2 cot () 
d¢2 - cot() = o. (3.203) 
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The symmetries of eq. (3.203) also correspond to an 8-parameter Lie algebra. 

Our canonical procedure is to reduce the system geometrically, by considering the 

equatorial plane. For example, for the hypersphere, taking 'l/J = ~, the metric given by 

eq.(3.111) and the geodesic equations (3.112) reduce to the metric eq.(3.63) and the 

geodesic equations (3.65) respectively. Similarly, by taking X = ~ in eqs.(3.63, 3.65), 

the system of three geodesic equations (3.65) can be reduced into the system of 

two geodesic equations (3.12). Using this procedure one readily finds the number 

of symmetries of the reduced system of equations, starting from a space of maximal 

symmetry. 

A very important relation between the isometries (symmetries of manifolds) and 

the symmetries of the geodesic equations of the maximally symmetric spaces is ob

tained from the two results, obtained by introducing a new dimension and by reducing 

the system, using the canonical procedure. This relation can be written in the form 

of the following: 

Theorem 7 For the spaces with isometry algebra so (n + I), so (n) EBsIRn and so (n , I), 

the Lie algebra for symmetries of the geodesic equations are so (n + 1) EB d2 , sl (n + 2) 

and so (n, 1) EB d2 respectively (where EBs represents semidirect sum). 

Proof The Lie algebra of the symmetries of the system of geodesic equations 

of a 2-dimensional sphere, having the isometry algebra so (3) , is so (3) EB d2 . For 

a hypersphere of isometry algebra so (4) ) the symmetries of the geodesic equations 

form so (4) EB d2 and the symmetries of the geodesic equations of the 4-dimensional 

hypersphere so (5) form the algebra so (5) EB d2 . Now the canonical reduction of 
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the system of differential equations for n-dimensional space gives the system for 

(n - 1) -dimensional space. (The canonical reduction of the system for 4- dimensional 

space gives the system for 3-dimensional space and the reduction for 3-dimensional 

space gives the system for 2-dimensional space.) Working in reverse, if the algebra 

for an n~dimensional space is so (n) E9 d2 that for an (n + 1) -dimensional space 

gets n more generators of rotation between the new dimension and the previous di

mensions. Hence the algebra is so (n + 1) E9 d2 . Similarly, for the space of negative 

curvature it is so (n , 1) E9 d2 . In the case of the n-dimensional hyperplane, the Lie 

algebra of symmetries of geodesic equations is sl (n + 2) [32]. 



Chapter 4 

Approximate Symmetries 

Sometimes differential equations appearing in mathematical modeling are written 

with terms involving a small parameter called the perturbed term. Generally, the per

tmbed term in a differential equation corresponds to some small error or correction, 

but the presence of such terms changes the Lie point symmetries significantly. For 

example, y'l! + 2cyy,5 + 6y = 0, yl! + cy'" = 0 and y'" + 6y = 0, y" = 0 will have quite 

different symmetries. In the previous chapter we have seen that the pertmbation 

in the manifold destroys the exact symmetries of the manifold. (A sphere has three 

symmetries whereas a pertmbed sphere i.e. a spheroid has only one symmetry.) Due 

to the instability of the Lie point symmetries with respect to pertmbation of coeffi

cients of differential equations, one finds the pert1lrbed (approximate) symmetries for 

such equations. The method of finding the symmetries of exact differential equation 

has been discussed in Chapter 1. In this chapter, after discussing the method of 

determining the symmetries of approximate differential equations om work about the 

conservation laws and Lagrangian of a particular subclass of a class of approximate 
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differential equations, 

y" + 2ey' + y = f (y , y') , (4.1) 

is presented [34]. 

Generally, in order to obtain solutions of perturbed differential equations they are 

first linearized with respect to the parameter and are written as 

E = Eo + eEl ~ 0, (4.2) 

where Eo and El are the exact and the approximate parts of the approximate dif

ferential equation E. The Lagrangian corresponding to an approximate differen

tial equation may also have its exact and approximate parts i.e. L(x,y,y', c) = 

Lo(x,y,y') + cLl (x,y,y') . Denman discusses the approximate invariants for some 

classes of eq.(4.1) in references [35,36], e.g., 

y" + 2cy' + y = 0, (4.3) 

and the damped Duffing equation with f = _,y3. The ideas are then extended to 

time-dependent invariants [37]. A detailed account of the application of the equations 

are presented in reference [35]. The Lagrangians constructed in these references are 

exact, i. e. they considered e as any constant, e.g. the equation y" + 2ey' + y = 0 has 

Lagrangian 1/2e2t (y'2 _ y2). 

In the sequel, we deal with the equations in the above references using the group 

theoretic approach. First, the equations are regarded as perturbed equations with 

some small parameter c. To this end, we utilize the theory developed to determine 
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the first-order approximate Lie symmetries of the equations [38, 39]. Then, the first 

integrals associated with these symmetries are determined [40]. Finally, Lagrangians 

(first-order in E) are constructed using an extended form of results developed for un-

perturbed equations [41, 42], i.e. from the symmetries and associated first integrals. 

Thus, the approximate symmetries are Noether symmetries and the associated first 

(approximate) integrals are Noether invariants corresponding to the constructed La-

grangians. It should be borne in mind that we maintain the order of the perturbation 

for the symmetries, first integrals and the Lagrangian - it being first order in this 

case. 

4.1 Algorithm for Calculating Infinitesimal Approx-

imate Symmetries 

In this section the method of determining the approximate symmetries and La-

grangian corresponding to eq. (4.2) is given. For this purpose, some pertinent results 

are reviewed. The presentation here is for ordinary differential equations. However, 

most of the theory has been generalized to partial differential equations. For eq. (4.2) 

the infinitesimal generator is 

(4.4) 

where 

(4.5) 

Now the invariance criterion is 
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Theorem 8 Eq.(4.2) is approximately invariant under the approximate group of trans-

formations with the generator eq.(4.4) if and only if XE I E~O~ O(e), equivalently 

(4.6) 

Proof Substitute eqs.(4.2, 4.4) into the determining equations of theorem 2 and 

single out the principal part. 

Eq.( 4.6) gives the determining equation. X is called an infinitesimal approximate 

symmetry, or approximate operator admitted by eq.(4 .5) [8J. 

If Xo is a generator of Lie (point) symmetry of a differential equation 

Eo = 0, (4.7) 

then an approximate symmetry, eq.(4.4), of the perturbed differential eq.(4.2) is ob-

tained by solving for Xl in 

(4.8) 

where 

(4.9) 

Here EI is the perturbation and H is referred to as an auxiliary function. The one-

parameter approximate group of transformations 

* * + * * *+ * x = Xo eXI , Y = Yo eYI, (4.10) 

is obtained from Lie's equations [39]. 
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Fmthermore, a first integral T = To + ETI (i.e. DT = 0 along the solutions of 

eq. (4.2)) associated with X satisfies [40] 

XoTo 0, (4.11) 

( 4.12) 

For the Lagrangian formulation, more specifically for the inverse problem, we 

appeal to Noether's theorem. However, we first need to extend theorem 3 given in 

the first chapter for the perturbed Lagrangian. This extension is presented here in 

the following form: 

Theorem 9 If L(x , y, y', E) = Lo(X, y, y') + ELI (x, y, y') 'is a fi:rst-order Lagrangian 

corresponding to a second-order ordinary differential eq. (4.2) and the functional J Ldx 
v 

is invariant under the one-parameter gTO'Llp of transformations with approximate Lie 

symmetry generator X = Xo + EX I , upto gauge E = Eo + EEl, where 

then 

XoLo + LoD~o DEo, ( 4.13) 

(4.14) 

where D is the total differential operator with respect to x J i. e. 

D 
8 ,8 ,,8 

=-+y-+y -+ .... 
8x 8y 8y' 
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Proof Suppose that the transformed variables are x* = x + a~ and y* = y + a'rJ 

(so that y*' = y' + a(l where (1 = D'rJ - y'DO. Then 

J L(x*, ... ,c)dx* = J Lo(x, ... )dx* + c J L 1 (x, .. . )dx*. (4.15) 

V v v 

Differentiating both sides and expanding the left hand side using a Taylor expansion 

upto order a, we obtain 

(4.16) 

Separations by powers of c yield eqs.(4.13, 4.14) . 

The Noether theorem (theorem 4 of the first chapter) reads as follows: 

Theorem 10 Corresponding to each symmetry X = ~B/Bx + 'rJB/By that satisfies 

the conditions of previous theorem, there exists a first integral T (or conservation law 

DT = 0 along the solutions of the different'ial equation) given by 

T = B - L~ _ ('rJ _ y'~) B L . 
By' 

( 4.17) 

With T = To + cT1 , if we separate by powers of c upto order c, we get 

( 4.18) 

(4.19) 

4.2 Applications 

We consider the damped harmonic oscillator equation 

y" + y + 2cy' = 0, ( 4.20) 
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which has been analyzed in references [35, 36, 37J. A Lagrangian formulation of the 

equation and comments on integration by quadratures are given in reference [44J. 

Herein, however, c = -a/2 for some constant a and the equation is not considered as 

a perturbation of y" + y = o. 

It is well known that t he lillperturbed equation 

y" + y = 0, ( 4.21) 

admits the 8-dimensional Lie algebra of point symmetry generators given by 

X 4 _ a 
o - cosx ay ' X 5 . 2 a 2 a o = SIn x ax + y cos x ay , 

(4.22) 

X3 = cos 2x! - y sin 2x ty , Xl = y cos x! - y2 sin x ty , 

X 8 = y sin x..Q. + y2 cos x..Q.. o ax ay 

We choose the symmetry Xo = sinx8/8y to construct Xl in eq.(4.8). First, 

1 (" ') I H = -Xo Y + y + 2cy y"+y+2c:y'=O = 2 cos x, 
c 

(4.23) 

and eq. (4.8) becomes 

( 4.24) 

along the solutions of eq. (4.20). Using the standard procedure of separation by powers 

of V', we get 

( 4.25) 

rtl xx + rt1 + Y (rt1y - 2~l X ) + 2 cos x = 0, 
(4.26) 
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Now the eqs.(4.25) give 

~l = a(x)y + b(x), 

and 

'rll = a'y2 + e(x)y + d(x), 

respectively. From eqs.(4.26) we have 

a" + a = 0 =} a = A cos x + B sin x, 

b' = 2e, 
( 4.27) 

e" + 4e = 0 => c = P cos 2x - Q sin 2x, 

d" + d + 2 cos x = 0 =} d = R cos x + S sin x - x sin x. 

Putting A = 1 and the other constants equal to zero yields a generator from the list 

in eq.(4.22), i.e. the approximate symmetry X is a multiple of some symmetry of 

y" + y = O. So too with the other constants B, P, Q, R and S. The only 'new' 

symmetry comes from d = -x sin x, i.e. we have a non-trivial approximate symmetry 

of eq. (4.3) given by 

X = sinx%y - cxsinx%y. (4.28) 

vVe construct the approximate invariant T = To + £T1 using eqs.(4.11, 4.12) and 

DT = 0 along the solutions of eq.(4.2). First, XoTo = 0 implies that 

(sinx%y + coSXO/oy') To = 0, (4.29) 

which yields the characteristic equation 

dx dy 

o sinx 
dy' dTo 

cosx 0 
(4.30) 



Next, from above equation 

dx 

o 
dy 
. , 

8m x 

we obtain the invariant u = x and from 

dy dy' I 
- .- = -- => dy = tanxdy, 
Slnx C08X 

the invariant is 

v = y'tanx - y. 
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(4.31) 

Thus, To = F(u, v). The conserved form, in terms of u and v, with y" replaced by 

- v, IS 

of of 
ou + v tan u ov = 0, (4.32) 

so that 

dv dF 
du= ---

v tan u 0 
( 4.33) 

Therefore, 

du = dv 
v tan u' 

( 4.34) 

gives, F = G (v / sec u). If we choose G to be the identity function, we get 

rr , . 
.1 0 = y sm x - y cos x. ( 4.35) 

From the above equation 

DTo = sinx(y" + y), ( 4.36) 

so that, for T 1 , we need to solve eq.(4.12) simultaneously with DTl = 2y' sinx (since 

2y' is the coefficient of E and sinx must be a part of Tl). Eq.(4.12) becomes 

dx dy dy' dT1 

o sinx cosx - sin2x· 
( 4.37) 
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We take 

(4.38) 

so that 

Tl = y sin x + J (u, v) . (4.39) 

Now, using DTI = 2y' sinx, gives 

aTl ,aTl II dTl , . 
-a +Y -a +y -a =2ysm x, 

x y y' 
( 4.40) 

which can be written, in terms of u and v, as 

aJ aJ 
au + av (v - 2cy') tan u = v cosu. (4.41 ) 

As DTI is the coefficient of e in the conserved form of eq.(4.3), the 2ey' term in 

eq. (4.41) is of order e2 and, hence, is equated to zero. Thus, 

J = uvcosu + Jl(U,V), ( 4.42) 

say. We choose Jl = 0 so that 

Tl = y sin x + xy' sin x - yx cos x. ( 4.43) 

We note that 

DT = sin x (y" + y + 2cy') + eX sin x (y" + y), (4.44) 

and the last term is of order e2 and, hence, equated to zero (as y" + y is of order e). 

We use eqs. (4.18, 4.19) to construct the first order Lagrangian in e viz., L = 

Lo + cLl . First, from eq.( 4.18) we have 

, . B ( ) . aLo y sm x - y cos x = 0 x, y - sm x-a ' 
y' 

( 4.45) 
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which is a first order linear ordinary differential equation in Lo and y' yielding 

( 1 '2, I Lo = -Fo x,y) cscx -"2Y + yy cotx - y Bocscx, ( 4.46) 

where Fo is the constant of integration. If we choose the gauge term Bo = 0 and 

substitute Lo into the Euler-Lagrange equation 

1 
Fo = "2 cos x cot x, ( 4.47) 

so that 

1 2 2 1 ,2 , 
Lo ="2Y cot x -"2Y + yy cot x. (4.48) 

Eq. (4.19) now becomes 

. , . B ( ) . aLl ,. ysmx + xy smx - yx cos x = 1 x, Y - smx-- - y xsmx + xycosx, 
ay' 

( 4.49) 

form which we obtain 

Ll = -yy' - xy/2 + 2xyy' cotx + Bly' cscx + Fl(x,y), ( 4.50) 

where Fl is the constant of integration. With Bl = 0, we need to choose, from the 

Euler-Lagrange equation 

(4.51) 

so that 

Ll = _ yyl - xy/2 + 2xyy' cot x + y2 cot X - xy2, ( 4.52) 

and, hence, 

(d~ a~' - :y) (Lo + ELI) = _(y" + y + 2EY')· ( 4.53) 
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We can repeat the procedure with the other generators listed in eq.(4.22), e.g. we 

obtain approximate symmetries of eq. (4.3) given by 

COsX~ - Exsinx~ (4.54) 
oy oy' 

ycosx :x - y
2

sinx :y + d( -~XYCoSX + J 4xsinXdX) :X + 

( _~y2(COSX - xsinx) + 2y2 cos x + 2xy sinx) :yJ. (4.55) 

With each generator, we can construct (approximate) invariants and alternative La-

grangians. (Alternative Lagrangians for ordinary differential equations have been 

discussed in [43J.) 

The Lagrangian obtained above, L = La + ELl, differs from the usual Lagrangian 

( 4.56) 

the latter being an exact Lagrangian. However, as X is an approximate Noether 

symmetry and the associated first integral, T, one can use X and T to reduce the 

differential equation twice. For an elaborate discussion on the reduction of systems 

of ordinary differential equations using Noether symmetries, the reader is referred to 

[42, 44J. Briefly, as DT = 0 (up to order E), T = constt., is a reduced first order form 

of eq. (4.3) with solution 

y = csin x/(l + EX ) - c(l - EX ) sinx for T = 0, (4.57) 

and 

y = sinx/(l + EX ) exp [T J dx/ (sinx/ (l + EX ))] , (4.58) 

otherwise. 
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We consider the van der Pol oscillator equation 

y" - .::(1 - x 2 )y/ + y = 0, ( 4.59) 

which has also been analyzed numerically [36J. We choose the time translation Xo = 

fJ/fJx of the unperturbed eq.(4.21). The auxiliary function 

H = ~Xo(y" - £(1 - x 2)y/ + y), 
£ 

( 4.60) 

along with eq.(4.59) gives H = 2xy'. Substituting this value of H in eq.(4.8), we have 

( 4.61) 

This yields, amongst other generators being symmetries of the unperturbed equation, 

so that 

( 4.62) 

The symmetry condition XoTo = 0 where DTo = 0 along the solutions of eq.(4.21) . 

becomes 

,fJTo BTo 
y--y-=O 

fJy By' ' 
( 4.63) 

and gives the usual first integral 

(4.64) 

Note that 

DTo = y/(y" + y). (4.65) 
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The Lagrangian, L o, corresponding to the unperturbed equation is as calculated 

above. We obtain the 'usual ' Lagrangian 

1 2 1 '2 Lo = --y + -y . 
2 2 

We now solve for T1 in eq. (4.12) simultaneously with DT1 

becomes 

so that 

Thus, 

oT1 1 3 1 2' of - -x y+ -x y +-
oy 3 2 oy' 
oT1 1 2 1 3 , ,oF 
oy' 

-x y + -x y + 2xy + a' 
2 3 y' 

y'. First, eq.(4.12) 

(4.66) 

( 4.67) 

( 4.68) 

( 4.69) 

Hence, the condition DT1 = y', along the solutions of eq.(4.59), becomes 

,oF of 3 ,2 
y- -y- = --y 

oy oy' 2 

whose solution is given by the system 

We may then choose 

dy 

y' 
dy' 2dF 

(4.70) 

( 4.71) 

(4.72) 

so that T1 is determined from eq.(4.67) and L1 is calculated from eq.(4.19) as in the 

previous example. X and T may also be used for the double reduction of eq.(4.59). 
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4.3 Approximate Symmetries of y" + EF (x) y' + y = 

f (y') 

To find the approximate symmetries of the differential equation 

V" + E F (x) Vi + V = f (Vi) , (4.73) 

we first find the symmetries of the exact differential equation 

y" + V = f (y') . (4.74) 

As it is a second order differential equation so we apply prolonged symmetry generator 

X[2l, to eq.(4.74), to get 

'TJ ,xx - l' (y') 'TJ,x + 'TJ I yll+y=f(yl) = O. ( 4.75) 

Since 'TJ xx is a third order polynomial in y', we therefore, take , 

(4.76) 

By substituting the values of 'TJ xx' 'TJ x and l' (y') in eq.(4.75) we have , , 

This system of partial differential equations is very difficult to solve. Therefore, 

we try to find the generators of this equation by using the closure property of the Lie 
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algebra. We know that one symmetry of this equation is Xo = a/ax. Suppose that 

the other symmetry of eq. ( 4.74) is 

then 

where cland C2 are constants, called the stmcture constants. Hence, 

N ow we have four cases 

(i) CO=O=CI, (ii) CO= O=!-CI , (iii) CO=!-O=CI, (iv) CO=!-O=!-CI' 

For all the four cases the above system of partial differential equations does not give 

any new symmetry, so we have only one symmetry Xl = a/ax, for the eq.(4.74), 

therefore, this case is not interesting. 



Chapter 5 

Conclusion 

In this thesis some aspects of symmetries of differential equations have been dis-

cussed. In particular, we have used a symmetry method for solving differential equa-

tions arising from the Einstein-Maxwell equations. Some examples of the non-static, 

spherically symmetric, shear-free, perfect fluid solutions (obtained by Wafo Soh and 

Mahomed [11]) of Einstein's field equations are constructed. The thesis also presents 

a relation between the isometries (symmetries of a manifold) and the symmetries of 

the geodesic equations of the manifold. An algebraic proof that the Lie algebra of 

/I 

generators of the system of n differential equations , (ya) = 0, is isomorphic to the Lie 

algebra of the sp'eciallinear group of order (n + 2), over the real numbers, sl (n + 2) 

is obtained. A method is developed to find the first integrals and Lagrangians for au-

tonomous weakly non-linear systems and a detailed example to illustrate the method 

is given. In this chapter we discuss the results and mention further work that needs 

to be done. 
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5.1 Uniqueness of the McVittie Solution 

Some exact solutions, e.g. Schwarzschild, Reissner-Nordstrom and Kerr solutions 

have significance in connection with black holes; the Friedman solution has its impor

tance in cosmology and the plane wave solution is used for resolving the controversies 

about the existence of gravitational radiation. Therefore, finding exact solutions of 

the Einstein field equations is one of the major tasks of the theory of General Relativ

ity. Complete classification of plane symmetric metrics according to their isometries 

was obtained [16]. We investigated whether those solutions admit sourceless electro

magnetic fields or not. 

In order to find plane symmetric spacetimes admitting electromagnetic fields, we 

consider all metrics appearing in the classification of plane symmetric spacetimes 

according to their isometries. It is found that none of the metrics admitting 3, 5, 6, 7 or 

10 isometries have electromagnetic fields. There are two metrics in the 4-isometry case 

which admit sourceless electromagnetic fields. These two are the Mc Vittie solution 

given by the metric eq.(2.51) and its non-static analogue given by the metric eq.(2.52). 

It is shown that no other metric admits electromagnetic fields. Hence, we have proved 

the uniqueness of the Mc Vittie solution, i.e. this is the only plane symmetric solution 

of the Einstein field equations that admits electromagnetic fields. This method for 

proving uniqueness, or finding solutions of Einstein's equations, could be extended to 

other symmetries. 
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5.2 Physics of Some New Solutions of the Einstein 

Field Equations 

In this section, a discussion on some physically acceptable solutions, obtained by Wafo 

Soh and Mahomed [11], of the Einst ein field equations is presented. These solutions 

were obtained using Noether symmetry, as Lie point symmetries do not provide a 

complete classification of eq.(2.53). They found two one-parameter families of solu

tions in their explicit form. In this thesis, using their results, we have constructed 

two classes of physical exact solutions of the Einstein field equations for non-static, 

spherically symmetric, shear-free, perfect fluids which could be matched to a Schwarz

schild exterior geometry. The Bianchi identities are automat ically satisfied for such 

solutions and there are infinitely many solutions. They have a curvature singularity 

at a value of r which depends on t, viz. when u + C(t) = 0 or at u = 0 for the first 

case. The latter case could be avoided by taking positive values of a parameter, k, 

appearing in the solution. This violates our choice of k = O. However, that choice was 

only made for convenience to obtain a relatively simple expression for C(t) and R(t) . 

We could take any, sufficiently small value of k to make the curvature non-singular 

at r = 0, while not significantly changing the value of C(t) and R(t). 

In the second case the singularity is at uC(t) = 'Y(t) = 1. Earlier works had ignored 

the matching conditions, required to give physical meaning to a non-homogeneous, 

spherically symmetric metric. One can construct infinitely many solutions, but the 

number of solutions is restricted by the requirement that the solutions be physically 

reasonable. We looked at two such cases here. The singularity at u + C(t) = 0 in the 



102 

first case, lies outside the sphere. For the second case we must maintain ',/( t) > 1 to 

avoid the singularity. 

5.3 Isometries of the Maximally Symmetric Spaces 

and Symmetries of their Geodesic Equations 

In order to find the connection between symmetries of the geodesic equations and 

the isometries of the underlying maximally symmetric spaces, we worked out the Lie 

algebra of the symmetries (Table 1) of the geodesic equations. This Lie algebra is 

then compared with the Lie algebra of the isometries of the underlying spaces. It is 

found that for the spaces with isometry algebra so (n + I) , so (n) EBs JRn and so (n , I) , 

the Lie algebra for symmetries ofthe geodesic equations are so (n + 1) EBd2 , sl (n + 2) 

and so (n, 1) EB d2 respectively. 

For n-dimensional positive or negative curvature, the system of n geodesic equa

tions has 2 + n( n + 1) /2 symmetries and for zero curvature, the syst em of n equations 

has (n + 1) (n - 1) symmetries. The symmetries of the reduced system of the geodesic 

equations of maximally symmetric higher dimensional spaces are also determined. For 

the reduced system of (n - 1) equations the symmetries are the same as the symme

tries of the full system of (n - 1) geodesic equations for the (n - 1) - dimensional 

space of maximum curvature. The procedure carries through to the single geodesic 

equation for a surface of constant curvature. Notice that the system reduced to a 

single equation always has 8 generators but they are different for the three cases. The 
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algebras are also different. For the positive and negative curvatures they are simply 

related but for the fiat case they are not. 

k + 0 -

2-dimensional Full Set 2 Equations 5 15 5 

Reduced Set 1 Equation 8 8 8 

F\lll Set 3 Equations 8 24 8 

3 - dimensional Reduced Set 2 Equations 5 15 5 

1 Equation 8 8 8 

Full Set 4 Equations 12 35 12 

4-dimensional 3 Equations 8 24 8 

Reduced Set 2 Equations 5 15 5 

1 Equation 8 8 8 

Full Set 5 Equations 17 48 17 

4 Equations 12 35 12 

5-dimensional Reduced Set 3 Equations 8 24 8 

2 Equations 5 15 5 

1 Equation 8 8 8 

Table 1: The number of symmetries of the geodesic equations for max

imally symmetric 2, 3, 4 and 5-dimensional spaces of positive, zero and 

negative curvatures are given. The symmetries of the full and the reduced 

sets of equations are given in each case. 
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5.3.1 Isometries of Some Less Symmetric Spaces and Sym-

metries of their Geodesic Equations 

To extend our work to less symmetric spaces, we determined the symmetries of the 

geodesic equations of the spheroid and the ellipsoid. These symmetries form Lie 

algebras so (n) EB d2 and d2 respectively. 

As for the sphere, if we introduce extra dimensions to the spheroid then for an 

n-dimensional hyperspheroid, having the isometry algebra so (n), it is expected that 

the algebra of the symmetries of the system of n geodesic equations is so (n) EB d2 · 

Now to reduce the system of n geodesic equations to a system of (n - 1) equations, 

(n - 1) equations to (n - 2) equations and so on down to a single equation, there 

must be some canonical procedure for the reduction. We follow essentially the same 

canonical procedure for the reduction of the geodesic equations of an n-dimensional 

hyperspheroid as for the sphere. Now we cut it in such a way that its cross section 

is an (n - 1) - dimensional hyperspheroid, i.e. we cut orthogonal to the direction 

of asymmetry, using coordinates so that it corresponds to the equatorial hyperplane. 

The isometries of this hyperspheroid form the algebra so (n - 1) and the symmetries 

of the (n - 1) geodesic equations an so (n - 1) EB d2 . 

Following the same canonical procedure, this system of (n - 1) equations can 

be further reduced to a system of (n - 2) geodesic equations with symmetry alge

bra so (n - 2) EB d2 of an (n - 2)- dimensional hyperspheroid with isometry algebra 

so (n - 2)and so on. Similarly, one can obtain the algebra of the geodesic equations 

of a hyperellipsoid and a less symmetric hyper-hyperboloid of one sheet. 
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For surfaces like a cylinder whose cross-sections have different characters (e.g. 

surfaces of zero and positive curvatures) t he algebra of symmetries of the geodesic 

equations should be the direct sum of the algebras of symmetries of two different 

surfaces. However, it must be admitted that is not clear that such a naive procedure 

would work in general. As such we state the following conjecture. 

Conjecture 2: For a space of non-zero curvature with isometry algebra h the 

symmetry algebra of the geodesic equations is h EB d2 provided that there is no cross 

section of zero curvature. If there is an m-dimensional cross-section of zero curvature, 

IvI, and the symmetry of the orthogonal subspace, IvI1-, is hI, the symmetry algebra 

of the geodesic equations will be hI EB sl (m + 2) . 

5.3.2 Canonical R eduction of System of Ordinary Differen

tial Equations 

It is noted that the reduction of a system of equations by inserting the solution of 

one equation into others may not be canonical. However, the reduction obtained by 

geometrical considerations provides a canonical procedure for finding the number of 

symmetries, at least from maximal symmetry down. It would be useful to find similar 

methods in more general cases. 
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5.3.3 The Connection Between Isometries and Symmetries 

of Higher Order Ordinary Differential Equations 

In this paper we have dealt only with geodesic equations, which are systems of second 

order ordinary differential equations. These equations are essentially homogeneous, 

linear in highest order term and quadratically non-linear in first order term. The 

results of this paper can be used to find a similar connection for those higher order 

systems of ordinary differential equations which it is possible to transform into larger 

systems of second order ordinary differential equations having the above mentioned 

properties. It would be interesting to determine what classes of ordinary differential 

equations can be expressed as geodesic equations and hence related to some manifold 

by the method outlined above. Again, it would be worth exploring whether a corre

sponding procedure could be developed for systems of partial differential equations. 

5.4 Some Discussion on Approximate Symmetries 

An algorithmic method that develops the calculation of symmetry generators and first 

integrals to Lagrangians was presented in Chapter 4 of this thesis. To illustrate the 

method some examples were also given. The Lagrangian of the perturbed equation 

then has approximate Noether symmetries with corresponding approximate Noether 

invariants (or conservation laws). The procedure allows one to maintain the order of 

the perturbation parameter as stipulated by the given differential equation, i.e. for 

all the constructed functions like the Lagrangian. 
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Some examples may not successfully lend themselves to the symmetry based 

method of det ermining the approximat e invariants and Lagrangians. For example, 

t he unperturbed equation 

y" + y _ , y3 = 0, (5.1) 

only admits the point symmetry generator a/ax, so that for the related perturbed 

equation 

y" + y - ,y3 _ 2cy' = 0, (5.2) 

H = O. The approximate symmetries are then multiples of the symmetries of the exact 

equation. Thus, the procedure presented here becomes redtmdant. Furthermore, the 

perturbed equation (related to the same exact equation given by eq.(5.1)) 

(5.3) 

for which H = 2xy' (i. e. having non-zero H) , gives inconsist encies in t he calculations 

for perturbed symmetries. Similar results can be obtain if y3 is replaced by y'2 in 

equations (5. 2) and (5.3) . 

Nevertheless, as the underlying theory is proved for Lie-Backlund symmetries, 

so one can use the algorithmic procedure for symmetries which are not necessarily 

generators of point transformations. However, 'non-local' symmetries, as discussed in 

reference [1] require more work. 

The methods developed in this thesis to find Lagrangians and the first integrals 

have been proved [34] only for ordinary differential equations, one can further extend 

this work to develop techniques for determining the Lagrangians and the first integrals 

for partial differential equations. 
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Abstract 

Some recent results on the Lie symmetry generators of equations with a small parameter and the relationship between 
symmetries and co nservation laws for such equa tions are used to construct first integrals and Lagrangians for 
au tonomous weakly non· linear systems, y" + EF(t)y' + y = J(y, y'). An adaptation of a theorem that provides the point 
sy mmetry generators that leave the invariant functional involving a Lagrangian for such equations is presented. 
A detailed example to illustra te the method is given (and other exa mples are discussed). The (approximate) symmetry 
generators, invariants and Lagrangians maintain the perturbation order of the 'small parameter' stipulated in the 
equation - first order in this case. © 2001 Elsevier Science Ltd. All rights reserved. 

Keywords: Approximate symmetries; First integrals; Invariants; Lagrangians 

1. Introduction 

In [1,2J, Denman discusses the approximate in
variants for some classes of 

y" + 2ey' + y = fly,y'), (1.1) 

e.g., y" + 2ey' + y = 0 and the damped Duffing 
equation withf = - yy3. In [3J, the ideas are then 
extended to time-dependent invariants. In [1J, a de
tailed account of the application of the equations is 
presented. The Lagrangians constructed in these 
refe rences are exact, i.e., the e is construed as any 

• Corresponding autho r. Tel.: + 27·11·71 7·6242; fax: + 27· 
1/-403·2017. 

E·IJIClil adclress: kara@cam.wits .ac.za (A.H. Kara). 

constant, for e.g., the equation y" + 2ey' + y = 0 
has Lagrangian -!e2"(y'2 _ y2). 

In the sequel, we deal with the equations in the 
above references using a completely different ap
proach, viz., the group theoretic approach. Firstly, 
the equations are regarded as perturbed equations 
with some small parameter e. To this end, we utilise 
the theory developed in [4,5J to determine the 
first-order approximate Lie symmetries of the equa
tions. Then, the first integrals associated with these 
symmetries are determined (see [6J). Finally, Lag
rangians (first order in e) are constructed using an 
extended form of results developed for unperturbed 
equations (see [7,8J), i.e., from the symmetries and 
associated first integrals. Thus, the approximate 
symmetries are Noether symmetries and the 
associated first integrals (approximate) Noether 

0020-7462/02/$ . see front matter © 2001 Elsevier Science Ltd. All righls rese rved. 
PII: S0020 · 7.462(00}00 111 -6 
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invariants corresponding to the constructed Lag
rangians. It should be borne in mind that we main
tain the order of the perturbation for the 
symmetries, first integrals and the Lagrangian - it 
being first order in this case. 

We now review some pertinent results. The pre
sentation here is for ordinary differential equations. 
However, most of the theory has been generalised 
to partial differential equations in the references ' 
cited. 

In [5], it is shown that if Xo is a generator of Lie 
(point) symmetry of a differential equation 

Eo = 0, (1.2) 

then an approximate symmetry, X = X 0 + eX 1, of 
the perturbed differential equation 

Eo + eEl = 0 

is obtained by solving for X I in 

XI (Eo)IE. =0 + H = 0, 

where 

(1.3) 

(1.4) 

(1.5) 

(E 1 is the perturbation and H is referred to as an 
auxiliary function). Furthermore, a first integral 
T = To + eT I (i .e., DT = 0 along the solutions of 
(1.3)) associated with X satisfies (see [6J) 

XoTo = 0, 

XoTI = -Xl To. 

(1.6a) 

(1.6b) 

For the Lagrangian formulation, more specifically 
for the inverse problem, we appeal to Noether's 
theorem. However, we first need to state the follow
ing theorem regarding the invariance of the func
tional in the variational problem. The proof is 
straightforward and proceeds in a way similar to 
the well-known unpenurbed case. 

Theorem 1. Suppose L(t,y,y',e) = Lo(t,y,y') + 
eL I (t, y, y') is a first-order Lagrangian corresponding 
to a second-order ordinary differential equation (1.3). 
If the functional J L dt is invariant under the one
parameter group of transformations with approximate 
Lie symmetry generator X = X a + eX I, where 
Xo = TO a/at + rfoa/oy and XI =TIO/Ot+rrIO/oy 

up to gauge B = Bo + eBl , then 

XoLo + LoDTo = DBo, 

XILo + XoLI + LoDTI + LIDTo = DBl , (1.7) 

where D is the total differential operator with respect 
to t, i.e., 

Proof. We may suppose that the transformed vari
ables are f = t + aT and y = y + arr (so that 
Y' = y' + a(1 where (I = Drr - y'DT). Then 

fL(~ ... ,e)df= fLo(I" .. )dI+efLI(l, ... )dl. 

Differentiating both sides and expanding the left
hand side using a Taylor expansion up to order a, 
we obtain 

XoLo + LODTo + e[XILo + XOLI + LoDTI 

+ LIDToJ = DBo + eDB t · 

Separation by powers of e yields (1.7). 0 

(1.8) 

In this notation, Noether's theorem [9] reads as 
follows. 

Theorem 2. Corresponding to each symmetry 
X = TO/ot + rrO/oy that satisfies the conditions of 
Theorem 1, there exists afirst integral T (or conserva
tion law DT = 0 along the solutions of the differential 
equation) given by 

T = B - LT - (rr - y'T) :~. (1.9) 

Note: With T = To + eT I, if we separate by 
powers of e up to order Il, we get 

, aLo 
To = Eo - LOTO - (rro - YTo) oy" (1.IOa) 

TI =Bt -(LOT I +LITO) 

[( ,aLI ( ') OLa ] - rro-YTo)--+ rrl-YT I --. 
oy' oy' 

(1.10b) 
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2. Applicat ions 

2. 1 

We consider the DHO equation 

y" + y + 2ey' = 0, (2.1) 

which has been analysed in [1-3] (see also a Lag
rangian formulation of the equation and comments 
on integration by quadratures in [10]. Herein, 
however, e = - 1a for some constant a and the 
eq uation is not construed as a perturbation of 
y" + y = 0.). It is well known that the unperturbed 
equation y" + y = 0 admits the 8-dimensional Lie 
algebra of point symmetry generators sl(3, R) given 
by 

1 a Xo =
at' 

2 a 
Xo=%, X

l . a 
0 = smt-

oy' 

4 a 
Xo = cost

oy' X
s . 0 a 
0= sm2t-a + ycos2t-, 

t . ay 

6 a. a 
Xo = cos2t- + ysm21-

at oy' 

X 7 a 2' a 
o = y cos t- - Y 510 t-ot oy' 

X 8 • 0 2 a 
0= YSlOt-a + y cost-. 

t ay 
(2.2) 

We choose the symmetry Xo = sin ta/ay to con
struct Xl in (1.4). Firstly, 

H = !Xo(Y" + y + 2e)1 = 2cos t 
e . y" + Y + 21:)1' = 0 

and (1.4) becomes 

1/1" + y'(21] 1" - ~ 1. ) + y'2(1) 1" - 2~ 1,,) 

- y'J~l" - y"(1) 1, - 2~1, - 3y'~t,l 

+ 1] 1 + 2 cos I = 0 (2.3) 

along the solutions of y" + y = O. Using the stan
dard procedure of separation by powers of y', we 
get 

~ 1 = a(t)y + b(t), 1'/1 = a'l + c(t)y + d(t), (2.4) 

where 

a" + a = 0 (0 = A cos t + B sin t), 

b' ~ 2e, 

e" + 4e = 0 (e = P cos 2t - Q sin 21), 

d" + d + 2 cos I = 0 

(d = R cos t + S sin t - t sin t). (2.5) 

Putting A = 1 and the other constants equal to 
zero yields a generator from the list in (2.2), i.e., the 
approximate symmetry X is a multiple of some 
symmetry of y" + y = O. So too with the other 
constants B, P, Q, Rand S. The only 'new' sym
metry comes from d = - t sin t, i.e., we ha ve 
a non-trivial approximate symmetry of (2.1) given 
by X = sin ta/ay - et sin ta/ay. We now construct 
the approximate invariant T = To + eT 1 using 
(1.6) and DT = 0 along the solutions of (1.3). First
ly, Xo To = 0 yields the characteristic equation 

dt=~ dy' dTo 
o sin t = cos t = -0-' 

from which we obtain the invariants II = t and 
u = y' tan t - y. Thus, To = F(II, v). The conserved 
form, in terms of II and v and with y" replaced by 
- y, is 

aF of - + vtanu- = 0 au au' 

so that F = G(v/sec 1/). If we choose G to be the 
identity function, we get 

To = y' sin t - y cos t. (2.6) 

Here, DT 0 = sin t(y" + y) so that, for T 1, we need 
to solve (1.6b) simultaneollsly with DT 1 = 2y' sin t. 
Eq. (1.6b) becomes 

dt dy dy' dT I 

o = sin t = cos t = sin2 t' 

so that T 1 = Y sin t + J(I/, v). Now, DT 1 = 2y' sin t, 
in terms of II and v, is 

oj oj 
-a + -a (v - 2ey') tan u = v cOS!t . 

tI V 
(2.7) 

.... . , . 
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As DT I is the coefficient of e in the conserved form 
of (2.1), the 2ey' term in (2.7) is of order e2 and, 
hence, is equated to zero. Thus, J = ltV cos It + 
J 1 (u, v), say. We choose J 1 = 0 so that 
T 1 = Y sin t + ty' sin t - yt cos t. We note that 

D T = sin t(y" + y + 2ey') + et sin t(y" + y) 

and the last term is of order e2 and, hence, equated 
to zero (as y" + y is of order e). 

We now use (1.10) to construct the first order 
Lagrangian in e viz., L = Lo + eLL' Firstly, from 
(UOa) we have 

y'sint - ycost = Bo(t,y) - LoO 

( . 'O)oLo - smt - y ay" (2.8) 

which is a first-order linear ordinary differential 
equation in Lo and y' yielding 

Lo = -Fo(t,y)csct-!y,2+ yy'cott-y'Bo csct, 

(2.9) 

where F 0 is the constant of integration. If we 
choose the gauge term Bo = 0 and substitute 
Lo into the Euler-Lagrange equation, F 0 = 
tcosteott so that Lo =ty2eot 2 t-h'2+ 
yy' cotto Eq. (1.10b) now is 

y sin t + ty' sin t - yt cos t 

B ( ) 
. aLI , . 

= I t,y -smtw-ytsmt+tycost 

from whieh we obtain 

LI = - yy' - ty'2 + 2tyy'cott 

+ Bly'esct + F1(t,y), (2.10) 

where F I is the constant of integration. With 
B I = 0, we need to choose, from the Euler-Lag
range equation, F 1 = - tl + y2 cot t so that 
L 1 = . - yy' - ty,2 + 2tyy' cott + y2 cott - ty2 
and, hence, 

(:!~ - !-.-)(Lo + eLd = - (y" + y + 2e/). 
dtay' ay 

Remarks. (a) We can repeat the procedure with the 
other generators listed in (2.2), for e.g., we obtain 

approximate symmetries of (2.1) given by 

4 a . a x = cos t- - etSID t-ay oy' 

X 7 = Y cos t ~ - y2 sin t!-'-at ay 

+{( -1tycost+ f4tsintdt):t 

+ (- h2(COS t - tsin t) 

+ 2y2 cos t + 2ty sin t) :y J. (2.11) 

With each, we can construct (approximate) invari
ants and alternative Lagrangians. For a detailed 
discussion on alternative Lagrangians for ordinary 
differential equations, see [11]. 

(b) The Lagrangian obtained above, viz., 
L = Lo + eLI, differs from the 'usual' Lagrangian 
L. = te 2"(y'2 - y2); the latter being an exact Lag
rangian. However, as X is an approximate Noether 
symmetry and T the associated first integral, one 
can use the symmetry X and associated first inte
gral T to twice reduce the differential equation. For 
an elaborate discussion on the reduction of systems 
of ordinary differential equations using Noether 
symmetries, the reader is referred to [10J and [8J. 
Briefly, as DT = 0 (up to order e), T = CII CI being 
a constant, is a reduced first-order form of (2.1) 
with solution y = C2 sin t/(l + et) == C2 (1 - el) sin t 
for C 1 = 0 andy = sin t/(l + et) 
exp[cdl/(sin t(l + ee)) dt], otherwise. 

2.2 

We now consider, without providing detailed 
calculations, the van der Pol oscillator equation (of 
motion) 

y" - e(l - (2)y' + y = 0, (2.12) 

which has also been numerically analysed in [2]. 
We choose the time translation X 0 = a/at of the 
unperturbed equation y" + y = O. The auxiliary 
function H = l/eX o{Y" - e(l - t 2)y' + y) along 
(2.12) so that H = 2ty'. Eq. (1.4), viz., 

X1(y" + y)ly"+y=o + 2ty' = 0, 

, . 
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yields, amongst other generators being symmetries 
of the unperturbed . equation, X I = t ta/at -
t t2 ya/ay so that 

a 
X = at + e(tta/at - teya/ay). 

The associate symmetry condition X 0 To = 0 
where DTo = 0 along the solutions of y" + y = 0 
becomes 

:lTo _/To =0 
ay By' 

and yields the usual first integral T a = tCy2 + /2). 
Note that DTa = y'(y" + y). The Lagrangian, La, 
corresponding to the unperturbed equation is as 
calculated above. We obtain the 'usual' Lagrangian 
La = - h 2 +1/ 2

• 

We now solve for T 1 in (1.6b) simultaneously 
with DT 1 = y' . F irstly, (1.6b) becomes 

aT I 
ac=-XITa 

so that 

Tl = it 3y 2 + 1·t2yy' + it 3y'2 

+ tty'2 + F(y,y'). 

Thus, 

aT BF 
__ 1 = .it3y + lt2y' + _ 
ay 3 2 ay' 

aT aF 
__ 1 = t£2y + Wy' + 2ty' +-. 
ay' By' 

(2.13) 

Hence, the condition DT 1 = y' becomes, along the 
solutions of (2.12), 

,aF aF 3 ,2 

Y By - Yay' = -1'Y 

whose solution is given by the system 

We may then choose 

so that TI is determined from (2.13) and Ll is 
calculated from (1.10b) as in the previous example. 

The remarks made above on double reduction by 
way X and T are applicable to (2.12) also. 

Notes: (a) Some examples may prove to be prob
lematic. For example, the unperturbed equation 
y" + y - 1'i = 0 only admits the point symmetry 
generator a/at so that the auxiliary function H = 0 
for the perturbed equation y" + y - yi 
- 2ey' = O. The approximate symmetries are, then, 

multiples of the symmetries of the exact equation. 
Thus, the procedure presented above becomes re
dundant. Furthermore, the perturbed equation 
y" + y - yy3 - e(1 - t2)y' = 0, for which H = 2ty', 
presents inconsistencies in the calculations for X I> 
viz., we require constants m and n for which 
n cos t - m sin t = t/y. 

Similar comments can be made for the equati on 
in which y3 is replaced by y'2. 

(b) Nevertheless, as the underlying theory is pra
ved for Lie-Backlund symmetries, one cari use the 
above algorithmic procedure for symmetries which 
are not necessarily generators of point transforma
tions. However, 'non-local" symmetries, as dis
cussed in [1 2J, require more work. 

3. Conclusion 

The method presented here is an algorithmic one 
that develops from the calculation of symmetry 
generators and first integrals to Lagrangians. The 
Lagrangians of the perturbed equation then have 
approximate Noether symmetries with correspond
ing approximate Noether invariants (or conserva
tion laws). The procedure allows one to maintain 
the order ' of the perturbation parameter as 
stipulated by the given differential equation, i.e., for 
all the constructed functions like the Lagrangian. 

As the necessary theorems used have been gener
ally proved in 'the literature mentioned above (see 
also [13,14J), the method may be extended to any 
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nonlinear ordinary and partial differential equa
tion. 
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solutions of Einstein's equations(*) 
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Summary. - The Einstein equations for non-static, shear-free, spherically sym
metric, perfect-fluid distributions reduce to one second-order non-linear differential 
equation in the radial parameter. General solutions of this equation have been ob
tained in Class. Quantum Grav., 16 (1999) 3553 by symmetry analysis. In this 
paper, we correct some examples of the solutions in the above-mentioned earlier 
work by formulating a general requirement for physical relevance of the solutions. 

PACS 04.20. Jb - Exact solutions. 
PACS 02.30. Hq - Ordinary differential equations. 

1. - Introduction 

Spherically symmetric solutions of Einstein's equations have always been sought since 
the time that Schwarzschild provided the first exact solution [1]. He also provided an 
interior solution which is static [2] . This could be taken as a first approximation to a 
relativistic description for a star. However, it is of interest to find non-static solutions 
that can describe stars not in equilibrium. The usual procedure would be to take a 
given equation of state for a perfect fluid and solve it, using the energy generated in the 
star as an input. An alternative procedure would be to look for all possible spherically 
symmetric solutions and pick the one closest to describing the star. Correctly speaking, 
since stars have intrinsic angular momentum, we should use a Kerr metric. It is a good 

(*) The authors of this paper have agreed to not receive the proofs for correction. 
(** ) E-mai l: fmahomed@cam.wits.ac.za 
(***) E-mail: aqadirs@comsats.net.pk 

© Societa Ita liana di Fisica 895 



896 T. FEROZE, F. M. MAHOMED and A. QADIR 

approximation, however, to take the Schwarzschild metric. Again, a star would possess 
some shear (due to its rotation) but as a simplifying assumption, one takes the fluid to 
be shear free. Kustaanheimo and Qvist [3] found that the Einstein equations reduce to 

(1) 

for a perfect fluid with no shear, where x = r2, y = e-w (r,t)/2 in the Schwarzschild metric 
in isotropic coordinates 

(2) 

The function 1/ is given by el.l/2 = c (t) /Wt, where c (t) is an arbitrary function of t and 
the Einstein field equations in parametric form are 

Specific solutions of this equation were found by the authors [3] and subsequently 
others have further analysed it [4-6]. Some exact solutions of (1) are also tabulated 
in the book of exact solutions of Einstein's field equations [7]. Stephani [8] has used 
symmetry methods and obtained some solutions but, as he notes there, it is difficult to 
extract physical information from these solutions as the relevant quantities are only given 
implicitly. 

A general procedure to find all solutions obtainable by symmetry analysis was pro
vided by Wafo Soh and Mahomed [9]. They gave three cases which include solutions that 
gave the metric coefficients explicitly (directly or parametrically) or implicitly in terms 
of integrals. 

Explicit solutions of Case I have been discussed before and a tabulation of the in
teresting physical case is given in [7] . In general the solutions of Cases II and III are 
given implicitly in terms of integrals and are consequently difficult to interpret physically. 
There are two explicit one-parameter families of solutions to which they reduce 

(3) (3) - 1/7 ( 2) -3/7 
Y = j31/7 "2 -7 (x + k)3/7 X 

[ (3) -3/14 ( 2) -1/7 ] -2 
X (x + k)1/7 j3-2/7 "2 -7 + C(t) 

( )

2/7 ( ) -1/7 
_j35/7 ~ _~ (x+k)1/7, 

(4) 
( )

5/7 ( ) 15/7 
f(x) = j3-5/7 ~ -~ (x + k)-15/7, 
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and 

(where a, {3, and k are arbitrary constants and G(t) is an arbitrary function of time) and 
also two parametrically expressed one-parameter families of solutions defined by hand 
was 

( 
- 1 5 15 ) 

2(p - q)(T - p)2 + 4(p - q)2(T - p) + 4(p _ q)3 

(7) 

(~)3/2 15(!)3/2 ,;;r=:q 
X ,;;r=:q + 8(p _ q)1 /2 arctanh Jp _ q' p > q, 

( 
-1 5 15 ) 

2(p - q)(T - p)2 + 4(p - q)2(T - p) + 4(p _ q)3 
(~)3/2 15(~)3/2 ,;;r=:q 

X 2 _ 2 arctan p < q, ,;;r=:q 8(p _ q)1/2 Jq-p' 

and 

(8) 
[

(T - q)l /2 + G(t)Jp _ q] 2 

q + (p - q) ..;p=:q + G(t)(T - q)l /2 ' 

[ 
(T - q)1 /2 _ G(t)Jq _ p] 2 

q + (q - p) yq=p + G(t)(T - q)l/2 ' 

p> q, 

p < q, 

where p and q are constants and G(t) is a function of time. The parametric solutions are 
then given by the formulas in Cases II and III. 

The examples of the new physical solutions obtained by Wafo Soh and Mahomed [9] 
were erroneous. It is worthwhile to construct valid physical examples for these solutions. 
We consider only the two explicit solutions to try and construct physically meaningful 
examples. For this purpose we need to first formulate the criteria for being "physically 
meaningful. " 

2 . - The physical criteria 

The most important physical criterion is that the density be non-negative everywhere. 
The next criterion must be that both the density and pressure remain finite everywhere. If 
they become infinite somewhere, that place should correspond to a curvature singularity 
and would automatically limit the part of the manifold that can be considered. In other 
words, the singular point(s) and all others connected by a path that passes through them 
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must be cut out from the manifold. Additionally, one would ask that the strong-energy 
condition holds. 

There could be more subtle considerations. The spherically symmetric space-time 
could be used to represent spheres of perfect fluids of finite size. Such spheres should 
have zero surface pressure and match with a Schwarzschild exterior. If these conditions 
cannot be met, the metric would have to go on to describe the whole universe. However, 
such a description violates the cosmological principle unless the density and pressure are 
constant everywhere (though they could vary with time). As such, we will require that 
the metric should admit a zero pressure somewhere and contain a positive density inside 
that boundary, while also satisfying the strong-energy condition. 

3. - T h e firs t -case example 

Let u = (x + k)1/7 in eq. (3). Then (3) can be written as 

(9) 
a (2u + C(t)) 

Y = - b2 uC(t) (u + C(t))2' 

where a = ,81/7(!)-1/7(_~) -3/7, b = ,8- 2/7 (!) -3/14(_~)-1/7 and C(t) now refers to 
bC(t). In this case we have the density and pressure given by 

(10) 3 3C3 (t)a2 [10 9 
p(t, x) = 87r + 987rU12(U + C(t))6b4 lOu + 201£ C(t)+ 

+12uBC2(t) + 2u7 C3 (t) + 32u3 k + 57u2kC(t) + 30ukC2 (t)+ 

(11) 
- 3 C4(t)a2 B 7 

p(t, x) = 87r + 987rU12 (U + C(t))5b4 [5u + 4u C(t ) + 9uk+ 

+3kC(t)] . 

Here ,8, k and C(t) would be constrained by the requirement that p(t, x) ~ O. Further, 
p(t, x) and p(t, x) must not be singular and satisfy the strong-energy condition (T;: ~ 0) : 

( ) 
/-L _ _ -3 3C3 (t)a2 

[10 9 
12 T/-L - p + 3p - 47r + 987rU12 (U + C(t )) Bb4 lOu + 25u C(t)+ 

+21uBC2(t) + 61£7C3 (t) + 32k1£3 + 66u2 kC(t)+ 

+42ukC2 (t) + 8kC3 (t)] . 

We can keep the energy density positive and satisfy the strong-energy condition as 
there is enough freedom in selecting the constants and the function oftime C(t). Clearly, 
taking k ~ 0, and C(t) > 0 would maintain the requirement that the density remain 
positive. Also the trace of the stress-energy will remain non-negative by appropriately 
choosing ,8. 
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We investigate the case k = 0 and consider a non-static sphere of radius R matched to 
a Schwarzschild exterior geometry. In that case we get the matching condition plr=R = O. 
The condition on G(t) becomes 

(13) 

and the equation of state is 

_ ~ _ ( ~) 5 (r2/7 )2 + 5r2/7G (t) + G2 (t) 
P 87r - 6 p + 87r 5r2/ 7 + 4G (t) . 

A solution to (13) has the form 

(14) u(t) = 'Y(t)G(t), 

where 'Y(t) is as yet an arbitrary function and G(t) > 0 satisfies 

(15) 

T hus the moving boundary is given by 

(16) 

Further the strong-energy condition, pet) + 3p(t) ~ 0, imposes 

(17) 'Y(t) > 0, 

which avoids the singularities 'Y(t) = -1 and 'Y(t) = O. 

4. - The second-case example 

Here we let u = (O'x + {3)1/7 in eq. (5). Then it becomes 

(18) _ ~ 7 _ " 7 1/7 [2(1 - kU7)1/7 - uG(t)] 
y - b2 u G(t)(l ku) [-uG(t ) + (1 _ ku7)1/7]2' 

where a = 0'-3/7(~)-1/7(¥) -3/7, b = 0'-1/7(~)-3/14(¥)-1/7 and G(t) now refers to bG(t) . 
vVe specialise and study the situation when k = O. Equation (18) reduces to 

(19) a 7 [2 - uG(t)] 
y = b2 U G(t) [1 - uG(t)J2 . 
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