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PROLOUGE 

The foundation of Statistics is erected on estimation and inferences. The convoluted 

difference between Mathematics and Statistics is that the later is unavoidably inductive 

in nature, while the former may be inductive, deductive or contradictive. 

Assortment of courses of action have been devised in estimation of the 

unidentified parameters of the innocuous variables but the estimation and inferences of 

the sensitive variables is somewhat new field. Oodles of gratefulness is owed to Warner 

(1965) who lead the way to the technique of randomized response. 

This thesis is a diminutive effort of improving the estimation of population 

proportion of the sensitive qualitative variables. 

Chapter one introduces the readers of the sensitive study variables and expresses 

their indispensability. Chapter two evolves around a comprehensive review of the 

literature, with efforts not to Ignore anyone who worked on sensitive qualitative 

variables. Of course it is not possible to enlist and discuss all the researchers and 

statisticians who worked on the mentioned field. 

Chapter three and four presents a new proposed model to increase the efficiency 

of estimation of population proportion of the sensitive qualitative variables. In third 

chapter simple random sampling and in fourth chapter stratified random sampling scheme 

has been incorporated. 

Chapter five supports the proposed model by presenting numerical and real life 

survey based results. 

Chapter six aims to help all those who want to pursue further in this direction and 

who want to have a finale-look at the work done in previous chapters. 
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ABSTRACT 

Variety of work has been done in estimation of the unknown parameters of the 

innocuous variables but the estimation and inferences of the sensitive variables is 

relatively new field. Lots of gratitude is due to Warner (1965) who pioneered the 

technique of randomized response. 

This thesis contributes to eliminate the evasive answer bias while dealing with the 

qualitative sensitive study variables. We have worked on the Kim and Warde (2004) 

model to improve its methodology and proposing a new mixed randomized response 

model for estimation of population proportion of the qualitative sensitive variables. We 

have introduced a variant in the Kim and Warde (2004) model and increased the 

efficiency of estimation of population proportion of the qualitative sensitive variables. 

The proposed model is also extended in the stratified random sampling scheme, and is 

proved to be efficient in this atmosphere as well. 
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Chapter 1 

INTRODUCTION 

1.1 Survey Sampling 

Most of the phenomenons are subject to random variations, and nothing could 

be said with surety about these random phenomenons. To deal such random 

phenomenon, we have the field of statistics that erects its foundation stone on the aim 

of studying random phenomenon. 

The very first step in a survey sampl ing is collection of reliable data. Question arises 

why we don ' t use archival records to validate, countercheck, erect or swerve from 

some theory or hypothesis concerning human populations. The answer carries a host 

of argument but most vibrant one are: 

i. That archival data are sometimes missing for a particular variable of interest 

such as: in criminology undetected or unreported crimes are not filed, 

similarly, in health-sciences data about patients, who did not confer/treated by 

any doctor or health expert remains missing from hospital 's record. 

ii. That archival data are, sometimes, inaccessible for a particular variable of 

interest such as: it is legal right of criminals that there personal and crime 

record cannot be handed over to anyone/researchers unless he/she has some 

legal permission to access these data. Sometimes, it is a cumbersome task to 

get a permission to access these data for usage in research. 

Therefore, survey methods are an apposite substitute to study any human populations. 

However, one must keep it in mind that survey methods are not free from 

shortcomings and entail a handsome degree of proficiency in data collection, 



compilation, elucidation, interpretation and construal etc. Therefore one must get 

him/her properly trained in survey methods before endeavoring to use them. 

1.2 Sensitive Information 

If a variable or a characteristic of interest is so that, its presence or absence 

causes the person to be socially undesirable, its presence or absence is perceived 

illegal, it is considered as a stigma, or its revelation concerns the privacy, then that 

variable or characteristic may be referred to be as sensitive. In survey methodology 

whenever we have to deal with a study variable that is sensitive in nature, there arises 

the problem of obtaining reliable data about it. A variable is also termed as sensitive 

or stigmatized if it is subject to social desirability response bias (SDB). SDB is 

defined as the bias, which is introduced when the respondents conceal the true 

response due to the fear that its disclosure will make them socially undesirable (see 

Gupta and Thornton, 2002). 

There are basically two types of sensitive variables (i) Quantitative and (ii) 

Qualitative (see Section 1.4). It is also noteworthy that survey methodologies devised 

for innocuous variables prove inefficacious in dealing with sensitive or stigmatized 

variables. A variable is said to be innocuous if respondents feel that disclosure of 

information on that variable will not cause any concern to their privacy. 

1.3 Dealing with Sensitive Variables 

We know that statistics evolves around the motive of analyzing about the 

parameters of the concerned distribution. However, it is noticeable that the usual 

survey methods fail to estimate the parameters of the distribution of a sensitive 

variable. Because of the presence of substantial bias in sensitive studies there is 
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always a great chance of concluding fuzzy and untrue results, if the techniques of 

innocuous variables are applied in such studies. It is not necessarily that the data 

collectors and interviewer are indolent on their part. But it may so, that the 

information required is so sensitive that no matter how adroit the interviewer is but 

sensitivity can hinder the true response. Due to shortcomings and previous 

experiences that show inefficacies of legal, administrative, anonymity methods, it was 

strongly felt that there is a need for some other methods that raise the general 

response rate and lessen the response bias. It was felt that the new strategy should 

have the potential to ensure that: 

i. unlike anonymous surveys, data from multiple sources may be interlinked. 

11. unlike telephone or mail methods, allows the personal interaction of the 

interviewers with the interviewees. 

Ill. unlike conventional survey methods, should be able to lessen or diminish the 

concealing of true information on the part of the interviewees. 

iv. unlike the conventional justifications, should ensure the respondents' privacy 

in a strongly provable and perceivable method. 

v. unlike the administrative strategies, should cease the forced disclosures. 

One of techniques fulfilling these conditions is randomized response strategy 

pioneered by Warner (1965). 

1.4 Various Situations 

There may be numerous situations where we may be interested in gaining sensitive 

information. But we present some of the possible practical situations where sensitive 

study variables are involved. 
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I. Suppose we are interested to estimate the average income of the head of the 

household in a particular locality. We know that generally people are prone to 

hide their income, especially, from an interviewer, who is a stranger to them 

and it is not easy to prepare all the respondents to confide their true income 

with the interviewer. Therefore income is a quantitative sensitive variable. In 

such a situation it is vivid that most of the respondents will underreport their 

income. 

ii. Suppose we are interested to estimate the proportion of alcoholic beverages 

users in a particular Muslim community. Since drinking alcoholic beverages is 

socially undesirable and religiously prohibited in a Muslim community, so 

respondents will not entrust their true response. In other words if they are 

asked the question, "Do you take alcoholic beverages?" The response will 

generally be "No". Here drinking status is a qualitative sensitive variable. 

iii. Suppose we are interested to estimate the proportion of persons who do not 

pay income tax. With the fear of accountability by the government and being 

socially undesirable nonpayer, respondents will never like to tell that they are 

involved in income tax nonpayment. So number of persons who are involved 

in income tax nonpayment is a qualitative sensitive variable. 

iv. Suppose, we are interested to estimate the average amount of adulteration in 

milk packs of a particular company. Now if the company is involved in milk 

adulteration, it will never like to tell that they adulterate their milk packs . The 

reasons may be because they do not want to lose their customers or they do 

not want to get penalized by concerned authorities etc. So amount of 

adulteration in milk packs of a particular company is a quantitative sensitive 

variable. 
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v. Consider that a medical officer is interested to know the proportion of victims 

of HIV -AIDS in a particular society, which is an admixture of persons from 

different religions. Further, it is concluded from past experience that a Muslim 

has a lesser chance of being a victim of HIV -AIDS (by virtue of being 

sexually restrained) . Therefore the sensitive question, "Are you a victim of 

HIV-AIDS?" is a function of the non-sensitive question "Are you Muslim". 

Therefore it is needed that the medical officer stratifies the population into two 

strata, one labeled "Muslim" and the other "Non-Muslim". In this situation if 

simple random sampling is employed it may yield a sample with majority of 

sampled individuals from either of the two strata yielding an unrepresentative 

sample. 

Hence in all of the above examples/cases, the parameters of the distribution of 

study variable will not be estimated reliably; unless some other survey 

methodology is applied that has the potential to deal with sensitive study 

variables. 

By the virtue of many researchers and statisticians we have different techniques of 

dealing with sensitive variables including the randomized response method. In the 

coming chapter we shall discus some of those techniques. 

It is also noteworthy that we have worked on introducing a new model to estimate 

the proportion of qualitative sensitive study variables. We have introduced a new 

variant of the Kim and Warde (2004) model and have successfully improved the 

efficiency of estimation. 
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Chapter 2 

REVIEW OF LITERATURE 

2.1 Dealing with Sensitive Variables 

Many researchers have studied and analyzed the problem of dealing with 

sensitive random variables. Warner (1965) made preliminary efforts in this regard. 

From then onward, many efforts have been made including the efforts of Horvitz et. 

al. (1967), Greenberg et. al. (1969), Lanke (1975), Moors (1971), Folsom et. al. 

(1973), Zdep et. al. (1979), Adhikari et. al. (1984), Tracy and Fox (1987), Ljungqvist 

(1993), Papineau (I 994),Xim and Warde (2004). 

2.2 Acronyms and Notations 

The following acronyms and notations have been used throughout this thesis. 

N: 

n: 

X: 

Y: 

A: 

B: 

7l: 

B(.) : 

V(.) : 

MSE(.) : 

SRSWR: 

The population size. 

The sample size. 

The dichotomous sensitive qualitative variable. 

The innocuous variable unrelated to X. 

The subgroup of the population possessing X. 

The subgroup of the population not possessing X. 

The population proportion of respondents possessing X . 

The population proportion ofthe respondents possessing Y. 

The bias of the given estimator. 

The variance of the given estimator. 

The mean square error of the given estimator. 

simple random sampling with replacement. 

2.3 Randomized Response in Completely Truthful Responding 

In conventional survey methods, we often face the problems of lower response 

rates or even no response because of the sensitivity of the study variable. Due to these 

problems, many researchers worked on devising new strategies to tackle the studies 

involving sensitive study variables. When the population under study is believed to be 
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homogenous with respect to the sensitive study variable then researchers use 

randomized response device and obtain samples with simple random sampling 

procedure. Randomized response under simple random sampling has been extensively 

discussed by different statisticians and researchers, including Warner (1965), Kim et. 

al. (1978), Chang and Huang (2001) etc. Let us discuss few randomized response 

models. 

2.3.1 Warner's Randomized Response Model 

Warner (1965) is the pioneer, who considered the randomized response 

technique; therefore it is deemed necessary to discuss from where he initialized the 

concept of randomized response strategy. 

Initially, Warner (1965) introduced a model for estimating the population 

proportion,7r of dichotomous sensitive qualitative variable. 

Let the dichotomous sensitive qualitative variable be represented by X. The 

population is dichotomized in to two mutually exclusive groups A and B , where A is 

the group of respondents possessing X and B is the group of respondents does not 

possessing X, or in other words B is the complement of A. A simple random 

sample of size n is drawn with replacement from the population. Each respondent is 

asked to use a (a randomizing device) like deck of cards or a spinner, or any other 

feasible randomizing device. And the spinner may point to either of the two mutually 

exclusive groups A and B, with probabilities p and (1- p) respectively. Each 

respondent is requested to answer a "yes" or "no" in accordance with the situation that 

he/she belongs to the group pointed by the spinner. Interestingly respondents are not 

supposed to report that to which group the spinner pointed. In this way a privacy

preserving atmosphere is provided to the respondents, which may encourage true 

response rate on X. It is noteworthy that the respondents' privacy is preserved since 

what is reported to the interviewer is just the "yes" or "no" and not the fact that to 

which group respondent belongs. Assuming that all the respondents will report their 

true responses in above environment, the maximum likelihood estimates of the true 

proportion of respondents possessing the sensitive attribute are very clear-cut. 

Let 

p = the probability of spinner pointing to A . 

n, = the num ber of respondents reporting "yes". 

n2 = the number of respondents reporting "no" = n - n, 
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such that 

p(X = 1) = pn + (l-n)(l- p) 

and 

p(X = 0) = (l-n)p + n(l- p). 

TABLE 2.1 Sampling Scheme of Warner (1965) 

Response from Statement pointed by the randomizing 

the Warner's 
device used 

Model EA ~A 

Status EA 

of the 
YES NO 

pn (l-p)n 
person 

selected NO YES 

in the ~A (l-n)p (l-n)(l- p) 

sample 

Then the likelihood of the sample is given by 

or 

log L = nl log [ n p + (I - n) (1- p ) ] + (n - nl ) log [ (1- n) p + n (1- p ) ]. 

Now setting a(log L) = 0, we get the maximum likelihood estimate of 
an 

7[ as given below 

A (p-I) (nl ) 
n= + . 

(2p -I) (2p -1)n 

(2.3.1) 

(2.3.2) 

The above likelihood estimate of n is estimable under the constraint that p :j:. 1/ 2 . 

Now let us find the expected value of the estimator ir 

1 
=-[(p-l+np)+(l-n)(l- p)] 

2p-1 

= n. 

8 
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Equation (2.3.4) shows that i is an unbiased estimator of the parametern. 

The variance of i is 

A nV(Xi) 
V(n) = 2 

(2p - I) n2 

_ [n p + (1 - n )(1 - p)][ (1 - n) p + n(1 - p)] 

- (2p _ I)2 n 

(2.3.5) 

We know that maximum likelihood estimators are normally distributed for 

appropriate sample size. 

Rewriting (2.3.5) in another form , we get an unbiased estimate of V(i)as follows 

V(kl = (~)+-mr 16{p-mr 
n n 

4 

(2.3.6) 

From (2.3.6) it is clear that the variance of the estimator i can be easily separated in 

two components, one showing the variation due to sampling and other due to the use 

of randomizing device. 

An important concern in Warner's model is the appropriate choice of nand p . 

Since p is the probability of pointing to the sensitive group A, therefore larger the 

value of p lesser protection will be offered to the respondents. But we cannot keep 

p very small, as doing so will make the entire procedure a close match of the 

conventional direct questioning method. One possible suggestion by Warner is that p 

should be chosen between 0.5 and 1. As far as the matter of sample size is concerned 

there exists an indirect relationship between nand p. Or in other words lesser the 

value of p greater is n required to obtain a particular degree of precision. 

Warner' s model is based on the assumption that respondents will report truthful 

response in this atmosphere. However this may not always be the case and 

respondents may report false responses even in this atmosphere . This is a crucial 
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criticism over the Warner' s model. However one must not forget that it is due to his 

model that further researchers have embarked on the issue of surveying sensitive 

variables. 

2.3.2 The Unrelated Question Model in Completely Truthful Reporting 

Atmosphere. 

Greenberg et. al. (1969) discussed that in Warner's model the variance of the 

estimator 1£ may become large if p is close to 0.5 and n is not large. 

Warner considered the ratios of mean square errors of the estimators utilizing both 

bias and variance, to compare his suggested model with the conventional direct 

questioning model. This is not a realistic approach as the main aim of Warner's 

model was to improve the response rate itself, this remains unanswered that when is 

Warner's model better and applicable . For answering this question field trials or pilot 

surveys are must to undertake. 

Warner used the values of 1< = 0.5 and 1< = 0.6 which are acceptab le for less sensitive 

variables, like voting behaviors, but are not apt for more sensitive variables like tax 

evasion, illicit sexual relationships etc. if we assume that a ll the respondents report 

truthfully and, if 1< = 0.05 and n = 1000 then Warner's technique is half as efficient as 

the direct question method. It is only one-tenth efficient when p = 0.20. When only 

90% of the respondents in group A are likely to admit their membership in it, the 

efficiency of the Warner' s procedure climbs to two-thirds for p = 0.05, and to about 

one-seventh for p = 0.2. If as many as 50% of the members deny their membership 

in group A then Warner ' s technique becomes six times more efficient. Therefore 

Warner' s technique requires substantial amount of lying for becoming more efficient. 

Since, as evasive answer bias increases Warner's technique starts gaining superiority 

over the direct questioning method . 

In Warner' s model it is assumed that the randomizing device used may point to either 

of the two mutually exclusive and collectively exhaustive groups. But Greenberg et. 

al. (1969) pointed out that according to the suggestion of Horvitz et. al. (1967), it is 

not necessary that the two questions/statements on the randomizing device are 

mutually exclusive and collectively exhaustive. Therefore, the same motive of 

randomizing the responses through a randomizing device can be achieved even if the 

two questions/statements on the randomizing device are unrelated . The unrelated 

question model has an additional advantage that respondent's privacy is more 
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protected then the Warner (1965) model. It is because of the reason that in unrelated 

question model the respondents do not have a fear that their answers about one 

statement may reveal some information about the other, because now the two 

statements on the randomizing device are non-mutually exclusive. 

The unrelated question approach proceeds as follows: 

Let the sensitive qualitative variable be represented by X. Let Y be another unrelated 

innocuous variable. A simple random sample of size n is drawn with replacement 

from the population. Each respondent is asked to use a randomizing device. And the 

randomizing device may choose two statements 

Q (1) "I possess the sensitive trait X" and 

Q (2) "I possess the innocuous trait Y" 

with probabilities p and (1- p) respectively. 

Each respondent is requested to answer a "yes" or "no" to the question, which the 

randomizing device chooses. Just as in Warner's model respondents are not said to 

report that to which question/statement the randomizing device pointed, which is in 

fact a basic requirement of any randomized response strategy. 

Further work is possible after deciding whether 1f y is known or not. 

(i) When 1fy is known. 

Under known 1fy' the probability ofa yes response in sample is given by 

(2.3.7) 

Solving for 1f, we have 

~ -i-{I-p)1fy 
1fSIMI = (2.3.8) 

p 

The variance of i SIMI is given by 

(2.3.9) 

An unbiased estimate of V(i S1M 1) is 

(2 .3.10) 
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An interesting question arise that "can we assume that 1Ty is known?" Horvitz et. al. 

(1976) pointed out that this issue can be solved by appending an extra question in the 

randomizing device itself. For example 

i. The sensitive question 

ii. An instruction to say "yes" 

iii. An instruction to say "no" 

3 

with probabilities PI ' P2 and P3 respectively, where L P; = 1 . 

Then the probability of a "yes" response is 

A = PI1T +(1- P2)1Ty, 

where 1T = P2 
Y 

P2 + P3 

Stating (2.3.11) in another way, we get 

;=1 

(2.3.11) 

So (2.3.11) is directly compatible with (2.3.7) with P = PI and 1Ty = P2 I(P2 + P3)' 

In this wayan expression for 1Ty is achieved. We find similar efforts by Boruch 

(1972), who calls it a "contamination design". 

(ii) When 1Ty is unknown. 

In (2.3.11) we have two unknown parameters 1Ty and 1T, Therefore one sample 

proves insufficient to provide the estimate of the parameters. To solve this problem 

we collect two random samples, using simple random sampling with replacement, of 

size n l and n2, such that n = nl + n2 . Then we replicate the 1Ty known atmosphere to 

the two samples. 

The probability of a "yes" response in til sample (i = 1,2) is given by 

(2.3.12) 

A n 
Let nil be the number of "yes" responses in the itil sample and A = _il . Then ap-

t n / );:-.-~ 
; " 'JQ 

unbiased estimate of 7r is given by 
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(2.3 .13) 

~ 

The observed proportions Ii, and ..1.2 are binomially distributed with parameters 

(np Ii,) and (n2' A.z) respectively. Therefore fiSIM2 is an unbiased estimator of the 

parameter Jr , and its variance is given by 

V( ~ )= 1 [1i,(l-Ii,)(1-P2)2 A.z (I -A.z )(I -P,)2] 
"SIM2 +. 

(p, - P2) n, n2 

The unbiased estimate of V(fiSIM2 ) is given by 

2.3.3 Optimal Choice of the Design Parameters in Unrelated Question 

Model 

(2.3.14) 

(2.3.15) 

As we know that main concern in sensitive studies is preserving respondent's 

privacy subject to the matter of efficiency of estimates of population parameter(s). 

Here we reproduce the recommendations of Greenberg et al. (1969) and Moors 

(1971) for choosing the optimal values of the design parameters n" n2, p, and P2 . 

We skip the optimization of n because, generally n( = n, + n2) is fixed in advance in 

accordance with the available time, cost and labor etc. 

First we present the issue of optimizing n, and n2: 

Minimizing V(fiSIM 2) in equation (2.3.14) W.r.t n, and n2, subject to the constraint 

n=~+n2 ' 

Using Cauchy-Schwartz inequality we get the optimizing condition as 

(2.3.16) 

Using (2.3.16), the optimum value of V(fi SIM2) is given by 

( ~ ) 1 [( ) [( )J' /2 ( ) [( )J'12 ] V JrSIM2 opt =( _ ) '12 I-P2 Ii, I-A, + I-P2 A.z 1 -~ . (2.3.17) 
p, P2 n 
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But an important task needs concern that is choosing values of A, and ~, since they 

are unknown. Possible solution is to estimate them through a pilot survey/field trial. 

Now we present the optimum selection of the unrelated question Y , on,y : 

Consider that we have a function f (A) = [ Ai (1- Ai) J'2. Maxim izing this function 

with respect to A, we get A = 1/2 as the optimum choice of A that will maximize 

f (A). From this discussion we conclude that [ Ai (1- Ai) J'2 is maximum at Ai = 1/ 2, 

is symmetric about 112 , and is concave. In (2.3.14), try is involved only in A, and~. 

So one must choose Ai as remote from 1/2 as possible, or equivalently by choosing 

Y such that try is on same side of 1/ 2 as is 7r and l7ry -1/21 is maximized. Anyhow 

if it is not vivid on which side of 1/2 , 7r y lays then one possibility is to 

choose7ry E [0 .25,0.75]. 

Now we present the optimum selection of PI and P2: 

Greenberg et. al. (1969) suggested choosing PI E[0.IO,0.20] orpi E[0.70,0 .90] 

and P2 = 1- PI' However Moors (1971) showed that the precision of the estimator of 

7r can be improved if PI and P2 are chosen as apart as possible subject to the 

condition of privacy protection as jeopardy will be invited if PI and P2 are chosen 

close to 1. He further mentions that P2 should be chosen as small as possible and in 

fact equal to 0. This choice of P2 will make the respondents feel comfortable since 

then they will be asked quite an innocuous question if P2 = 0. The justification of 

Moors (1971) presented was that P2 = ° would make the second sample inquiry just 

to estimate 7ry ' However Mangat et al. (1997) pointed out a difficulty in the 

practicality of Moors (1971) model, he stated that P2 = ° means that privacy of any 

respondent, appearing in both independent samples and reporting "yes" in the first 

sample and "no" in the second, will be jeopardized. And the possibility of a 

respondent being selected in both samples is easily perceived and found in practice. 

For example in stratified sampling the inclusion of same respondent in two strata is 

fairly possible with large stratum size. Or even in simple random sampling it is 

possible for with replacement case. 
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Inviting further improvements in unrelated question model Mahmood et. at. (1998) 

pointed out that, Mangat et. at. (1997) methods need dichotomizing the population in 

to two random groups which is not an easy task. Moreover the variance expression of 

Mangat et al. (1997) model is very complicated, non-practicable and time consuming 

to implement. Therefore Mahmood et at. (1998) presented some new techniques 

which we states are free from the difficulties in Moors (1971) and Mangat et at. 

(1997) and fulfill the optimality conditions suggested by Moors (1971) . 

2.3.4 An Alternative Randomized Response Procedure 

Mangat and Singh (1990) used two randomizing devices, say R, and IS, such 

that, each selected respondent is instructed to use randomizing device say R, in which 

there are two statements (i) "I belong to the sensitive group" and (ii) " go to IS" with 

probability T and (1- T) respectively. On IS there are two statements (i) "I belong 

to the sensitive group" and (ii) " I do not belong to the sensitive group" with 

probability p and (1- p) respectively. IS is to be used only if directed by R,. 

TABLE 2.2 Sampling Scheme of Mangat (1990) in Truthful response 

Randomizing device R, Randomizing device IS 

Statement pointed EA Go to IS. EA ~A 

by the chosen T (I-T) P (1- p) 
device with 

probability 

Respondent Yes Yes Yes 

response Tn 
(I-T)np n(l-p) 

Yes 

(l-n)(l-p) 
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Therefore the probability of a "yes" response becomes 

(2.3.18) 

The maximum likelihood estimator of ;rr is 

~ (~) - (I-T)(I-P) 
JrU ST = 

. 2 p - I + 2T (1- p) 
(2.3.19) 

As( :): B(n,e,*), where e; is the sample counterpaJ1 of e, defined in (2.3.18). 

Also n* is the number of "yes" response out of total n respondents. 

The variance of i MST is given by 

~ ;rr(1-;rr) (I-T)(I-p){I-(I-T)(I-p)} 
V(;rrMST) = + 2 • 

n n { 2 P - 1 + 2T (1 - p ) } 

An unbiased estimator of the variance of i MST is given by 

n* (I_i) 
~ ~ n n 

V ( ;rr MST ) = [ ] . 
( n -I) { 2 P -1 + 2T (1- p)} 

2 

2.4 Randomized Response in Less Than Truthful Responding 

(2.3.20) 

(2.3.21) 

In all the above techniques/models it has been assumed that respondents will 

never tell a lie in the randomized response atmosphere. Whereas it may not always be 

true and some respondents, due to one or more of many reasons, like to conceal true 

response even in the randomized response atmosphere. The reason may be so that the 

variable is highly sensitive and some of the respondents are not fully satisfied by the 

protection offered by the survey methods whatsoever used. Therefore, many 

researchers also utilized this possibility and assumed less than completely truthful 

reporting in their models. 

2.4.1 The Unrelated Question Model in Less Than Completely Truthful 

Reporting Atmosphere. 

Greenberg et. al. (1969) also discussed the unrelated question model under 

less then completely truthful reporting. He assumed that (i) the randomizing device 
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has been used properly and (ii) respondents do not lie about the unrelated innocuous 

characteristic. 

Assume that 1£y is unknown and, let T (0:-:; T:-:; 1) be the probability that a 

respondents lies about their membership in group A (possessing stigmatized 

characteristic). Then the probability of a "yes" response in first and second sample 

becomes 

~. = PI (1£T - 1£ y ) + 1£ and 

~. = P2 (1£T-1£y )+1£. 

(2.4.1 ) 

(2.4.2) 

Using (2.4.1) and (2.4.2), 1£ can easily be estimated, also its bias and variance 

become easily estimable. For the case when 1£y is known the situation becomes 

simpler since then, only one sample is required. 

2.4.2 An Alternative Randomized Response Procedure 

Mangat and Singh (1990) developed (2 .3.18) in completely truthful reporting 

but if respondents have a probable tendency to lie even in randomized response 

atmosphere then we have, 

TABLE 2.3 Sampling Scheme of Mangat (1990) in Less than Completely 

Truthful response 

Randomizing device RI 

Probability of T; 

Truth 

Statement pointed EA 00 to ~. 

by the chosen T (1-T) 
device with 

probability 

Respondent Yes 

response T1£T; 

then probability of a "yes" response becomes 

17 

Randomizing device ~ 

T2 

EA ~A 

P (1 - p) 

Yes Yes 

(I-T)1£pT2 1£(1-p)(I-I;) 

Yes 

(1-1£)(I-p) 



81 = T trT; + (1 - T) [ tr p~ + tr (1 - p) (1 - ~ ) + (I - tr) (I - p ) ] . 

Then a biased estimate of tr becomes 

~ _trT2(1-trT2) (I-T)(l-p)[I-(I-T)(l -p)] 2( _)2 
MSE(trMSJ - + 2 + tr ~ 1 

n n [2 p - I + 2T (I - p ) ] 

+trT(T; -7; )[ 1+ tr(n - I) {T(T; - T)2 +4T~ (1 - p) + 2T2 (2p - I)} 

-2(I-T)(I- p)- 2trn{2T(I- p)+ 2p-l} J[ n{2p -1 + 2T(I - p )rr 

2.4.3 H uang et. al. Model 

(2.4.3) 

(2.4.4) 

Huang et. al. (2005) proposed another model for detecting untruthful 

answering in randomized response surveys that allowed the respondents to choose the 

statement to answer rather than probability basis. 

Two independent samples of size ni , i = 1,2, are drawn from the population using 

simple random sampling with replacement. Each respondent in first sample uses the 

Warner's device then, is provided two options to answer (i) report the correct 

response for the statement which he/she has selected, or (ii) respond to a non-sensitive 

question "I am a member of group Y". Similarly, in the second sample, respondents 

use the Warner's device then, are provided two options to answer (i) report the correct 

response for the statement which he/she has selected, or (ii) respond to a non-sensitive 

question "I am not a member of group Y. The proportion try of the innocuous trait Y 

is assumed to as known. Respondents report "yes" or "no", according to their true 

status or personal willingness. Let T be the probability of a respondent giving 

truthful response in both samples. 

Then probability of a "yes" response in first sample is given by 

81 =[ptrT+(I- p(l-tr))J+tr(I-T)try or 

81 = ( P -try) trT + (p + try - 1) tr + (1- p). 

Then probability of a "yes" response in second sample is given by 

82 = (p + try -1) trT + ( p -try) tr + (1 - p). 

(2.4.5) 

(2.4.6) 

Testing for prevalence of completely truthful reporting requires setting the hypothesis 

structure as follows 

Ho : T = 1 versus HI: T < 1 (2.4.7) 
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or equivalently testing 

Ho : 81 = 82 versus HI : 81 *- 82 • (2.4 .8) 

So one can easily test the hypothesis that T = 1 or not, by utilizing the fact that under 

the null hypothesis Ho : T = 1 , where 8; = 8 = (2 p - 1)1l" + (1- p) and 8; : B(n;> 8) 

for i = 1,2. Now for large samples the critical region for testing (2.4.7) or (2.4.8) is 

given by 

181-821 
---r==~=~== > za/2' where za/2 is the a til quintile point of the standard normal 

8(l-8)(~+~) 
nl n2 

distribution. 

Huang et. at. (2005) constructed two different unbiased estimators for 1l", one under 

Ho and other under HI ' Huang et. at. used the Warner's (I965) unbiased estimator 

for estimating the population proportion of the sensitive variable. 

The unbiased estimator of 1l" under Ho is given by 

( ~ )_1l"(I-1l") p(l - p) 
V 1l"WAR - + 2 • 

n n(2p-l) 
(2.4.9) 

which can be unbiasedly estimated by 

(2.4.10) 

and the unbiased estimator of 1l" under HI is given by 

(2.4.11) 

2.5.1 A Mixed Randomized Response Model by Kim and Warde 

This model was presented as an effort to defeat the difficulties with the 

previously constructed models such as Moors (1971), Singh et. al. (2000), Mangat et. 

al. (1997) models. In this model privacy is better protected and the percent relative 

efficiency has been compared with the Moors (1971) model. The procedure is as 

follows 
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Let a random sample of size n be selected using simple random sampling with 

replacement. Each respondent in the sample is instructed to answer an innocuous 

question "I possess the innocuous characteristic Y". If the answer to the initial direct 

question is "yes" then respondent is instructed to go to randomization device R
" 

R, 

consists of two statements, (i) "I belong to sensitive group" and (ii) "I belong to the 

innocuous group", with respective probability PI and (1- PI). If the answer to the 

initial direct question is "no" then respondent is instructed to go to randomization 

device IS , IS consists of two statements, (i) " I belong to sensitive group" and (ii) "I 

do not belong to the sensitive group", with probability P and (1 - p) respectively. In 

order to offer privacy to the respondents they are not required to tell that which 

randomizing device they have used. Let n denote the total sample size, nl and 

n2(= n - nl ) be the number of respondents using RI and R2 respectively (or in other 

words reporting "yes" and "no" to the initial direct question respectively). 

Denote by 81 the probability of "yes" from the respondents using R
" 

then 

(2.5.1) 

where try is the true proportion of the respondent possessing the innocuous 

characteristic Y. Note that the respondents coming to R, have already reported a 

"yes" for Y, therefore in R" 7r y = I , so (2.5 .1) reduces to 

(2.5 .2) 

An unbiased estimator of 7r , in terms of sample proportion of "yes" responses 81 is 

given by 

A 81 -(1- PI) 
7rKWI = (2.5.3) 

The variance of 7r KWI is as follows 

V(iKWI)= 8(1-~) = (I-7r)[PI7r +(I-PI)]. 
nlPI nlPI 

(2.5.4) 

Denote by 82 the probability of "yes" from the respondents usingIS. Then 

Since all the respondents using ~ have already reported a "no" for initial direct 

question, so we have 
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82 = (2 P -1) 1i + (1 - p). (2.5.5) 

An unbiased estimator of 1i , in terms of sample proportion of "yes" responses 82 , is 

(2.5.6) 

and variance of i KIV 2 is as follows 

A X(I-X) 1i(1-1i) p(1-p) 
V(1iK IV2 ) = 2 = + 2 • 

n2P n-nl (n - nl)(2p -1) 
(2.5 .7) 

A A 

Now a pooled estimator of 1i in terms of 81 and 82 is 

(2.5 .8) 

where ( 0 < ~ < 1 ). 

Now we can see that the two devices and consequently the two estimates of 1i are 

independent, so the expected value and variance of i KJV are respectively given below 

E(iKfV) = n1 E(ia )+!2 E(ib) =!'!l1i+ n21i =(nl +n2)1i = 1i 
n n n n n 

(2.5.9) 

and 

V( A )=!!L[(I-1i){PI1i+(I-PI)}] n-nl[ (1-) P(1-p)] 1i KJV 2 + 2 1i 1i + 2 • 
n PI n (2p-l) 

(2.5.10) 

To make the variance smaller in (2.5.10), Kim and Warde (2004) suggested allocating 

more respondents to the first randomization device then the second. This seems 

awkward in first glance since nl and n2 are random variables and are not directly 

controllable, however the answer demands sharpness and good judgment. Actually it 

is possible to control the two sample sizes if the researcher designs the innocuous 

question in such a way that more respondent say "yes" to it. 

In order to offer confidentiality we can make use of the Lanke ' s (1975), who derived 

a value of P which ensures that Simmons' and Warner' s methods offer equal 

confidentiality to respondents. The value of P is as under 
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Substituting this value in (2.5.10), we get 

where A, = .:i. 
n 

(2.5.11) 

For comparison with Moors (1971), Kim and Warde (2004) computed the percent 

relative efficiency ( PRE) of their method as follows 

Var(i ) 
PRE = M x 100 

Var(iKW) 

(2.5.12) 

The following points are noticed: 

i. The authors wrote that the PRE given in (2.5.12) would not be affected by the 

total n. Therefore it suffices the need to compare the PRE for a fixed value 

of n, hence authors fixed nat 1000. 

ii. The authors concluded that for tly ~ 0.5 and for various combinations of p and 

7l, the PRE is greater then 100 except for the case when 7l = 0.1 . 

iii. The model is always better then Moors (1971) when the proportion of "yes" 

responses (nl ) is greater then 50 percent. 

However we have some other findings about this Kim and Warde (2004) model, that 

we shall discuss in the next chapter where we present the proposed mixed randomized 

response model. 

2.5.2 The Stratified Mixed Randomized Response Model by Kim and Warde 

(2004) 

As we know that simple random sampling cannot deal with a heterogeneous 

population, so there is a need to apply stratified random sampl ing to tackle 

heterogeneity. Kim and Warde (2004) extended their model to the stratified random 

sampling scheme. The procedure is as under: 

22 



A direct question, "I belong to the innocuous trait group" , is posed to every 

respondent in each stratum. If the answer to the direct question is "Yes", then the 

respondent is directed to choose the randomizing device Rill consisting of two 

statements (i) "I am a member of the sensitive trait group" and (ii) " I am a member of 

the innocuous trait group" with preassigned probabilities Q" and 1- Q" , respectively. 

If a respondent answers "No" to the initial direct question then he is directed to 

choose R"2 consisting of two statements (i) " I am a member of a sensitive trait 

group" and (ii) " I am not a member of a sensitive trait group ' with preassigned 

probabilities P" and 1- P" , respectively. Suppose mil is the number of units in the 

sample from stratum hand n is the total number of units in samples from all strata. 

Let m,,1 be the number of people responding "Yes" when responding in a sample mil 

were asked the direct question and m"2 be the number of people responding "No" 

when respondents in a sample mil were asked the direct question so that 

k k 

n = I mil = I (m"l + m"2)' Under the assumption that all respondents are reporting 
"~ I "~ I 

truthfully, and P" and Q" (* 0.5) are set by the researcher. 

Now proceeding similar to the SRSWR method we can easily derive an unbiased 

estimator of 7r.I,,, as follows, 

A ~, - (1- Q,,) ~ h 12K h K' h b f (2 5 13) 7ra" = ,lor =, ,.... , were IS t e num er 0 stratums, .. 
Q" 

where ~, is the proportion of "Yes" answers in a sample in stratum h and ira" is the 

proportion of respondents with the sensitive trait in a sample from stratum h. Since 

each ~, is a binomial distribution B( m"I'~') ' the estimator ira" is unbiased for 7rs" 

with variance as follows 

v ( A ) = Q" (1 - 7r s,,) [Q,,7r S" + (1 - Q,,) ] 
7ra" ( )( 2) m,,1 Q" 

_ (1- 7r s" ) [ Q,,7r S" + (1 - Q" ) ] 

(m"I)(Q,,) 
(2.5 .14) 

Similarly using R"2 we can derive another unbiased estimator of 7rs" as follows 
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X" -(I-~,) 
7lb" = , for h = 1,2, .... K, where K is the number of strata, 

~, 
(2.5.15) 

X" is the proportion of "Yes" answers in a sample in stratum hand libh is the 

proportion of respondents with the sensitive trait in a sample from stratum h. Since 

each X" is a binomial distribution B( m"2' X,,) , the estimator libh is unbiased for 7ls" 

with variance as follows 

(2.5.16) 

Thus an unbiased estimator of 7ls,, ' in terms of sample proportions of "Yes" responses 

Y" and X" ' is 

A mil A ml -mil A fi mil 
7l = -' 7l + ' '7l or 0 < -' < 1. "'s" a" bh ' 

(2.5.17) 
mil mil mil 

with variance as follows 

(2.5.18) 

Then an unbiased estimator of tls is shown to be 

(2.5 .19) 

where N is the number of units in the whole population, N" is the total number of 

K 

units in the stratum h, and ~,= (N,,/N) for h=I,2, .... ,K, sothatw= L~, =1. it 
"=1 

can be shown that the proposed estimator li",s is unbiased for the population 

proportion 7ls . The variance of the estimator li",s is 

(2.5.20) 

Now if we want to optimally allocate the sample size n , we need to know 

A" = (mill / m,,) and 7l.S"h . Information on A" = (mill / m,,) and 7ls" is usually 

unavailable. But if prior information about them is available from past experience 

then it helps to derive the following optimal allocation formula. 

24 



(2.5.21) 

Substituting (2.5.21) in (2.5.20), we get the minimum variance as 

k 

where n= Lm" , mil =m"l +m"2andA" =(m"l/m,,). 
"=1 

2.6 Neath's Model 

Neath (2004) discussed that even in randomized response atmosphere 

respondent can hide their true response due to some hidden factors. Neath (2004) 

presented the measure of information likely to be divulged by the respondent when 

sensitive study variables are to be studied. Before proceeding further we would like 

to present the notations to be used in Neath's procedure. 

Let x denote an observation from B ( n, p) , 

Then definep =~ and 1r = P(A) or 
n 

1r = Probabilty of belonging to the sensitive group A, 

An unbiased estimator of 1r is given by 

~ p+k-1 
1r = =-------

A 2k -1 ' 

where k = P(1) 

I =Asking, from the respondent, " Do you belong to the sensitive group A", 

p = P(Yes), 

(2.6.1) 

p ="Yes" response to, from the respondent, " Do you belong to the sensitive group A". 

The variance of i A as follows 

V(i )= p(l-p) . 
A n(2k _1)2 

(2.6.2) 
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The choice of k is up to the wish of experimenter however we can assume without 

loss of generality that 0,5 < k < I, 

As we know that the most important goals of any randomized response model is to 

obtain sufficient information on the sensitive study variable(s) while side by side 

offering maximum privacy protection to the respondents, For the binary sensitive 

variable response can be either "Yes" or "No", Now the information likely to be 

divulged by the respondent, regarding its membership in A, can be characterized by 

the relative probabilities P (A I Yes ) and P (A I No), which are calculated as follows 

P(AIYes) = kn = kn 
p kn+(I-k)(l-n) 

(2,6.3) 

and 

(I-k)n (l-k)n 
P ( A I No ) = = --:-------0...-------'--:------:-

I-p (l-k)n+k(l-n)' 
(2,6.4) 

Now the relative risk of any respondent belonging to group A from to Yes response 

compared to a "No" response is given by 

R = _P->,-( A_I_}';_es-"..) 
P(AI NO)' 

(2.6.5) 

In (2.6.5), if the relative risk is equal to one, then no information is disclosed on the 

respondent's membership in group A , As R diverges away from 1, this information 

increases. So the motive of any randomized response should be in quantitative terms a 

small value ofthe variance in (2.6 .2) and a small IR -11. 
Neath (2004) proved that V ( i N) is a decreasing function of k , if 0.5 < k < 1. Also 

R (divulged information) is an increasing function of k , if 0,5 < k < 1. As the 

divulged information increases we have an indication that respondents are feeling 

more privacy protection and hence they are ready to divulge more information. But 

the goals of maximizing R and minimizing V ( i N) are in conflict, any choice of 

k other than 0.5 or 1 represents a compromise. 

Neath (2004) also presented the Bayesian approach to measure the divulged 

information. He proceeded as follows 

Assume that the prior distribution of n is B (a, b). Thus, 

(2.6.6) 

Then using transformation techniques, we get the induced prior on p as follows 
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(2.6 .7) 

Now our data consists of an observation x from B (n , p) , where 

p = k7r + (1 - k) (1 - 7r), so the distri bution of 7r updates to 

Then the posterior distribution of p becomes 

f (p / x ) oc p X (1- p r-x 
[p - (1- k) J"-I (k - p tl , (1- k) < p < k. (2 .6.9) 

Now 100(1-a)% Bayesian confidence interval for p is of the following form 

(2.6.10) 

The values of PL and Pu can be found by solving F(PL / x) = 0.1 and 

F(pu / x) = 0.9, where F(p/ x) is the cumulative distribution function of p . 

Now the information divulged by the respondent can also be measured within this 

Bayesian framework. As R = (1 ~ k) [ 1 ~p ) , then an interval estimate can be easily 

derived. Let us denote that interval as (RL' Ru ) given by 

(2.6 .11 ) 

Using (2.6.10) and (2.6.11), we can believe with 100(1-a)% confidence that a 

person responding "Yes" is between RL and Ru more likely to posses the sensitive 

attribute than a person responding "No". 

Regarding privacy protection, according to Neath (2004), more nearer the value of k 

is to 0.5 more is the privacy protected. 

2.7.1 Respondent Jeopardy and Optimal Designs 

Many researchers have discussed the jeopardy in randomized response 

atmosphere. Leysieffer and Warner (1976) discussed that the variance reduction 

should not be the only criteria to choose the randomizing model, but privacy 

protection should also be a major concern for the researcher. Authors say that there 

should be some formal limits on different kinds of jeopardy to which an individual 

will be exposed by cooperating. Let for example we aim to study a dichotomous finite 

population in which each person may be classified as earning "equal or more than ten 
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thousand rupees" or" less than ten thousand rupees" (monthly). Now when we allow 

the respondent to randomize his/her response we offer him some comfort that his/her 

original status will not be exposed, one answer will definitely increase his posterior 

probability of his/her being in the high income group, while the other answer would 

increase the posterior probability of his/her being in the low income group. Thus there 

is a question about respondent jeopardy in these situations. 

Therefore some extra effort is required to minimize the variance, minimize the 

jeopardy and maximize the privacy. 

2.7.2 Jeopardizing Responses and the Level of Jeopardy Function 

Consider that each respondent either belongs to the group A or not and we 

want to estimate the proportion of sensitive attribute in population 7r . Let P (A / R) be 

the conditional probability that the respondent belongs to A given that his/her 

reported response is R. R is said to be jeopardizing W.r.t A if 

P(A/R»7r 

andjeopardizingw.r.t B(=Ac) if 

P(BIR»l-7r. 

(2.7.1) 

(2.7.2) 

Or in words, if the posterior probability of a classification increases, given that the 

observation makes response R , then R is jeopardizing w.r.t that classification. 

A more clearer and natural measure for different levels of jeopardy is clearly based on 

p( AI R) and P(B / R), and are defined as 

g( R,A) = P(R/ A)P(R/ B) (2 .7.3) 

and 

g(R,B) = P(RI B)P(R/ A) . (2.7.4) 

Having a look at (2.7.3) and (2.7.4), one may think that g is not a function of 7r, in 

fact it is so but P (A / R) and P (B / R) establish the design levels of jeopardy with 

each response. The maximum of g(R,A) and g(R,B)over the possibleR's in a 

given design procedure establish the maximal possible jeopardies that can be 

encountered from different point of view for that design. 

For choosing the design among the competent ones the idea is to first approximate the 

maximal levels in terms of g(R,A) andg(R,B), that are consistent with ethical and 
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practical cooperation for any respondent. Then among those competent designs the 

design with least variance should be accepted. Leysieffer and Warner (1976) also 

discussed the general dichotomous-population-dichotomous-response model that help 

in comparison among models such as the symmetric model of Warner (1965) and the 

unrelated question model of Greenberg et. al. (1969), w.r.t. jeopardy consideration. 

2.7.3 Bhargava and Singh (2002) Jeopardy Functions 

Bhargava and Singh (2002) also discussed the jeopardy functions for Warner 

(1965) model and did its comparisons with two strategies. The first strategy was as 

constructed by Mangat and Singh (1990) {see Section (2.3.4) }and the second strategy 

was as constructed by Mangat (1994). 

Mangat (1994) presented a method in which each of the n respondents, selected with 

SRSWR, is instructed to say "yes" if he/she belongs to the sensitive group A. If 

he/she does not belongs to the sensitive group A, then the respondent is instructed to 

use the Warner's (1965) randomization device. The rest of the procedure is same as 

was given by Mangat and Singh (1990). 

An unbiased estimator of 1[ in this case is therefore given by 

. J~)-(l-P' ) 
1[MGT - (2.7.5) 

where P3 the proportion of the sensitive character, is represented in the randomized 

response device and [ : ) is the observed proportion of "yes" answers, obtained from 

the n respondents selected with SRSWR. 

Then we have the variance of 7TMGT as follows 

v ( 7T MGT) = 1[ (1-1[) + (1-1[) (1- P3) . 
n P3 

(2.7.6) 

From the point of view of variance reduction this model is better than both Warner 

(1965) and the Mangat and Singh (1990) models. But jeopardy functions should also 

be given their due rules in efficiency comparison. Now we present the jeopardy 

functions as developed by the Mangat (1994). 

Considering the Warner (1965) model we have the design probabilities as follows: 

p(y/ A) = P(n/ B) = PI' (2.7.7) 
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P(nl A) = P(yl B) = 1- PI ' (2.7.8) 

From (2.6.16) and (2.6.17), and using Was the index for jeopardy function of 

Warner' s (1965) model, we have 

g (y IA)_P(yIA)_---.!?L 
w - P(yIB) - I - PI ' 

(2.7.9) 

P(nl B) PI 
gw(nIB)= ( ) =-. 

P nl A 1- PI 
(2.7.10) 

Here PI > 0.5 identifies that "yes" and "no" as jeopardizing for A and B 

respectively. Let kl and k2 be the maximal allowable values of gw (y I A) and 

gw (nl B). If kl = k2 = k , say maximization of gw (y I A) and gw (nl B) leads to a 

d · . h PI k k eSlgn WIt ( ) = ,or PI =--. 
1- PI k+ 1 

If, however, kl '" k2 as gw (yl A) = gw (nl B) , different upper bounds for them 

cannot be attained simultaneously. In that case if, without loss of generality, kl < k2• 

one should choose the design such that 

kl 
PI = kl +1' 

(2.7.11) 

Hence (2.6 .20) is the optimal choice for design parameter (PI)ofthe Warner' s (1965) 

model. With this choice the minimum variance of the Warner' s (1965) estimator is 

(2.7 .12) 

2.7.4 Comparison: Keeping in View the Jeopardy Function of Mangat and Singh 

(1990) with Warner (1965). 

We have the design probabilities, in case of Mangat and Singh (1990) strategy 

as follows: 

P(yl A) = P(nl B) = T +(I-T)p2' 

P ( n I A) = P (y I B) = (1 - T) (1 - P2)' 

(2 .7.13) 

(2.7.14) 

Now recalling that Laysieffer and Warner (1976) proposed the natural measure of 

jeopardy carried by the response R about A and B respectively. These measures are 

as follows 
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(RI A) - P(RI A). (R I B) _ -,-1---,-
g - P(RIB ' g - g(RIA) 

(2 .7.15) 

These measures are used as jeopardy function in the Bhargava and Singh (2002). 

Using (2 .7.13), (2.7.14) and (2.7.15), we present the jeopardy function for Mangat and 

Singh (1990) strategy as given by 

T+(I - T)p2 
gl(yIA)= (I-T)(I - P2)' 

and 

assures that "yes" and "no" are jeopardizing for A and B respectively. 

(2.7.16) 

(2.7.17) 

(2.7.18) 

If we proceed in the same manner as in case of Warner's model , one should design 

that 

kl (l-T)-T 
P2 = (I-T)(I+kl)' 

(2.7 .19) 

Therefore the optimal choice of the design parameter (P2) for Mangat and Singh 

(1990) strategy, and the resulting minimum variance is lfMG1' is given by 

(2.7.20) 

Looking at (2.7.1 2) and (2 .7.20), we observe that both are equally efficient at same 

level of privacy protection. 

2.7.5 Comparison: Mangat (1994) Strategy with Warner's (1965) Model 

Let us consider the Mangat (1994) strategy, in which the design probabilities 

are given by 

P(yl A) = 1, 
P(nl A) = 0, 

P( y IB)=I-P3' 

P(nl B) = P3' 

(2.7.21) 

Using (2 .7.15) and (2.7.2 1), the j eopardy functions for Mangat (1994) are given by 
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(2.7.22) 

and 

(2.7.23) 

and P3 > 0 indicates that "yes" and "no" are jeopardizing W.r.t A and B respectively. 

Here we note that g2 (yl A) is finite but g2 (nl B) is infinite, which indicates that 

there is no jeopardy in a "no" answer. Therefore we can take maximal limit for 

g2 (y I A) as k1 • It gives the optimal choice of the design parameter (P3) for Mangat 

(1994) strategy. That is 

(2.7.24) 

Now we have the following theorem. 

Theorem 2. 1. The variance in (2.7.24) is always lesser than the Warner's strategy 

(1965) when compared at the same level of privacy protection for the respondents, 

g2 (nl B) being infinite. 

Proof 

We know that at equal level of privacy protection the Warner's (1965) strategy can be 

proved to be less efficient than Mangat (1994) strategy ifand only if 

v ( ii MGT ) < V ( ii ) . 

Using (2.7.12) and (2.7.24), we have 

(1- 1( ) (kl - 1 t < kl (kl - 1 r ' 
which reduces to 

(1 -1() <~ . 
kl -1 

Since k) is greater than unity, so (2.7.26) will always hold. 

(2.7.25) 

(2.7.26) 

In the end we restate that, amongst the three strategies Mangat and Singh (1990), 

Warner's (1965) and Mangat (1994), Mangat and Singh (1990) strategy is found to 

be equally efficient as Warner's (1965) strategy, but Mangat (1994) is found to be 

most efficient. It is also reaffirmed that all comparisons are done at the same level of 

privacy protection. 
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Chapter 3 

A NEW MIXED RANDOMIZED RESPONSE MODEL 

3.1 Objectives of the Proposed Model 

In this chapter we propose a new mixed randomized response model, with the 

intention of offering more confidentiality to the respondents, and more efficient 

estimate of the population proportion of the sensitive characteristic X, when 

comparing the proposed model with the Kim and Warde (2004) model and implicitly 

with Moors (1971) model. 

Before continuing with the proposed model we bring to light the following frail 

point/demerit in the Kim and Warde (2004) model. 

V(i ) 
I. In model, it is stated that the PRE = ( ~M ) x l 00 is independent of the 

V 7rKW 

sample size n. But on changing the values of n one may easily observe that 

PRE changes and shows that it is dependent on n. 

We shall also prove that proposed model is better than the Kim and Warde (2004) 

model and Moors (1971) model. Moreover, we intend to make the two devices as 

similar as possible, by replicating the same pair of statements in the two devices with 

just the difference in the selection probabilities of the statements. By doing so we can 

promise the respondent that there is no easy way to identify that which device the 

respondent has used. 

3.2.1 The Proposed Model 

We now present a new mixed randomized response model that will further 

curtail down the variance of estimation of the proportion of a sensitive attribute in the 

population. 

Let a random sample of size n be selected using simple random sampling with 

replacement. Each respondent in the sample is instructed to answer an innocuous 

question "I possess the innocuous characteristic Y". 

If the answer to the initial direct question is "yes" then respondent is instructed to go 

to randomization device R1 , where RI consists of two statements, (i) "I belong to 
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sensitive group" (ii) "1 belong to the innocuous group", with respective probability 

PI and (1- PI)' If the answer to the initial direct question is "no" then respondent is 

instructed to go to randomization device R2, where R2 cons ists of the same pair of 

statements as in RI but with respective probability P2 and (1 - P2)' In order to offer 

privacy to the respondents they are not required to tell that which randomizing device 

they have used. Let n l and n2 be the number of respondents using RI and ~ 

respectively, such that (nl + n2 ) = n . 

Note that the respondents coming to RI have reported a "yes" to the initial direct 

question therefore try = 1 in RI . Denote by XI the probability of "yes" from the 

respondents using RI • Then 

(3.2 .1 ) 

An unbiased estimator for the true prop0l1ion of the sensitive trait X is as follows 

(3.2.2) 

where XI is the sample proportion of "yes" response from the randomizing device 

The variance of 1l'pro(l) is given by 

From (3.2.1), we have 

XI (I-XI) = PI 7r +(1- PI) -[P/f +(1- PI)T 

= PI (I-7r)[PI7r +(I- PI)]. 

By (3.2.3) and (3.2.4), we get 

A (I-7r)[PI7r +(I-PI)] 
V(7rpro(I)) = . 

nlPI 

(3.2.3) 

(3.2.4) 

(3.2.5) 

Note that the respondents using R2 are reporting a "No" to the initial direct question 

therefore try = 0 in ~. Denote by X 2 the probability of "Yes" from the respondents 

using ~ , which is given by 
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(3.2.6) 

An unbiased estimator for the true proportion of the sensitive trait X is as follows 

(3.2 .7) 

where X 2 is the sample proportion of "yes" response from the randomizing device 

IS· 
The variance of i pro(2) which is given by 

(3 .2.8) 

From (3.2.6), we have 

X 2 (1- X 2) = P27r - (P27r)2 (3.2.9) 

Substitution of (3.2.9) in (3.2.8), we get 

~ 7r(1- P27r ) 
V(7r pl'o(2») = 2 ' (3.2.10) 

n2P2 

Now we shall pool the two estimators using weights, and shall optimize the weights 

to minimize the variance of the weighted estimator 7rpro ' 

where d, and d2 are weights such that d, + d2 = I. 

The variance of i pro is given by 

(3.2.12) 

Minimizing(3.2.12)w.r.t d;; (i=1,2). 

we get the optimum values of d; as given by 

and 
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Substituting the optimum values of d, and d
2 

in (3.2.12), we get the minimum 

variance as follows 

(3.2.13) 

where P2 = _1_ due to use of the Lanke's (1975), who derived a value of Po which 
2-M -

ensures that Simmons ' and Warner' s methods offer equal confidentiality to 

respondents. The value of P2 is as under 

Now we do the percent relative efficiency (PRE) comparison of the proposed 

estimator irpro with the moors (1971) estimator, (irM ) and Kim and Warde (2004) 

estimator (irKW )' Let us define the PRE of the ir pro compared to irM , as follows 

(3 .2.14) 

Let us define the PRE of the irpro compared to irKw , as follows 

(3.2.15) 
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Now in coming chapters we will numerically examine the properties of percent 

relative efficiencies given in (3.2.14) and (3.2.15). 

3.2.2 Testing the Hypothesis of Truthful Reporting 

Now we test the hypothesis of completely truthful reporting versus less then 

completely truthful reporting. For this purpose, we rewrite the proportion of "yes" 

from the two devices used in a form incorporating the probability of truthful 

reporting. Let probability of truthful repol1ing is denoted by T , where 0::;; T ::;; 1. 

It is assumed that 

i. The probability of truthful reporting is different for the two devices because of 

the inherent variability in the respondents of two devices. Let T; and r; be the 

probability of truthful response in the first and second devices respectively. 

II. Respondents do not lie about the innocuous trait Y; they may lie for X (the 

sensitive trait). However further work may be thought of assuming less then 

completely reporting even for the innocuous trait. 

Note that the respondents coming to RI have reported a "yes" to the initial direct 

question therefore tfy = 1 in RI • Denote by X; the probability of "yes" from the 

respondents using RI , which is given by 

(3.2.16) 

An unbiased estimator for the true proportion of the sensit ive trait X is as follows 

(3.2.17) 

where i: is the sample proportion of "yes" response from the randomized response 

The variance of i~rOP(I) is given by 

From (3.2.14), we have 

X; (1 - X;) = PI 7fT; + (I - PI) - [PI 7fT; + (1- PI) r 
= PI (1 - T; 7f ) [1- PI (1- T; 7f) ]. 
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Therefore an unbiased estimator of Jr is given by 

(3.2.20) 

Note that the respondents using R2 are reporting a "no" to the initial direct question, 

therefore Jr y = 0 in ~. Denote by X; the probabi I ity of "yes" from the respondents 

using ~, which is given by 

(3.2.21) 

An unbiased estimator for the true proportion of the sensitive trait X is as follows 

A * 
A* X2 

Jr prop(2) = T· 
P2 2 

The variance of ir ~rop(2) is given by 

Now we formu late the weighted estimator for Jr , as given by 

A* d A* d A* d d 1 
Jr prop = 3 Jr prup( l) + 4 Jr prop(2)' 3 + '4 = . 

Theorem 3.1. The estimator ir ~rop is an unbiased estimator of Jr . 

Proof 

We find the expectation of ir~rop as follows 

E(ir ~rop) = d3E (ir prUp(I») + d4E (ir prOp(2» ) 

= (d3 + d4 )Jr 

E(ir~rop) = Jr . 

(3.2.22) 

(3.2.23) 

(3.2.24) 

(3.2.25) 

Now (3.2.25) shows the unbiasedness of ir ~rop • However the variance of ir ~rop will 

be greater then that of ir pro, because the former is built under less then completely 

truthful reporting and some variation will be introduced due to estimation of T (the 

probability of true reporting in either device). 

Theorem 3. 2. The variance of the estimator ir ;,I'OP is given by 
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Proof 

We find the variance of ir ;Jrup as follows 

(3.2.26) 

Using (3.2.26) we find the optimum values of d3 and d4 under the constraint 

d
b. 

3 =--=d3 (say) 
a+b 

d • a • 4 =1-d3=--= d4 (say), 
a+b 

[
(1-7;7r)[ 1- PI (I-7;7r) J) _ (7r (1 - P27rI;)) 

where a = 2 and b - 2' 

~A7; ~AI; 

Substituting the optimum values of W3 and w4 in (3.2.26), we get the minimum 

variance as follows 

(3.2.27) 

From (3.2.13) and (3.2.27), we can clearly see that 

V (ir ~rop) ~ V ( ir pro) for 0 s T s I. 

The two variances will coincide when 7; = T2 = I . 

Now we will proceed to test the hypothesis of completely truthful reporting versus 

less then completely truthful reporting. 

Note that if 7; = I; = I , (3.2.15) and (3.2.19) become 

X; = PI 7r + (1- PI)7ry = PI 7r + (1- PI) ' 
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and 

X; = P27r + (1- P2)7ry = P2 7r + (1- P2) = P27r· 

We can test that whether the probability of truthful reporting is one or less than one in 

first randomizing device, by testing 

Ho : ~ = 1 vs HI : ~ < 0 which is equivalent to testing 

This hypothesis can be easi ly tested and the associated critical region is 

where za l 2 is the alii quintile point of the standard normal distribution. 

Similarly we can test that whether the probability of truthful reporting is one or less 

than one in second randomizing device by testing 

Ho : Tz = 1 vs HI : T; < 0 which is equivalent to testing 

This hypothesis can be easily tested and the associated critical region is 

3.2.3 Estimating the True Probability of Truthful Reporting. 

Now one may be interested in estimating the true probability of truthful 

reporting when using the two devices. That is to say one may want to estimate ~ and 

Tz the respective probability of truthful reporting in the population belonging to the 

two random devices. 

From equation (3.2.14) we construct an unbiased estimator of ~. 

(3.2.28) 

where X~ is the sample proportion of "yes" response from the randomizing device 
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The variance of r; is given by 

(3.2.29) 

Similarly the estimator for T; is obtained from (3.2.19) as follows 

~ . 
T~ - X2 

2 - • (3.2.30) 
P27r 

The variance of T2 is given by 

V(T2)= V(X;~ =X; (I-X~) =T2(1-P27rT;). 
(P27r) n2 (P27r) n2P27r 

(3.2.31) 

Note that all the variance equations built so far can easily be estimated from the 

sample statistics. 
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Chapter 4 

A NEW MIXED STRATIFIED RANDOMIZED 

RESPONSE MODEL 

4.1 The Need for Stratification 

Up till now, in previous chapters we have been discussing the randomized 

response strategies in simple random sampling scheme. However many researchers 

have discussed the randomized response techniques in stratified random sampling, 

probability proportional to size sampling etc. Therefore we present our proposed 

model in stratified sampling scheme. 

The need for stratification may arise due to heterogeneity in the population with 

respect to sensitive variable. For example a sensitive variable may be more sensitive 

for young persons in the population and may be less sensitive for matured persons. 

That is to say the behaviors of respondent must be tamed by reasonable technique of 

controlling the unidirectional heterogeneity. 

4.2 Stratified Proposed Model 

Now we introduce our proposed model in stratified random sampling. The 

methodology proceeds as follows: 

Let a uni-variate heterogeneous population is stratified in h (h = 1,2, .. ...... , L) 

mutually exclusive and collectively exhaustive L strata. Interviewer put a direct 

question "I am a member of an innocuous trait group Y " to each respondent in these 

h stratum. If the respondent in N" stratum answers "yes" to the direct question then 

he is instructed to go to random ization device R"I consisting of the statements (i) "I 

belong to sensitive group" and (ii) "I belong to the innocuous group", with respective 

probability Q" and 1- Q". If the answer to the initial direct question is "no" then 

respondent is instructed to go to randomization device R"2 consisting of the same pair 

of statements as in Rill but with respective probability P" and 1- p". In order to offer 

privacy to the respondents they are not required to tell that which randomizing device 

they have used . Let mil denote the stratum size of N" stratum. Let m"l denote the 
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number of respondents reporting "yes" to the initia l direct question and let m"2 

denote the number of respondents reporting "no" to the initial direct question also 

denote by n the total sample size. As we know that the population is dichotomized 

(and so is the sample, consequently) with respect to the innocuous trait so there are 

two portions of the sample one of those possessing the innocuous trait and other don ' t 

k N" 

possessing it, then we have n = I mil = I (m"l +m"2) ' For convenience we use L = 2. 
" =1 j= 1 

TABLE 1: Stratified Sampling Scheme. 

Response to the Stratum I Stratum II Total 

initial direct question Respondents 

Yes 

No 

Total respondents n 

Assuming completely truthful reporting, the proportion of "yes" responses from the 

randomizing device Rill will be 

(4.2.1) 

where Y" is the proportion of "yes" in N" stratum, Jr" is the proportion of respondents 

possessing the sensitive trait in N" stratum, Jrl " is the proportion of respondents with 

the innocuous trait in N" stratum and Q" is the probability of selection of the 

sensitive question in N" stratum. 

Note that the respondents using R"I have already reported a "yes" to the initial direct 

question so for these respondents Jrl/, is equal to one. Therefore we may rewrite 

(4.2.1) as follows 

Y" = Q"Jr" + (1- Q,,). (4.2.2) 

This yields an unbiased estimator of the population proportion Jr" 

Ii pl'O(a") = ~, - (1- Q" ) , for h = 1, 2, ........... , L, 

Q" 
(4.2.3) 
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where ~, is the sample proportion of "yes" responses in N" stratum and llpru(a") is the 

sample proportion of respondents possessing the sensitive attribute in N" stratum. 

Utilizing the fact that ~, is distributed as binomial random variable that is 

~, : B (m"I ' ~,) , it is easy to prove that i pro(a") is an unbiased estimator of 1£" . 

The variance of i pro(a") is given by 

_ (1- 1£" ) [Q"1£,, + (1- Q" ) ] _ V ( ) 
- - HI say. 

m"IQ" 
(4.2.4) 

Assuming completely truthful reporting, the proportion of "yes" responses from the 

randomizing device R"2 will be 

where X" is the proportion of "yes" in N" stratum, 1£" is the proportion of 

respondents possessing the sensitive trait in N" stratum, 1£1" is the proportion of 

respondents with the innocuous trait in N" stratum, and P" is the probability of 

selection of the sensitive question in the N" stratum. 

Note that the respondents using R"2 have already reported a "yes" to the initial direct 

question so for these respondents 1£1" is equal to zero. Therefore we may rewrite 

(4.2.5) as follows 

(4.2.6) 

This yields an unbiased estimator of the population proportion 1£" 

i pro(bh) = X", for h = 1,2, ........... , L. 
P" 

(4.2.7) 

where X" is the sample proportion of "yes" responses in N" stratum and i pro(bh) is the 

sample proportion of respondents possessing the sensitive attribute in N" stratum. 

Utilizing the fact that X" is distributed as binomial random variable that is 

~ 

X" : B (m"2' X,,) , it is easy to prove that i pro(b") is an unbiased estimator of 1£" . 

45 



The variance of ir pro(hh) is 

_ nh (1- p"nh ) 

mh2 P', 
(4.2.8) 

As we know that m h = mh' + m h2 , therefore m h2 = m h - mh' • So (4.2.8) becomes 

(4.2.9) 

Now we shall pool the two estimators using weights to formulate an unbiased 

estimator of n H' and shall optimize the weights to minimize the variance of the 

weighted estimator ir proCh) • 

ir proCh) = dh' ir pro(oh) + d h2 ir pro(hh) such that dill + d h2 = 1. (4.2.10) 

It can be shown that the proposed estimator ir proehl is unbiased estimator of n, and its 

variance is given by 

V(irpro(h)) = V[t, ir pro(ah)+t2 irprO(bh)] 

_ 2 [(I-nh )[ Q"n" +(1- Q,,) J) 2 (n"p" [1- p"n,,]) - (, + tz 2' 
m",Q" mh2 P', 

(4.2.11) 

where we let V H , and V H2 be the variances of ir pro(a") and ir pro(hh) respectively and (, 

and (2' defined in (4.2.12) and (4.2.13), are weights such that ('+(2=1. The 

optimum values of (, and t2 are as follows 

(4.2.12) 

and 

( 4.2.13) 

Substitut ing the optimum values of (, and t2 in (4.2.11), we get the minimum 

variance as follows 
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(4.2.14) 

Keep in mind that we are concentrating (for convenience) on two stratums, now we 

present an unbiased estimator of 1f as follows: 

(4.2.15) 

Now the variance of irplIO is as follows 

Now from (4.2.14) we put the optimized values of the V(irPIIO(I») and V(irPRO(2») 

( 4.2.16) 

Now let 

Now we know that the following equalities hold in our model such that 

Then substituting all these values in (4.2.16), we get 

(4.2.17) 

As we know that ml and m2 are unknown, but if some information about them is 

available than we can optimize the V(irPIIO ) W.r.t. ml, 

we get 

cO(a3n - a3m21 +a4m21)+mll(al-a2) 
~= , 

cOa3 + a l 
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where 

Also the optimum value of m2 can be obtained after subtraction by assuming a 

feasible value of m , that is to say we can use the equality m 2(opl) = m - ml(opl)' 

Now we shall compare, numerically, the proposed stratified model with the Kim and 

Warde (2004) stratified model. 
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Chapter 5 

POPULATION BASED VIRTUAL RESULTS 

5.1 Introduction 

In this chapter we instigate a virtual analysis of the proposed model over the 

existing model specifically we show the efficacy of our proposed model, in estimation of 

the proportion of sensitive qualitative variable over Kim and Warde (2004) and Moors 

(1971) model. 

5.2 Descriptive Statistics of the Data Sets considered, under Truthful Reporting 

Atmosphere. 

We have chosen the following data sets for companson purposes. We have 

displayed here the comparison study on two different sample sizes n = 100,500. Consider 

the value of nl and n2 first. We have considered nl from its minimum value to the 

maximum because there is a restriction in Kim and Warde model (2004) that it is 

inefficient than the Moors (1971) model if nl is smaller. With this point of view, we 

proceed to check whether our proposed model can counterattack this restriction that is to 

say, can it work even if this restriction is not valid? In Data Set 1 through Data Set 20, the 

values of PI and P2 are chosen to be 0.1 for n = 100 for the reason that we want to 

inquire to how much extent such a high privacy protection can raise the efficiency of the 

model. Then in Data Set 21-40, we study n = 100 case for moderate value of PI and P2 

choosing PI = 0.5 and P2 = 0.6 (see appendix for data). 

5.3 Efficiency Comparison of the Proposed Model with Competing Models. 

Now we present the PRE comparisons of the three competitive models 

considered under completely truthful reporting atmosphere, that is to say we proceed to 

compare the following three estimators 

i) 1c M : the unbiased estimator of 1'C , developed by Moors (1971). 

ii) 1cKW : the unbiased estimator of 1'C, developed by Kim and Warde (2004). 
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iii) ir pro: the unbiased estimator of lr , we propose under completely truthful 

reporting. 

We use the following expressIOn for companson 

PRE = V(i) x 100 1 2 3 d 1 2 3 ~ 
I J V (j) , i = , , an j = , , lor i < j, 

where V(1) = V(irM),V(2) = V(irKW ) and V(3)=V(ir pro ) ' 

TABLE 5.14 PRE of competitive models in Data Set 1- 20 

Data Set PRE'2 PRE, 3 PRE23 

83.9800 21857.0 26024.0 

2 91.6300 19963.0 21785 .0 

3 153.870 11543.0 7501.80 

4 233.000 7333.80 3147.40 

5 916.330 1229.90 134.220 

6 100.950 127830 12662.0 

7 110.460 117940 10676.0 

8 190.000 7396.40 3892.9.0 

9 296.870 5197.90 1750.90 

10 1610.10 2009.90 124.830 

11 84.8500 8960.80 10560.0 

12 93.0400 8383 .00 9010.00 

13 162.820 5815.10 3571.40 

14 260.510 453l.l 0 1739.30 

15 2003 .90 2669.40 133.200 

16 69.3100 7879.00 11367.0 

17 75.9100 7309.40 9627.90 

18 131.690 4777.80 3627.90 

19 208.160 3512.00 1687.10 

20 1316.90 1676.60 127.310 
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TABLE 5.15 PRE of competitive models in Data Set 21- 40 

Data Set PRE, 2 PRE' 3 PRE23 

21 81.640 669.59 820.13 

22 85.960 625.33 727.40 

23 112.410 428.59 381.25 

24 132.850 330.23 248.56 

25 180.420 187.60 103.98 

26 100.670 448.50 445.51 

27 107.140 435.00 406.00 

28 150.000 375.00 250.00 

29 187.500 345.00 184.00 

30 294.110 301 .50 102.51 

31 86.1800 337.83 391 .99 

32 92.6400 340.81 367.86 

33 138.970 354.04 254.76 

34 185.290 360.66 194.64 

35 358.630 370.26 103.24 

36 85.6000 352.01 411.21 

37 91.5300 347.05 379.17 

38 132.210 325.02 245.83 

39 169.980 314.00 184.72 

40 290.210 298.03 102.69 
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TABLE 5.16 PRE of competitive models in Data Set 41- 60 

Data Set PREI2 PREI3 PRE23 

41 82.629 5187.6 6278.1 

42 89.991 4726.8 5252.5 

43 109.99 3786.4 3442.5 

44 164.98 2375.8 1440.0 

45 490.05 504.35 102.92 

46 100.18 3111.0 3105.4 

47 109.76 2893 .8 2636.6 

48 136.36 2450.8 1797.2 

49 214.29 1786.2 833.54 

50 885.83 904.43 102.10 

51 84.323 2207.1 2617.4 

52 92.799 2108.8 2272.5 

53 116.75 1908.3 1634.5 

54 190.48 1607.5 843.90 

55 1175.0 1208.4 102.84 

56 73 .176 2050.8 2802.6 

57 80.348 1928.3 2400.0 

58 100.43 1678.4 1671.1 

59 160.70 1303.4 811.11 

60 787.72 805.98 102.32 

61 81.331 539.69 663.57 

62 88.163 524.57 595.00 

63 106.40 493.71 464.00 

64 154.29 447.43 290.00 

65 382.84 386.02 100.83 

From all of the above tables we conclude that ic KW presented by Kim and Warde (2004) 

is inefficient than Moors (1971) when nl is comparatively much smaller than n2 • Now 
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when we compare ir M and ir pro ' we see that, numerically, is always efficient 

than ir M • Also, numerically, ir pro is always efficient than ir KW . 

5.4 Comparison of the Data Sets considered, under Stratified Random Sampling, 

Truthful Reporting Atmosphere. 

Now we present the PRE comparisons of models considered under completely 

truthful reporting atmosphere, in stratified random sampling atmosphere, that is to say we 

proceed to compare the following estimators, 

1. irKW : The unbiased estimator of Jr, developed by Kim and Warde (2004), under 

stratified random sampling scheme. 

11. ir PRO: The unbiased estimator of Jr, we propose under completely truthful 

reporting under stratified random sampling scheme. 

It is mentioned here that following notation is used for comparison. 

P V(irKW) 
REKW IPRO = ~ xl00. 

V(JrpRO ) 

Table 5.20 PRE of competitive models in Data Set 66-73 

Data Set PREKW IPRO 

66 435 .6596 

67 255.8372 

68 170.2432 

69 132.2454 

70 204.8046 

71 156.4602 

72 126.9052 

73 113.6408 

We note that the proposed estimator irpRO ' serves better than Kim and Warde (2004) 

estimator ir KW ' in stratified random sampling as well. We have used sample size of 200 

only because it is understandable that increasing the sample size will make our estimator 

more and more efficient. 
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5.5.1 Real Life Survey in Simple Random Sampling Scheme 

In order to check the practicality of our proposed model we conducted a real life 

survey. The main aims of our survey was 

• To check the practicality of our proposed model 

• To derive an estimate of the proportion of non tax-payers in the middle 

class portion of the society. 

• To compare the population based/ survey based results with the simulated 

results. 

Our target population was all the middle class residents of Islamabad we therefore 

sampled different residents belonging to middle class. Gender of the respondents was 

also recorded so as to be utilized in stratified random sampling. All the n = 500 

respondents were first asked the innocuous question "Were you born in first three months 

(i.e. January, Feburary, March) of the calendar year?" if the answer was yes they were 

directed to go to RI and if the answer was no then to R2 . 

We selected the sensitive question to be "Are you Non-payer of the income tax?" and the 

innocuous question to be "Were you born in first three months (i :e Jan, Feb, Mar) of the 

calendar year?". Note that the innocuous question is chosen in such a way that 7l"1 is 

approximately 0.3, we assumed 7l" = 0.40. 

As we have to use two randomization devices we define RI as follows: it consists of 52 

playing cards with 26 cards having the sensitive question and 26 having the innocuous 

question. Similarly define R2 as a randomization device having 50 cards with 33 cards 

having the sensitive question and 17 having the innocuous question. We obtained the 

following results 

Table 5.23 Results of the Survey. 

Gender Number of Yes Responses 

Male 

Female 

Total 

190 

113 

303 

54 

Number of No Responses 

73 

124 
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Under simple random sampling scheme, in our survey design PI = 0.5 , P2 = 0.66 , 

7r1 = 0.3 , 7r = 0.4. As far as the matter of the value of nl (the number of respondents 

using the first randomization device) is concerned, one may see that respondents use RI if 

they say "yes" to the initial direct question. We have devised the innocuous question in 

such a way that 7r1 = 0.3 , where 7r1 is the proportion of respondents possessing the 

innocuous trait in the population. Since nl is a random variable, consequently the 

expected value of nl IS gIven by E(nl ) = n(7rI) = 500(0.3) = 150, and 

E(n 2 ) = 500-150 = 350. 

Now using (3.2.5), we get 

(1-7r )[PI7r +(1- PI )J 
VI = = 

(1- 0.4)[ (0.5)( 0.4) + (1- 0.5) J 

( )() 
= 0.0056. 

n,PI 150 0.5 

Similarly using (3.2.10) we get 

7r(I- P27r) 0.4[I-(0.4)(0.66)J 
v2 = = () = 0.001275 . 

n2P2 350 0.66 

Now using (3.2.11), an unbiased estimate of the proportion of the Non-Tax payers 

amongst the middle class portion of the society is given by 

~ XI-(1-PI) [(303)(0.3)1150J-(1-0.5) 
where 7rpro(l) = = ( ) =0.212, 

PI 0.5 

~ X2-(I- P2) [(303)(0.7)/350J-(1-0.66) 
and 7r pro(2) = = = 0.4030. 

P2 0.66 

Recalling that the optimum weights are given by 

WI = v2 = 0.001275 = 0.1845 
VI + v2 (0.0056 + 0.001275) 

and 

W
2 

= _V_I _ = 0.0056 =0.8145 . 
VI +V2 (0.0056+0.001 275) 

ipro = w l ipl'O( l ) + w 2i pro (2) = (0.1845)(0.21 2)+(0.8145)(0.4030) = 0.3673. 
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Finally using (3.2.13), we get the variance of the proposed estimator, i pm' as follows 

( 
~) VIV2 (0.0056)(0.001275) 

V 7r . = = = 0.001038. 
P'O min VI + V2 [0.0056 + 0.001275] 

(5.5.1) 

Now we will compare these results with the simulated results and check for compatibility 

of the results. When we put PI = 0.5 , P2 = 0.66, 7r1 = 0.3 , 7r = 0.4 , in the simulation 

formula, we get the value of proposed variance as follows 

(5.5.2) 

Comparing (5.5.1) and (5.5.2) we can see that there exists closeness between the 

population based results and simulations based results. 
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CONCLUSIONS AND RECOMMENDATIONS 

Several procedures and techniques have been used to circumvent the evaSIve 

answer bias and to estimate the parameters of the distribution of the sensitive study 

variables. Warner, S.L. is the Pioneer of the technique the randomized response sampling 

that deals with circumventing the evasive answer bias. 

We have worked on qualitative sensitive variables. We have introduced a new 

variant in the Kim and Warde (2004) model, and have successfully proposed a new 

model efficient than the Kim and Warde (2004) model. The results are based on 

numerical computation and real life survey however unfortunately due to time constraint 

no real life survey in stratified random sampling scheme has been done. The 

mathematical derivation of the condition, that ensures the efficiency of the proposed 

model over the Kim and Warde (2004) model, is rigorous and cumbersome. Therefore 

such a condition has not yet been derived, but host of simulations and real life survey is 

backing up. 

We have also worked in the less than completely truthful reporting but it has been 

assumed that the respondents may lie about the sensitive study variable but not the 

innocuous variable. 

This is strongly felt that a real life survey under stratified random sampling 

scheme may be easily done. Moreover the mathematical condition ensuring the 

applicability of the proposed model may be derived. 

It is also perceived that the situation where respondents may lie about the 

innocuous variable as well as the sensitive variables may be done. 
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Note: All data sets are hypothetical and are conceived in accordance with the situation 

involved. 

Descriptive statistics, under Simple Random Sampling using Truthful Reporting 

Atmosphere. 

Table 5.1 Descriptive Statistics for Data set 1- 5 

Parameters Data 1 Data 2 Data 3 Data 4 Data 5 

n 100 100 100 100 100 

nl 
10 50 70 99 

n2 
99 90 50 20 1 

PI 0.1 0.1 0.1 0.1 0.1 

7r 0.2 0.2 0.2 0.2 0.2 

7r1 0.3 0.3 0.3 0.3 0.3 

Table 5.2 Descriptive Statistics for Data set 5- 10 

Parameters Data 6 Data 7 Data 8 Data 9 Data 10 

n 100 100 100 100 100 

nl 
1 10 50 70 99 

n2 
99 90 50 20 1 

PI 0.1 0.1 0.1 0.1 0.1 

7r 0.5 0.5 0.5 0.5 0.5 

7r1 0.5 0.5 0.5 0.5 0.5 
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Table 5.3 Descriptive Statistics for Data sel0- 15 

Parameters Data 11 Data 12 Data 13 Data 14 Data 15 

n 100 100 100 100 100 

nl 
1 10 50 70 99 

n2 
99 90 50 20 1 

PI 0.1 0.1 0.1 0.1 0.1 

1( 0.7 0.7 0.7 0.7 0.7 

1(1 
0.7 0.7 0.7 0.7 0.7 

Table 5.4 Descriptive Statistics for Data set 15- 20 

Parameters Data 16 Data 17 Data 18 Data 19 Data 20 

n 100 100 100 100 100 

nl 
1 10 50 70 99 

n2 
99 90 50 20 1 

PI 0.1 0.1 0.1 0.1 0.1 

1( 0.6 0.6 0.6 0.6 0.6 

1(1 0.2 0.2 0.2 0.2 0.2 
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Table 5.5 Descri tive Statistics for Data set 21- 25 

Parameters Data 21 Data 22 Data 23 Data 24 Data 25 

n 100 100 100 100 100 

n, 1 10 50 70 99 

n2 
99 90 50 20 

p, 0.5 0.5 0.5 0.5 0.5 

7r 0.2 0.2 0.2 0.2 0.2 

7r, 0.3 0.3 0.3 0.3 0.3 

Table 5.6 Descriptive Statistics for Data set 26- 30 

Parameters Data 26 Data 27 Data 28 Data 29 Data 30 

n 100 100 100 100 100 

~ 1 10 50 70 99 

n2 
99 90 50 20 1 

p, 0.5 0.5 0.5 0.5 0.5 

7r 0.5 0.5 0.5 0.5 0.5 

7r, 0.5 0.5 0.5 0.5 0.5 
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Table 5.7 Descriptive Statistics for Data set 31- 35 

Parameters Data 31 Data 32 Data 33 Data 34 Data 35 

n 100 100 100 100 100 

n, 1 10 50 70 99 

n2 
99 90 50 20 1 

p, 0.5 0.5 0.5 0.5 0.5 

7r 0.7 0.7 0.7 0.7 0.7 

7r, 0.7 0.7 0.7 0.7 0.7 

Table 5.8 Descriptive Statistics for Data set 36- 40 

Parameters Data 36 Data 37 Data 38 Data 39 Data 40 

n 100 100 100 100 100 

n, 1 10 50 70 99 

n2 
99 90 50 20 1 

p , 0.5 0.5 0.5 0.5 0.5 

7r 0.6 0.6 0.6 0.6 0.6 

7r, 0.2 0.2 0.2 0.2 0.2 
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Table 5.9 Descriptive Statistics for Data set 41- 45 

Parameters Data 41 Data 42 Data 43 Data 44 Data 45 

n 500 500 500 500 500 

nl 
1 50 150 300 499 

n2 
499 450 350 200 1 

PI 0.2 0.3 0.2 0.2 0.2 

7r 0.2 0.2 0.2 0.2 0.2 

7r1 0.3 0.3 0.3 0.3 0.3 

Table 5.10 Descriptive Statistics for Data set 46- 50 

Parameters Data 46 Data 47 Data 48 Data 49 Data 50 

n 500 500 500 500 500 

nl 
50 150 300 499 

n2 
499 450 350 200 1 

PI 0.2 0.2 0.2 0.2 0.2 

7r 0.5 0.5 0.5 0.5 0.5 

7r1 0.5 0.5 0.5 0.5 0.5 
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Table 5.11 Descriptive Statistics for Data set 51- 55 

Parameters Data 51 Data 52 Data 53 Data 54 Data 55 

n 500 500 500 500 500 

n, 1 50 150 300 499 

n2 
499 450 350 200 1 

p, 0.2 0.2 0.2 0.2 0.2 

1£ 0.7 0.7 0.7 0.7 0.7 

1£, 0.7 0.7 0.7 0.7 0.7 

Table 5.12 Descriptive Statistics for Data set 55- 60 

Parameters Data 56 Data 57 Data 58 Data 59 Data 60 

n 500 500 500 500 500 

n, 1 50 150 300 499 

n2 
499 450 350 200 1 

p, 0.2 0.2 0.2 0.2 0.2 

1£ 0.6 0.6 0.6 0.6 0.6 

1£, 0.2 0.2 0.2 0.2 0.2 
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Table 5.13 Descriptive Statistics for Data set 61- 65 

Parameters Data 61 Data 62 Data 63 Data 64 Data 65 

n 500 500 500 500 500 

nl 1 50 150 300 499 

n2 499 450 350 200 1 

PI 0.4 0.4 0.4 0.4 0.4 

1r 0.6 0.6 0.6 0.6 0.6 

lrl 0.2 0.2 0.2 0.2 0.2 

Descriptive statistics, under Stratified Random Sampling using Truthful Reporting 

Atmosphere. 

Table 5.17 Descriptive Statistics for Data set 66- 69 

Parameters Data 66 Data 67 Data 68 Data 69 

n 200 200 200 200 

m1 
103 103 103 103 

m2 97 93 90 87 

mil 1 50 80 100 

m21 
50 80 86 

~ 0.5 0.5 0.5 0.5 

~ 0.4 0.4 0.4 0.4 

tl 0.6 0.6 0.6 0.6 

t2 0.4 0.4 0.4 0.4 

1r 0.1 0.1 0.1 0.1 

lrSI 0.08 0.08 0.08 0.08 

lrS2 0.13 0.13 0.13 0.13 
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