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Abstract 

We develop the field theoretical tools necessary to understand the compli­
cated structure of nucleonic parton distributions and wave functions. In order 
to parametrize these non-perturbative objects in QeD symmetries imposed 
by parity, time-reversal, and hermitian conjugation are used. After some 
general discussions about the classification of all leading -twist distribution 
functions a special kind of distribution function, which is odd under time 
reversal, is considered. This T-odd distribution function, which was recently 
been shown to be non zero, was recalculated and the results in the literature 
were confirmed. 
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Chapter 1 

Introduction 

It has been a dream of physicists to find a single set of laws which will describe all 

phenomena from the largest galaxies to the smallest atoms and beyond. At present 

physics of the very large scale is governed by Einstein's General Relativity. This theory 

describes accurately the orbits of the planets in our solar system, t he bending of light by 

our Sun , and the behavior of radiation emitted by distant galaxies. On the other hand 

physics of very small scale is thought to be described by the Standard Model. This model 

is well-known for its extraordinarily accurate predictions of the properties of subatomic 

physics. This model consists of three parts. These are electromagnetic, weak and strong 

interactions which are described by their corresponding quantum field theories . In this 

work, we will be mainly concerned with the strong interaction part which is described by 

quantum chromodynamics (QCD) . 

The strong interactions are responsible for the structure of nuclei and the existence of 

certain decay modes. In order to obtain the experimental information about the structure 

of lluclei we need much higher energies and larger momentum transfers to obtain the 

higher resolution. The first series of such experiment to probe the structure of proton was 

initia.ted in the 1960's at SLAC (Stanford Linear Accelerator Centre) and the process was 

called electron-proton deep inelastic scattering (DIS). In 1969 Bjorken reported that the 

scaling property of structure functions in the DIS was expected in the deep inelastic region 
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where the momentum transfer squared q2 and energy transfer v of electrons are very 

large with the ratio q2 Iv kept fixed. Immediately after Bjorken's proposal, experimental 

confirmation was found for it. At this time R. P. Feynman presented his parton model to 

explain Bjorken scaling. In his model he assumed that the projectile electrons scattered 

off almost-free point like constituents inside the nucleon which were called partons. For 

deep inelastic electron-nucleon scatterings, the momentum transfer squared q2 is high 

so that the spatial resolution for observing the target nucleon by the projectile electron 

is high. Thus Bjorken scaling implies that the constituents of the nucleon look almost 

free and point-like when observed with high spatial resolution. Hence, if one accepts the 

parton idea, the dynamics governing the parton system should have the property that the 

interaction between partons becomes weaker at shorter distances. The pal'tons were later 

identified with quarks of Gell-Mann's quark model since experimentally it was suggested 

that their quantum numbers sur.h as charges and spins were practically the same as those 

of quark. 

Searches for quark dynamics were initiated right after the foundation of the parton 

model. All kno n quantum field t heories at that time were surveyed as possible candi­

da.tes for quark dynamics and were shown not to enjoy the above-mentioned property 

that the interaction between quarks gets weaker at shorter distances. Soon after it was 

found that the non-Abelian gauge theories satisfied the desired property which is now 

called asymptotic freedom. This was the main reason that quantum chromodynamics 

(QeD) gained full attention of physicists. The term "chromo" refers to the color sym­

metry associated with this theory. Just like the photon which is an Abelian guage field 

mediating electromagnetic interactions between charged particles in quantum electrody­

namics (QED) , the non-abelian gauge field in QeD mediates color interactions between 

quarks. This non-<tbelian gauge field in QeD is called the gluon as it is responsible for 

binding t.he quarks together. 

In the quark model with color symmetries hadrons appear as colorless states while 
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quarks carry color quantum numbers. It is assumed that only colorless states are physi­

cally realized and hence quarks cannot be observed in isolated states. There is a possibil­

ity of explaining this assumption as a dynamical effect in QeD. In fact serious infrared 

divergences due to massless gluons may be responsible for confining quarks at long dis­

tances. Thus QeD has a desirable property that it enjoys the asymptotic freedom at 

short distances while it has a possibility of quark confinement at long distances. 

The theoretical foundations and extensive experimental tests of the standard model 

in general and QeD in particular are so compelling that the focus is not on testing QeD 

but rather on understanding QeD. According to the property of asymptotic freedom 

of QeD, one may safely use perturbation theory to discuss short-distance physics. But 

for the long distance physics we cannot use it. In the past, t,here were no quantitative 

tools to calculate non-perturbative QeD. Now, however, the combination of theoretical 

tools and experimental probes presently available offers an unprecedented opportunity 

to make decisive progress in understanding how QeD works. In operator product ex­

pansion (OPE) we separate the incalculable non-perturbative physics from the calculable 

perturbative physics. The non-perturbative physics is then grouped into matrix elements 

which can be measured in the experiments. Once fixed , these matrix elements can be 

used to predict the outcome of other experiments. Thus these matrix elementR can be 

used to understand the nucleon structure in terms of its constituents. 

Understanding the structure of the nucleon in terms of the quark and gluon con­

stituents of QeD is one of the outstanding fundamental problems in physics. Deep­

inelastic scattering with charged beams has been the key tool for probing the structure 

of the nucleon. In the naive parton model, the unpolarized structure function is ex­

pressed in terms of a probability density f(x) to find a parton of a specific flavor with a 

certain fraction x of the parent hadron momentum. The underlying probabilistic picture 

for the scattering process relies on the fact that the constituents in a hadron boosted to 

the infinite momentum frame behave as collections of noninteracting quanta due to time 
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dilation. With polarized beams and targets the spin structure of the nucleon becomes 

accessible. We can relate the spin structure function of the nucleon in terms of different 

parton distributions from which we can extract the information about the spin of the 

nucleon in terms of its constituents. These parton model results arise as a lowest order 

term in the expansion in the coupling constant and inverse power of the hard momentum 

transfer of QCD factorization formulas. Now I shall describe briefly the contents of this 

dissertation. 

In chapter 2, I used the deep inelastic scattering (DIS) process to describe the factor­

ization of perturbative and non-perturbative physics, parton distribution functions and 

operator product expansion (OPE). DIS process is an excellent choice for developing the 

field theoratical background necessary to understand the ways by which we can extract 

information about the structure of the nucleon in QCD. 

Chapter 3 is devoted to the construction of the wave function. Since the noninteract­

ing massless QeD lagrangian respects the conformal symmetry, we can realize it as an 

approximate symmetry. Therefore, using conformal expansion, we construct the p-meson 

wave function at the leading twist. This will be the main result of chapter 3. 

In Chapter 4, I will construct the leading twist parton distribution fuctions using the 

parity and time reversal invariance. Particularly, I shall concentrate on Sivers distribution 

function which is odd under time reversal. As time reversal is a symmetry of QCD this 

T-odd distribution function is apparently zero in light cone gauge where the gauge link 

operator between the quark fields becomes unity. But this result changes if we consider 

a gauge link in some other gauge. So I recalculated the Sivers distribution function in 

the Feynman gauge and found it to be non-zero, a fact which was discussed recently in 

the literature. 
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Chapter 2 

Deep Inelastic Scattering 

It is convenient to start from deep-inelastic scattering (DIS) to illustrate the field­

theoretical definitions of quark (and antiquark) distribution functions. We will describe 

the parton model, which was the first candidate to describe the Bjorken scaling observed 
c' 

in DIS. We then present the formal field theoretical apparatus required to describe the 

short distance behaviour. This is operator product expansion( OPE). 

2.1 Kinematics 

In DIS a lepton is scattered off a hadron at very high energy. The final state of this 

process is a scattered lepton and a complicated hadronic state. We will consider the 

inclusive lepton-nucleon scattering( see Fig. 2.1)1 

l(f) + N(P) ~ l'(f') + X(Px ), (2.1.1) 

where X is some undetected hadronic final state with ~)~rffiij~~mp1~jntum Px . 

will use the following notation: ~. f~~ . -, ~~ t.>-'"' ', . ....., ~ ~ . ~, It 

\ Q - ,' \ "\'~ 
M(mt) = nucleon (lepton) mass. \ ~ . \. ... \ . \< ~ r:; 

~
.o 

-' Jt> c ,," 
. (J/'ele nce_.~ 

We 

1 the dominance of one photon is assumed. 
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p 

Figure 2-1: Deeply-inelastic scattering 

S(SI) == spin four-vector of the nucleon (lepton). 

f(E,i)== lepton four momentum. 

For a given incident energy E, two kinematic variables are needed to describe the 

reaction (2.1.1). They can be chosen among the following in-variants (unless otherwise 

stated, we neglect lepton masses): 

v -

XB 

y 

_q2 2: 0, 
p.q 

M' 
Q2 

2Mv' 
p.q 
p. f' 

where e is the scattering angle. Since the nucleon is the lightest state with baryon number 

1, therefore baryon number conservation implies that the invariant mass of the final state 

Mx = J(P + q)2 must be larger than M. This gives the range of the Bjorken variable 

Also using the target rest frame, we obtain the range of the lepton energy loss y -
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(E - E') IE as 

o < E' < E=>O < Y < 1. 

At leading order in electromagnetic coupling, the S-matrix elements for the reaction(2.1.1) 

are gIven as 

The currents Ji and J;: are the usualleptonic and hadronic currents, respectively. Recog­

nizing that there are no photons in either external state and that the two currents are 

fundamentally different allows us to seperate the matrix elements as 

with 

(OIT(A (x)Av(Y))IO) = J d4
k ( -igJ1.~) e-ik.(x-y). 

J1. (27r)4 k2 + 'lc 
(2.1.4) 

Now using the operator identity 

(2.1.5) 

alongwith (2.1.4) and doing integration over x, Y and k, we get 

(2.1.6) 

Using (2.1.6), inclusive DIS cross-section can be written as2 

(2.1. 7) 

2 see the cross-section formu la in Appendix A. 
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where the leptonic t.ensor L,w is defined as (lepton masses are retained here), 

(2.1.8) 

and the hadronic tensor WflV is 

H/ /1V = ~ L J (d;;x (2n)4 64 (P + q - Px ) (PS IJfl(O)1 X) (X IJV(O) I PS) . 
4n 2n 2Ex x 

(2.1.9) 

Writing the delta function as 

61\ (P + q - P ) = J ~ei€'(P+q-Px) 
x (2n)1\ ' (2.1.10) 

and using the identity (2 .l.5), Eqn.(2.1.9) becomes 

(2.1.11) 

Note that in (2.1.8) and (2.1.9) we summed over the final lepton spin se' but did not 

average over the initial lepton spin Se, nor over the nucleon spin S. Thus we are describing, 

in general, t he scattering of polarized leptons on a polarized target, with no measurement 

of t.he outgoing lepton polarization. In the target rest frame, (2. 1.7) reads 

d 2 E' 
(J _ O!em L vV/lV 

dE' dO - MQ4 E flV , (2.1. 12) 

where dO = d cos ed<p. 

The leptonic tensor L,w can he decomposed into a symmetric and antisymmetric part 

Hilder /.L - 1/ interchange 

(2.1.13) 
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and, computing the trace in (2.1.8), we obtain 

If the incoming lepton is longitudinally polarised, its spin vector is 

s~ = ~el", Ae = ±1, 
me 

and (2.1.14b) becomes 

L (A) - 2 ' f)P a p.v - /\eCp.vpal:- q . 

(2.1.14a) 

(2.1.14b) 

(2.1.15) 

(2.1.16) 

Note that the lepton mass me appearing in (2.1.14b) has been cancelled by the denomi­

nator of (3.1.15). In contrast, if the lepton is transversely polarized, i.e s~ = S~L..L' no such 

cancellation occurs and the process is suppressed by a factor mel E. 

We split the hadronic tensor wp.v as 

(S ) ( ) . (A) ( ) w, .... = WI' ''' q,P +2WI'''' q;P,S. (2.1.17) 

Hermiticity, parity invariance3 and current conservation imply the following constraints 

on t.he form of the hadronic tensor vvp.v: 

[Hermiticity] => (Wp.v)* = Wvp., (2.1.18) 

[Parity invariance] => Wp.v (q; P, S) = wp.v (ij ; P, -5) , (2.1.19) 

[Current conservation] => qP.Wp.v = qVWp.v = 0, (2.1.20) 

where the ti lde four-vectors are defined as ijp. = (qO, -q). These relations allow us to 

3see Appendix C. 
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deduce the tensor structure of "VIlli as 

W~~) = ( -gJlU + q~;u ) FI(x , Q2) 

+ (PJl - Pq~ q qJl) (PU - Pq~ q qU) P ~ q F2 (X, Q2) , (2.1.21a) 

(2.1.21b) 

where F I , F2 and G1 , G2 are real and dimensionless structure functions of the nucleon. 

If nucleon mass is not important, F's and G's being dimensionless cannot depend on 

dirnensionful va.riable Q2 and one might expect that scale invariance holds in asymptotic 

(Bjorken) limit I/,Q2 ~ 00 with XB = 2~;u fixed. Using (2.1.13) and (2.1.17), the cross­

section (2.1.12) can be written as 

(2.1.22) 

The unpolarized cross-section is then obtained by averaging over the spins of the incoming 

lepton (se ) and of the nucleon (8) and reads, 

da
unp 

= ~ ~ ~ ~ da = a;.m E' L(S) WJlu(S). 
dE'dn 2 L..,. 2 L..,. dE'dn M Q4 E JlU 

Sr. S 

(2.1.23) 

Taking the direction of the incoming lepton to be along z-axis we have, 

EJl - E(1, 0, 0,1), 

eJl - E'(1,sin8,O,cos8). (2.1.24) 

Then using equations (2.1.14a) and (2.1.21a), we obtain the unpolarised cross-section (as 

a function of x and y) , 

, (1 _ 7r0 em S ,2.. 2 Xyll'l 2 d 1t'n.p 4 ,2 { ( ~ 52) } 
dE'dn - QI\ xy FI (x , Q ) + 1 - y - -S- F2 (x, Q) , (2.1.25) 

12 



spin plane 

y 

l 

... x 

L ~z 
lepton plane 

Figure 2-2: Lepton and Spin planes. The lepton plane is taken here to coincide with the 
xz plane. 

where s = (.e + p)2. 

Differences of cross-sections with opposite target spin probe the antisymmetric part 

of the leptonic and hadronic tensors, 

(2.1.26) 

In the target rest frame the spin of the nucleon can be parameterized as (assuming 

lSI = 1), 

SJ1. = (O,S) = (O,sin,Bcoscp,sin ,Bsincp,cos,B), (2.1.27) 

where,B is the angle between Sand .e (see Fig.2.2.). Inserting (2.1.16) and (2.1.21b) 

in Eqn. (2.1.26) with the above parameterization for the spin, we get the cross-section 

asymmetry, 

da( +S) _ da( -S) = A 47l'a:;m [ G ( Q2) S Q 

dxdydcp dxdydcp f. Q4 Y 1 X, co fJ 

+ 2~X y!l=Y {yG1 (x, Q2) + 2G2 (x, Q2) sin,B cos cp}] .(2.1.28) 

Note that the term containing G2 is suppressed by one power of Q. This makes the 

measurement of G2 quite a difficult task. For a longitudinally polarized nucleon (i.e 
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(3 = 0), DIS depends only on G I . If it is transversely polarized (i.e (3 = ~) the sum of 

Gland G2 is measured. 

2.2 The Parton Model 

In the parton model the photon is assumed to scatter incoherently off the constituents 

of the nucleon (quarks and antiquarks). Currents are treated in free field theory and any 

interaction between the struck quark and target remnant is ignored. The hadronic tensor 

WJlI/ is, then represented by the handbag diagram shown in Fig.2.3 and by inserting the 

current jJl = VryJl'l/J, one obtains in the tree approximation 

WJlI/ = 1 2 J d
3
p X J d

3
/'i, J d4 

k 
471' ~ eq 

;; (271' )32Ex (271') 32Ex; (271') 4 

x [(PS i'l/Jj(O)i X) (fJl)jk (0 l'l/Jk(O) I /'i,) (/'i, i'l/Jl(O)i 0) ('"'()li (X l'l/Ji(O) I PS) 

+ (0 i'l/Jk(O) i /'i,) (fJlhi (PS l'l/Ji(O) I X) (X i'l/Jj (0) iPS) (-t)jl (X l'l/Jl(O) 1 0)] 

(2.2.1) 

where 2:= includes the summation over the number of particles populat ed the final states 
x 

as well as their quantum numbers, 2:= is a sum over flavours and eq is the quark charge 
q 

in the units of e. We define the quark-quark correlation matrix <'Pij(k, P, S) as 

(2.2.2) 

Using (2.1.5,2.1.10) and the completeness of the I X ) states this matrix can be re­

expressed as 

(2.2.3a) 

In the same way for antiquarks we have, 

(2.2.3b) 
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p p 

Figure 2-3: The so-called hand bag diagram. Also the diagram with opposite fermion 
flow has to be added. 

Using the above definitions, the hadronic tensor becomes, 

(2.2.4) 

To simplify the presentatio for the moment we consider only quarks, the extension to 

anti-quarks being rather straightforward. 

In order to calculate WJLV, it is convenient to use a Sudakov parametrization4 of the 

four-momenta at hand. We introduce the null vectors pJ.L and nP satisfying, 

p2 = n2 = 0, p . n = 1, n + = P - = 0 (2.2.5) 

and work in a frame where the virtual photon and the proton are collinear. The proton 

is taken to be directed along the positive z direction (see Fig.2.4) . In terms of pJ.L and nJ.L 

the proton momentum can be parameterized as 

(2.2.6) 

,1 sec Appendix A. 
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q p 
e lepton plane 

Figure 2-4: The ,. N collinear frame. Note our convention for the axes. 

The momentum of the virtual photon can be written as 

(2.2.7) 

where we are implici tly ignoring terms O(M2/Q2). Finally the Sudakov decomposition 

of the quark momentum is, 

(2.2.8) 

In the parton model one assumes that the handbag diagram contributes to the hadronic 

t.ensor is dominated by small values of k2 and ki. This means that we can write kJ.l 

approximately as 

The on-shell condition of the outgoing quark then implies 

(2.2.10) 

that is klL ~ :£ BpIL. Thus the Bjorken variable XB = Q2/2Mv is the fraction of the 

10llgitudinal momentum of the nucleon carried by the struck quark: x B = k+ / P+. 
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Returning to the hadronic tensor (2.2.4) the identity 

(2.2.11) 

allows us to split WJ.lV into symmetric (8) and anti-:symmetric (A) parts under J.L ~ /J 

interchange. Let us first consider W~~) (i.e., unpolarized DIS): 

W(S) = 
J.lv 

From (2.2.7) and (2.2.8) we have kJ.l + qJ.l ~ (P . q)nJ.l and (2.2.12) becomes 

(2.2.13) 

Introducing the notation5 

(r) - J (~:~4 8 (XB - ;:) Tr[fQ?] 

- J ~~ei>'X (P8 11f;(O)f1f;(An)I P8), (2.2.14) 

where r is a Dirac matrix, W~~) is written as 

W~~) = ~ L e~ [nJl (rv) + nv ('J.I) - 9J.1vnP (,p)] . (2.2.15) 
q 

We now have to parametrize (, J.I), which is a vector quantity containing information on 

the quark dynamics. At leading twist, i.e., considering contibutions O(P+) in the infinite 

momentum frame, the only vector at our disposal is pJ.L ~ pJ.I (recall that nJ.l = 0(1/ P+) 

5 w here An = (0, ~-, O.L) ' 
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and k" ~ xpi.L ). Thus we can write 

(2.2. 16) 

where f(x) is the qua.rk number density. T his will become clear later on (see Sec.2.4). 

From (2. 2.16) we obtain the following expression for f( x ), 

f(x) = _ 1_ J d)" ei>.x (PS I-i/;(Oh+'l/J()..n)I PS). 
2P+ 27r 

(2.2.17) 

Inserting (2.2. 16) into (2.2.15) yields 

w~~) = ~ L e~ [n/.lPI/ + nl/P/.I - 9/.11/] fq( x ). (2.2.18) 
q 

Structure functions Fl and F2 can be extracted from (2 .1.21a) as 

FI (X,Q2 ) (2.2.19a) 

(q;2)2 [FI (x, Q2) - 2~ F2 (x, Q2)] . (2.2.19b) 

Comparing (2.2.19a,2.2 .19b) and (2.2.18) we obtain the Callan-Gross relation[l] along 

with t he ~caling (i ,e., F's are independent of Q2 ) 

(2 .2.20) 

which is the well-known parton model expression for t he unpolarized structure functions, 

rest.ricted to quarks. In order to complete the discussion, we introduce the antiquark 

distribution functionli using (2 .2.3b) as 

(2.2.21) 

(j these were not considered in the above discussion. 
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Including Jq (x), the structure functions become 

(2.2.22) 

2.2.1 Polarized DIS in the Parton Model 

Let us turn now to polarized DIS. The parton-model expression of the antisymmetric 

part of the hadronic tensor is 

(2.2.23) 

with kf.1. :::::: X13pi~ this becomes, using the notation (2.2.14) 

e2 

W (A) _ p ~ q / a 5) 
f.1.V - -cf.1.vpan L "4 \', . (2.2.24) 

q 

At leading twist the only pseudovector at hand is sa = P.'N / M)pa and (fa ,5) is para-

metrized as 

(2.2.25) 

Here g(x), given explicitly by, 

(2.2.26) 

is the helicity distribution of the quarks. Inserting (2.2.25) in (2.2.24) , we find 

(2.2.27) 

Comparing with the longituuinal part of the hadronic tensor (2.1.21b), which can be 

written as 

W(A) - \ P ac ( Q2) f.1.v ,/ong - -/\Ncf.1.vpan PIX, . (2.2.28) 
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We obtain the usual parton model expression for the polarized structure function G1 

(2.2.29) 

Again, antiquark distributions gij should be added to (2.2.29) to obthin the full parton 

modeL expression for G 1 

G1(X) = ~ L e; [gq(x) + gij(X)]. (2.2.30) 
q 

We have defined the parton distributions in the naive parton model. In QeD, in order 

to make these distributions guage invariant, a path ordered link operator, 

(2.2.31) 

where P denotes path-ordering, must be inserted between the quark fields. How this link 

is introduced, will be discussed in the chapter 4. In the light cone gauge A+ = 0, by 

choosing an appropriate path, this gauge link can be reduced to unity. T he important 

lesson we learned in this section is that, at leading twist, only longitudinal polarization 

contributes to DIS. 

2.2.2 Probabilistic Interpretation of Distribution Functions 

Distribution functions are essentially the probability densities for finding partons with 

a given momentum fraction and a given polarization inside a hadron. We shall now see 

how this interpretation comes about from the field-theoretical definition of quark (and 

antiquark) distribution functions presented above. 

Let us first decompose the quark fields into "good" and "bad" components: 

(2.2.32) 
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where 

(2.2.33) 

The usefulness of this procedure lies in the fact that "bad" components are not dynam­

ically independent . Using the equation of motion (il/J - m)1/J = 0 and light cone guage 

A + = 0 this can be shown as: 

using (-y+)2 = (-y-)2 = 0 the above equation becomes 

multiplying by ,+ from the left, we get 

(2.2.34) 

Thus "bad" components can be eliminated in favour of "good" components and terms 

containing quark masses and gluon fields. Since in the P+ -+ 00 limit 1/J+ dominates over 

1/J _, the presence of "bad" components in a parton distribution function signals higher 

twists. Thus using the relations 

1/J, + 1/J - V21/J ~ 1/J +, 

1/J'+'51/J - V21/J~ '51/J+, 

the distribution functions can be expressed as, 

f(x) - J 2);7r eixP
+C (PS 11/J~(O) ,tP+(O,~-,O)1 PS), 

g(x ) J 2);7r eixP-I-c (PS 1 1/J~(Oh51/J+(O,~-,O) 1 PS). 
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Inserting a complete set of intermediate states {I n)}, f( x ) can be written as 

f(x) = ~ L 1 (n 11/1+(0) 1 Ps) 12 {; (P: - (1 - x)P+) . 
n 

(2.2.37) 

Here, L denotes the sum over all the quantum numbers of the state In) and integration 
n 

over d3p n' Eqn. (2.2.37) clearly gives the probability of finding a quark of longitudinal 

momentum x = k+ / P+ inside the nucleon irrespective of its polarization. 

For the polarized distribution g(x ), we use the projector7 p± = ~(1 ± 'l) arid obtain 

g( x) = ~ L {; (P: - (1 - x) P+) 
n 

X { I(n Ip+1/I+(0) I PS)1
2 - I(n Ip-1/I+(0) 1 PS)12}. (2.2.38) 

Hence, g( x) represents the number density of quarks with helicity + minus the number 

density of the quarks with helicity - (assuming the parent nucleon to have helicity +). 

2.3 Operator Product Expansion 

In previous sections, we have implicitly used the hadronic tensor as 

(2.3.1) 
a 

where fa iT is the probability of finding a parton of type "a" in our nucleon target T and 

w~:v is the scattering tensor for a partonic 'target' of type "a" . The sum extends over all 

parton species, spin and momentum. 

Equation (2.3 .1) is a mathematical expression of the physical separation of scales in 

our process. It states that the full amplitude can be factorized into a product of two 

7 see Appendix B. 
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parts. The functions faiT' describing the probability of finding various partons within our 

target, called parton distribution functions , are nonperturbative in nature. These objects 

are related to soft , low-energy physics and do not depend on the specific scattering 

process. On the other hand, the partonic scattering tensors w~v are expressed entirely in 

terms of the fundamental degrees of freedom in QCD and can in principle be calculated 

in perturbative theory. These are associated with the hard, high energy physics of the 

scattering and donot depend on the target we consider. This separation between hard 

and soft physics is called factorization. FUrthermore, this separation is independent of 

the target. Since the target dependence of the amplitude, 

(2.3.2) 

is contained entirely within the external states, it is natural to ask whether or not we 

can strip these states away and express factorization as an operator relation. This idea 

was first introduced by Wilson in 1969 [2] and has been used extensively in deep inelastic 

scattering and other perturbative QCD processes. 

The fundamental idea of OPE is that for large Q2 the integral in (2.3.2) has support 

only in the region of small z. This means that our amplitude receives contributions only 

from regions in which the operator product jjJ. j V is nearly local, whi.ch suggests a kind of 

Taylor expansion of the operator j!1.( z ) about z = O. In this way, we express the product 

of operators as an infinite series known as an Operator Product Expansion (OPE). 

For the product of two currents separated near the light cone, the expansion is three­

fold. Primarily it is a twist expansion in which twist-2 contributions are leading whereas 

the higher twist terms are suppressed by powers of 1/Q2. Each term in the twist ex­

pansion contains an infinite number of local operators of the relevant twist. Finally 

the coefficients of local operators (Wilson coefficients) are themselves expansions in the 

strong coupling constant. 
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It is convenient to consider the amplitude involving time-ordered products rather than 

products 

T/-LI/ = i J d4ze- iqz (PS \T J/-L(O)JV(z) \ PS) . (2.3.3) 

The relation between (2.3.2) and (2.3.3) can be establish as follows. Consider the tensor 

(2.3.4) 

Introducing a complete set of intermediate states and using the identity (2.1.5), we see 

t.hat it is equal to 

L (PS \JI/(O)\ X) (X \J/-L(O)\ PS) (27r)4 04(q + Px - P). 
x 

The sum extends over all physical states with energy-momentum conservation Px = P-q. 

In the target rest frame qo = v > 0, there is no intermediate state \ X) with energy 

Ex = M - v ~ M which can contribute; thus the above term vanishes. Hence, we can 

write T¥/ll/ as 

(2.3.5) 

where the '",' is meant to remind that this identification is only valid in the physical 

region of scattering, i.e. qo > O. Using the same trick on the tensor T/-LI/, we obtain 

and its complex conjugate 

(T/-LI/) * rv -i J d4z8(_ zO)eiqz \PS I [J/-L(O), JI/(z)]tl PS) 

- -i J d4z8(-zO)eiqz (PS \[JI/(O), J/-L(- z)J\ PS) 

-i J d4 z8(zO)e- iqz (PS \[JI/(O), J/-L( z)J\ PS), 
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which differs from T VI1- only in t he argument of 8 -functioll. Writ ing 

it becomes obvious that 

8 (zO) 

with c(zO) 

c(zo) 

for the symmetric parts and 

1 
"2 (1 + c (zO)) , 

1 for Z O > 0, 

- 1 for Z O < 0, 

for the antisymmetric parts. Decomposing Tl1-v as 

(2.3 .8) 

(2.3.9a) 

(2.3.9b) 

TI1-V _ ( _ gl1-v + q:;V) TI (v, q2) + (PI1- _ Pq~ q ql1-) (pv _ Pq~ q qv) P ~ q T2 (x, Q2 ) 

- p~ q EI1-VPo- qp { So-TI (x, Q2) + (So- - !: ~ Po- ) T2 (x, Q2) } , (2. 3.10) 

we see t hat t he st ructure funct ions associated with W are just 2~ times the imaginary 

part of those associat ed with T . 

Now using Wiele's theorem we can expand the time-ordered product. By inspect ion, 

one can see that singular behaviour occurs only when we contract two quark fields from 

the different currents together to form a propagator. Thus stripping external states from 

(2.3.3) we have8 , 

i J d4ze-iqzT [JI1-(O)JV(z )] 

- i J d4 z d
4

k 8( -zO) ei(k-q) ' Z e2 'l/J(Oh/~i ,,('l/J(z ) + { 
(27r)4 ~ 

8The replacements (fJ- ~ 1/ & q ~ - q) for second term is true only for diagonal matrix elements. 
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Here we have dropped the summation over q and will retain it at the end. Using 

i = 11 - if) ~ (82 + 2q . i8) n 

j, _ ifll q2 ~ q2 
Yl If n=O 

and integrating by parts (2.3.11) becomes 

i J d4ze- iqzT [J1'(O)JV(z )] 

_ Jd4 z d
4
k 8(_i O)ei(k- q).z 

(27r)4 

?,b(Oh" (Ii ~;il) t, Cq· ~2- aT '"("?,b(z) + { 

Integrating over k and z we obtain the expansion 

(2.3.12) 

J-L +--t V } . (2.3.13) 
q +--t - q 

i J d'ze-iq'T [J" (O)J"( z )] ~ 'flO) {t, -I" CilQ"; Ii) -( Cq· i~2- (2)" 
+ __ ( (if)Q~ fi) II' (-2q .~~ - 8

2

) n} 'ljJ( z) , (2.3.14) 

involving only local operators. Since the operator 82 cannot compete with Q2 in the 

Bjorken limit, so we can safely neglect this term. Using (2.2 .11) and rearranging, we 

arrive at 

i J d4ze-iq
,
zT [JI'(O)JV(z)] 

2 (I~O Ql'qO)(Vf3 qVq(3);"n7'( '8 '8 ) (2q .i8)nnJ'(23 ) - Q2 !J + ---cJ2 9 + Q2 ~ 'f/ '/, 01 f3 + '/, (310 Q2 'f/. .15 

00 

- ~2 (g"" + q~n ~' *n C~2ia) n ?,b 
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(2.3.17) 

(2.3.18) 

(2.3.19) 

Here) a primed summation indicates that only even or odd numbers are summed over, de­

pending on whether the sum starts with 0 or 1. Contracting with qJ.L) we immediately see 

that (2.3 .15)) (2.3.16) and first term in (2.3.17) is automatically gauge invariant. How­

ever) (2.3.18)) (2.3.19) and the second term in (2.3.17) does not satisfy this condition. To 

see why, let us imagine taking diagonal hadronic matrix elements of our expression. Since 

the operators on right-hand-side do not have any intrinsic dependence on qJ.L ) Lorentz in­

variance requires all their vector indices to be carried by the hadronic momentum pJ.L 

and all their axial indices to be carried by spin SJ.L. This implies that (2 .3.18) will be­

come zero(). After taking the matrix element the nonvanishing gauge dependent piece in 

(2.3.17) will have following form 

(2.3.20) 

In the Bjorken limit) this tensor must vanish since S(3 is parallel to P(3. The last term 

vanishes by the equation of motion 10 • 

Now that we have taken care of electromagnetic gauge invariance) it is natural to 

consider chromodynamic gauge h1Variance. As it stands) none of the operators on the 

right-hand-side of our expansion are gauge-invariant. The reason for this is very simple­

we are working only to leading order in QCD. To maintain explicit gauge invariance) 

we can introduce a gauge link in-between the two remaining fields. The effect of this 

procedure is a simple replacement of all partial derivatives with covariant derivatives. 

Vbecause (2.5 .18) is antisymmetric in vector indices. 
IOwliich to the order a.t which we work, is simply if; = O. 
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Stripping away the factors of qJ.l, we see that our expansion involves local operators of 

the form 

(2.3.21) 

This n-index tensor can be separated into several disjoint pieces. For our purpose leading 

contibution comes from that piece which consist of a tensor with highest spin. This can 

be achieved by symmetrizing and removing the traces of (2.3.21). With this view, we 

define 

O~IJ.l2 · ··J.ln 1i;, .. y<J.l1iDI-L2 . .. iDJ.ln)'ljJ, 

O~IJ.l2·· · I-Ln _ 1i;-y<I-L1iDI-L2 . .. iDI-Lu),s'ljJ. 

In terms of these operators, we can write our expansion as 

(2.3.22) 

(2.3.23) 

(2.3.24) 

This is the desired expansion of the product of two electromagnetic currents in terms 

of an infinite series of local operators. Removing trivial kinematical factors, a general 

operator of spin s and mass-dimension m appears in our expansion appears as 

(2.3.25) 

Taking the matrix element with momentum P such that 2S~q = x~ we see that the 

contribution of this operator is suppressed by Qm-s-2. Since it governs the suppression 

of these operators, the twist 

t=.m-s (2.3.26) 
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is of great importance. A look at equations (2.3.22) and (2.3 .23) tells us that t he twist 

of the operators in our leading expansion is (n - 1) + 3 - n = 2. Hence these operators 

are not suppressed in t he Bjorken limit. 

To see the relation between our expansion (2.3.24) and tl e structure functions of 

(2.3.10), we must take forward matrix elements of 0 and (5 in t erms of pure numbers: 

(P IO~lJl2" 'Jlnl P) _ 2anP(Jll ... pJ1-n), 

( P 1(5~lJl2" 'Jln I p) - 4anM S(J1.1 ... pJ1.n) . 

In this way, we arrive at 

Relating scalar matrix elements with quark dist ributions as 

J dxxn
-

1 f(x) 

- ~ J dx d>' ei>.xxn - 1 (PS 1'ljJ(0) [0; >.n] 'rfo'ljJ(>.n) IpS) 
2 27r 

- U dX ~~ ( (L~ r' ei AX
) (PS 1",(0) [0; Ani ji"' (An) 1 PS) 

- ~ J dx d>' ei>.x (PS 1'ljJ(0) [0; >.n] 'rfo ((n . iDt- 1
) 'ljJ(>.n) IpS) 

2 27r 

(2 .3.27) 

(2.3.28) 

(2.3.29) 

(2.3.30) 

(2.3.31) 

~ (PS 1'ljJ(O)'rfo(n . i1Jt- l'ljJ(O) IpS) , (2.3.32) 

where we have ignored a surface term. Performing the same manipulations for the po-
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larized distribution and comparing with (2 .3.27) and (2.3.28), we see that 

J dxxn- 1 f(x) - an, (2.3.33) 

J dxxn- 1 g(x) - an· (2.3.34) 

Substituting these expressions into (2.3.29), (2.3.30), and (2.3.31), switching the order of 

summation and integration, and re-summing, we arrive at 

T1(I/,Q2) J dx x
2 

1 -- f(x) + (XB -+ -XB), 
X XB XB - X 

(2.3.35) 

T2(1/, Q2) - J dx 2 1 -2x f(x) - (XB -+ - XB), 
X XB - x 

(2.3.36) 

Sl(I/,Q2) J dx 1 (2.3.37) - -x g(x) - (XB -+ -XB). 
X XB - X 

At this point we are free to take imaginary partsll and obtain the physical structure 

functions 

F2 (x) 1 ""' 2 [ - ] F1(x) - 2XB ="2 L eq fq(x) + fq(x) , 
q 

(2.3.38) 

G1 (x) ~ 2: e~ [gq(X) + gij(X)]. (2.3.39) 
q 

Note that here we have introduced the antiquarks. Their inclusion does not significantly 

alter the derivation above. 

11 use the identity 

where P represent the principal part of the integral. 
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Chapter 3 

Conformal Invariance in QCD 

One of the main goals in QCD is to understand the non-perturbative aspects of this 

theory. In this chapter I describe a way of parametrizing these non-perturbative effects 

in a covariant and gauge-invariant way: the "meson wave functions" or "light cone dis­

tribution amplitudes of meson". By definition, "wavefunction" is the matrix element of 

gluon and quark operators on the light cone between the vacuum and a light meson. 

To compute a whole non-perturbative function seems an impossible task. Therefore 

the "conformal expansion" is used (it is like a partial-wave expansion, but referred to 

the conformal invariance of QCD). Within this expansion the renormalization-scale de­

pendence is also controlled. To understand the conformal expansion we will review the 

conformal group and its transformation of fields. 
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3.1 Structure of the Conformal Group 

3.1.1 Conformal Group 

The conformal group is defined by the co-ordinate transformation x -t x ' , for which the 

metric tensor remains invariant up to a scale factor, 

(3.1.1) 

The set of these transformations manifestly forms a group, and it has the Poincare group 

as a sub-group, since the latter correspond to the special case A(x) = 1. Conformal 

transformations preserve the angle between any two vectors. 

Now, we investigate the consequences of the definition (3.1.1) on an infinitesimal 

transformation 

(3.1.2) 

The metric, at first order in c, changes as follows 

OXO ox(J 
9J1.v -t 9~v(X') = O~'J1. ox'v 9o(J(X) 

- 9J1.v(x) - (oJ1.CV + OVcJ1.) + 0(c2
). (3.1.3) 

The requirement that the transformation be conformal implies that 

(3.1.4) 

where h(x) = 1 - A(x). Multiplying the above equation by 9iJ.V(X) , we get 

2 
2 O.C = d h(x) =? h(x) = 'd0'c, (3.1.5) 

where d is the dimension of the space. By applying op on Eq.(3.1.4), permuting the 
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indices and taking a linear combination, we arrive at 

(3.1.6) 

Upon contracting with gJ.LV this becomes 

(3.1. 7) 

Applying Ov on this expression and 02 on Eq. (3.1.4) we find 

(3.1.8) 

Finally contracting with gJ.LV, we end up with 

(d - 1)02 h(x) = O. (3.1.9) 

Using Eqs.(3.1.4) - (3.1.9) we can derive the explicit form of conformal transformations 

in d dimensions. 

First, if d = 1, the above equations do not impose any constraint on the function 

h(x), so any smooth transformation is conformal in one dimension. The notion of angle 

does not exist in this situation . The case d = 2 is relevant only for statistical mechanics 

and string theories, so we will not discuss it. 

Now consider the case d ~ 3. Eqns (3.1.9) and (3 .1.8) imply that oJ.LOV h(x) = 0 (i .e., 

the function h(x) is at most linear in co-ordinates) : 

(3.1.10) 

where A and BJ.L are constants. If we substitute this expression into Eq.(3 .1.6) , we see 

that oJ.LOVcp is constant, which means that cJ.L is at most quadratic in the co-ordinates. 
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We therefore write the general expression 

(3.1.11) 

with cJ.LVP = cJ.Lpv. Now we can treat each power of co-ordinate separately, as constraints 

(3.1. 4) to (3.1.6) holds for all x. 

Constant Term (aJ.L ): 

This term is free of constraint and correspond to an infinitesimal translation i.e., 

(3.1. 12) 

Putting this term (CJ.L = bW7 x(7) in Eq.(3.1.4), we get 

(3.1.13) 

Writing bJ.Lv as a sum of symmetric and antisymmetric parts we get 

(3.1. 14) 

where a = ~b~ and mJ.Lv = - m VJ.L ' The first term represents an infinitesimal scale 

transformation, whereas the 2nd term is an infinitesimal rigid rotation, i.e 
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(dilation) , 

(rigid rotation). 

(3.1.15) 

(3.1. 16) 



Quadratic Term ( CJi.Vp XVxP ) : 

Putting this term (£Ji. = cJi.VpXVxP) in Eq.(3.1.6), we get 

(3.1.17) 

applying oJi.OV on the quadratic term, we get 

(3.1.18) 

Putting this in Eq.(3.1.17) and arranging indices we obtain 

where bJi. == ~c~Ji. and the corresponding infinitesimal transformation becomes 

(3.1.19) 

which bears the name of special conformal transformation (SCT) . 

The finite transformations corresponding to above infinitesimal transformations are 

given as 

x'Ji. = xJi.+aJi. (translation) , 

x 'Ji. eQ x
'
1- ( dilation) , 

x' 11- - M~xv (rigid rotation) , (3.1.20) 

x 'l1-

x Ji. - bJi. x 2 
(SeT) . -

1 - 2b .x + b2x 2 

The first three equations in (3.1.20) have a simple interpretation, whereas the last one 

36 



has not. To understand it, we can write it as 

(3.1.21) 

Thus , the SeT is nothing but a translation, preceded and followed by an inversion 

( 
/l- Xl" ). X ---t X2 I.e., 

x/l- (x/l- - b/l-) 
x/l- (inversion ~ x 2 ( translation) , 

~ "-----"-+, x 2 - 2b . x + b2 

Now we will see how the fields transform under conformal transformations. 

3 .1.2 Behavior of Local Fields under Conformal Transforma-

tions. 

Consider an arbitrary function of the space-time point P. In a given coordinate system, 

where P is located at x /l- , this function will be denoted by f (x/l-); in another where P is 

at xl/l- it will be written as f I (Xl /l-) . For infinitesimal transformation, the change in the 

function will be 

8f - f I (Xl) - f( x ) 

8f - f'( X + 8x) - f( x ) 

8f - f I (x ) - f(x) + bx/l-8/l-f I + O(8x 2 ) 

(3.1.22) 
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where we have introduced the functional change at the same x 

oof == f I (x) - f(x). 

In operator form, Eq.(3.1.22) becomes 

(3.1.23) 

Differential Representation: 

We define the generator T of an infinitesimal transformation as 

00<I> = iwT<I> (x) , (3.1.24) 

where w is the parameter of the group. To obtain differential representation Td , we 

suppose that fields are unaffected by the transformation i.e., 0 = 0 and therefore 

(3.1.25) 

Using infinitesimal transformations we can write the differential representation of the 

conformal generators as follows: 

PJ.L - i&J.L (tr anslation) , 

D - ixJ.Lo J.L ( dilatation) , 

LJ.Lv - i(xJ.Lov - XVoJ.L) (rotation), (3.1.26) 

KJ.L - i[2xJ.L X.O - X2OJ.LJ (STC). 
~ 
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These generators obey the following commutation rules which in fact define the conformal 

algebra: 

[D,PJl] - -iPJl 

[D, LJlv] = 0 

[D,KJl] = iK,~ 

[KJl, Pv] = -2i(gJlvD + LJlv) 

[Kp, LJlv] - i(gpJlKv - gPVKJl) (3.1.27) 

[Pp,L,w] = i(gpJlPv - gPVPJl) 

[LJlv, Lpa] = i(gvpLJla + gJlaLvp - gJlpLva - gvaLJlp), 

Representation of the Full Generators of Conformal Symmetry: 

Now fields are also affected by the transformation i.e., 

(3.1.28) 

The generator Tt must be added to the differential part Td [Eqn.(3 .1.23)] to obtain the 

full generator T [Eqn.(3.1.24)] of the conformal symmetry i.e., 

(3.1.29) 

In order to find out the allowed form of these generators, we shall consider the subgroup 

of the conformal group that leaves the point x '= 0 invariant. It consist of conformal 

group excluding space-time translation PJl' Let ~JlV' t::. and KJl be the respective values 

of the generators LJlv, D and KJl at x = 0 i.e., 

(3.1.30) 
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It follows for every element X of the conformal algebra 

where 

X (x, 8) <I>(x) - e(-ixPPp ) (X (0,8) <I>(O)) 

X ' <I> (x) , (3.1.31) 

(3.1.32) 

Using commutation relations (3.1.27), we can translate L/-Lv, D and K/-L to nonzero value 

of x, 

(3.1.33) 

Using these values alongwith the Eqns. (3.1.31) and (3.1.32), we get 

L/-Lv<I> (x) - (i(x/-L8v - xv8~1) + ~/-Lv) <I> (x) 

D<I>(x) (~+ ixV 8v)<I>(x) 

(3 .1.34) 

Generators of the little group form a matrix representation of the reduced algebra 
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[K:p, I: /.LlI] = i(17p/~K:1/ -17pl/K:~) (3.1.35) 

[I:~I/' I:~I/] = i(17l/pI:~CT + 17~CTI:l/p - 17~pI: I/CT - 17I/CTI:~p)· 

If we demand that the field <p(x ) belong to an irreducible representation of the Lorentz 

group, then by Schur's lemmal 6. = il~ I, where l~ is the scaling dimension of the field 

<p(x) and the algebra (3.1.35) forces all the matrices K:~to vanish. Therefore we have 

p~<p(x) - i8~<p(x) 

L~I/<P(x) = (i(x~ol/ - Xl/O~) + I:~I/) <p(x) 

i (xl/Ol/ + l~) <p(x) (3.1.36) 

i (2x~(xl/ol/) - X20~ + 2x~l~ - 2ixl/I:~I/) <p(x ). 

These are the transformation rules for the classical fields . In quantum field theory, we 

have field operators acting on Hilbert space. Therefore transformation rules for quantum 

field operators are2 

[P~, <p(x)] = -io~<P(x) 

[L~I/' <p(x)] (i(xl/o~ - X~OI/ ) - I:~I/) <p(x) 

[D, <p(x)] 

[J{~ , <p(x )] 

-i (xl/ol/ + l~)<P(x) 

-i (2x~(xl/ol/) - X20~ + 2x~l~ - 2ixl/I:~I/) <p(x). 

1 it states that if D is an irreducible representation of the group, and if 

[D ,A] =0, 

then A is multiple of the Identity matrix. 

(3 .1.37) . 

2 using the correspondence between the transformaion of classical fields and the transformaion of the 
mlltix elements of the quantum fi eld operators. 
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3.2 Broken Conformal Invariance 

The unrenormalized QeD-action (with massless quark) does not contain dimensionful 

constants , therefore it should be scale invariant. This can be seen as follows: A field 

operator <1>(x) transforms under scale transformation (x ~ x' = eQx) as 

<1>(x) ~ <1>' (x) = Ut(a)<1>(x)U(a) = exp( -al<I»<1>(e-Qx) (3 .2. 1) 

with U(a) = exp(iaD). For free fields we have the canonical equal time commutation 

relations 

[<p(x,t),cP(y,t)] - io3 (x-y) 

{VJ(x, t), ijJ(y, t)} io3 (x - y) (3.2.2) 

and the scale dimension l<I> is then defined so that the commutation relations (3 .2.2) 

remains invariant under the scale transformation. Transforming the fields in relations 

(3.2 .2) according to (3.2.1) we obtain the so-called canonical scale dimensions , l <I> = 1 for 

scalar fields and l<I> = ~ for spinor fields . We see that the canonical scale dimensions of 

fields coincide with their ordinary dimensions defined on purely dimensional grounds. So 

QeD lagrangian will be transformed as 

o£(x) - £(<1>' (x)) - £(<1>(x)) 

- -a (4 + x . 8) £ 

and the corresponding action integral is scale invariant i.e., 

(3. 2.3) 

(3.2.4) 

Since conformal invariance includes scale invariance and Poincare invariance, arid the 

unrenorma.lized QeD-action is conformally invariant. But this symmetry is broken by 
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two effects: 

1) Quark-mass terms, 

2) Renormalization. 

We will now consider these effects one by one. 

3.2.1 Quark Mass Effect on the Conformal Invariance 

Scale invariance cannot be an exact symmetry of the real world. If it were all particles 

would have to be massless or their mass spectra continuous. Indeed, it follows from 

commutation relation 

that 

or, exponentiating, 

exp(iaD)p2 exp( -iaD) = exp(2a)p2. (3.2.5) 

Acting on a single particle state l p) with four-momentum p (P2 1 p) = p2 1 p)) we get 

p2 exp( -iaD) 1 p) = exp(2a )p2 exp( -iaD) 1 p), (3.2.6) 

I.e. the state exp( -iaD) 1 p) is an eigenstate of p2 with eigenvalue exp(2a)p2 . If we 

assume in addition that the vacuum is unique under scale transformations (that is if scale 

invariance is not spontaneously broken) 

exp( -iaD) 10) =1 0), 

then we conclude that 

exp(-iaD) 1 p) = exp(-iaD)bt(p) 10) = exp(-db)bt(e-Qp) 10), 
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where b t (p) is the creation operator for the cosidered particle with momentum p and 

dimension db' Result (3. 2.7) means that the state exp ( - ia D) I p) is a quantum of the 

same field as the state I p) but with rescaled momentum and therefore by (3 .2.6), all 

particles must be massless or the mass spectrum must be continuous. 

3.2.2 Renormalization Effect on the Conformal Invariance 

It is important to realize that the conformal invariance at the quantum level generally 

does not follow from conformal invariance at the classical level. Scale invariance requires 

that there be no dimensionful parameters whereas the regularization of the a quantum 

field theory is effected by introducing a dimensionful cut-off or dimensionful coupling 

constants in the dimension regularization procedure. Equivalently, an unavoidable renor­

malization procedure necessarily introduces a scale at which the theory is renormalized 

and this breaks scale invariance. 

Consider an operator in massless QCD, which renormalizes multiplicatively, so its 

matrix elements r in 4 - c dimension satisfy the equation 

(3. 2.8) 

where rn(rB ) is the renormalized(bare) Green's function, depending on the renormalized 

coupling constant 9 R (g B) and the renormalization scale J.L , and Z is the renormalization 

constant. The bare Green's function r B is obviously renormalization scale J.L independent . 

Renormalized coupling constant 9 n depends on 9 B, J.L and c. The finite limit for c -4 0 

exists since the theory is renormalizable. Differentiating (3.2.8) and using d~J.LB = 0, we 

obtain 

(3.2.9) 
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where 13 and rr are defined as 

(3.2.10) 

(3.2.11) 

Taking the limit c ~ 0 in (3.2.9) and dropping the subscript R, we obtain the Callan­

Symanzik equation: 

(3.2.12) 

As this matrix element belongs to massless theory, it is an homogeneous function of P 

and /1. So with the rescaled momenta Pi ~ PPi Euler's theorem implies that 

(3 .2.13) 

where ir is the canonical dimension of the operator considered. Thus equation (3.2.12) 

can be witten as 

(3.2.14) 

If we consider the theory at one loop order, f3(g) can be neglected because it starts with 

g3 and we get 

(3.2.15) 

with the solution 

(3.2. 16) 

This equation shows that the theory is scale invariant with canonical dimension ir re­

placed by ir - rr(g) i.e., the operator has gained an extra dimension rr(g) which is 

called the anomalous dimension of the operator. So if the interaction is switched off 
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(i. e., ' r(g) = 0), we get the matrix element which transforms in itself under a dilatation: 

it is the matrix element of a conformal operator. 

So if an operator is renormalized multiplicatively at one loop order, it is conformal if 

the interaction is switched off. Is the converse true? 

Suppose we have a set of operators. A basis which diagonalizes the anomalous dimen­

sion matrix at one loop order is built. From the preceding arguments, we know that this 

basis is made of conformal operators. If we directly build such a basis of conformal oper­

ators (like in the next subsection), almost the same basis of multiplicatively renormalized 

operator is obtained, except if the eigenvalues of the anomalous matrix are degenerate. 

Although conformal operators renormalize almost multiplicatively at one loop order, 

they can mix with the ones which have the same conformal representation. This property 

of conformal operators works also in the leading logarithmic approximation, otherwise 

it would contradict this property at one loop order . The coefficients of the conformal 

expansion of the wave function are matrix elements of the local conformal operators. 

So they are renormalized mutiplicatively, that is why conformal expansion of the wave 

function make sense. 

3.3 Wave Function 

The two point wave function for p-meson is defined as 

(0 ju(x) [x; - xl rd( -x)j p- (P, s)) . (3.3.1 ) 

Where x is almost on the light cone, r any kind of product of ,J1. matrices and [x; y] FI. 

path-ordered gauge link connecting x and y along the straight line : 

[x; y] = P exp [i9(X - Y)J1.1
1 

dtAJ1. (t x + (1 - t)y) 1 (3.3.2) 
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This wave function depends on three vectors: 

pi"': momentum of the p-meson, 

C(8): polarisation vector of the p-meson, 

with the relations: 

p2 

C(s) . C(8) -

P . C(9) -

2 
m p ' 

-1, 

O. 

(3.3.3) 

(3.3.4) 

(3.3.5) 

The parametrization of the p meson wave function is based on the operator product 

expansion on the light cone. So we need light-like vectors PJl. and nJl.' 

(3.3.6) 

such that pJl. -t pJl. in the limit m~ -t 0 and xJl. -t ~Jl. = AnJl. for x 2 -t 0: 

(3.3.7) 

(3.3.8) 

The polarization vector C(8) can be decomposed in projections onto the two light-like 

vectors and the orthogonal plane: 

(3.3.9) 

In the remaining part of this chapter we will use the following notation for any four-vector 

AIL 
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Using these decompositions we parametrize the two-point wave function of the vector 

p-meson as 

(0 l u(~hll [~; -~l d( -~)I p-(P, s)) 

- jpffip [ ( £(s) . n 11 dzeiZ'\<P1I (z, J1?)) pll + (11 
dzeiZ'\91. (z, j.L2)) [its) 

- (~; [(S) . n 11 dzeiZ>-93(Z,j.L2)) nil] , (3.3.10) 

where j.L is the renormalization scale and jp is defined by the following marix element: 

(3.3.11) 

All the three functions <PII' 91., 93 are normalized as, 

(3.3.12) 

Here <PII is the twist-2 contribution, 91. is twist -3 and 93 is twist-4. We will discuss only 

the twist-2 contribution <PII' A physical meaning· for this wave function can be given: it 

describes the probability amplitude to find the p-meson in a state with a quark and an 

antiquark which carry momentum fractions z for the quark and 1 - z for the anti quark 

respectively and a small transverse separation of the order 1. 
Il 

Various functions can extracted from non-local matrix elements like (3.3 .1 ) and clas­

sified. Then, one needs to compute them. The method used to compute these functions 

is the "conformal expansion". The basic idea is to expand the wave function in a series 

of polynomials whose coefficients are renormalized (almost) multiplicatively. In the next 

subsection we will see how to calculate <PII' 
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3.3.1 Local operators on the Light-Cone 

Using the above mentioned parametrization it can be shown that only the components 

P+ , D, M-+ and K- of the conformal algebra act non-trivially on the field cI>(>.n) . 

[p+ , cI> (>.11,)] -

[M-+, cI>(>.n)] -

[D, cI>(>.n)] -

[K- , <I> (>.11,)] 

These operators satisfy the sub algebra 

[D, P+] 

[D, M-+] 

[K-, D] 

[K-, P+] 

- i8+cI> (>.11,) 

- (i8+ + ~-+) cI>(>.n) 

-i(8+ + l)cI>(>.n) 

-2i (8+ + l - i~-+) <I>(>.n). 

- -iP+ 

- 0 

- -iK-

-2i(D + M-+), 

(3.3.13a) 

(3.3.13b) 

(3.3.13c) 

(3.3. 13d) 

(3.3.14a) 

(3.3.14b) 

(3.3.14c) 

(3.3.14d) 

of the subgroup, called the collinear conformal subgroup SO (2, 1) ~ SU(1, 1). In or­

der to bring this algebra into a more standard form, we consider the following linear 

combinations: 

J+ 
i + 

J1 + J2 = ...(2P , (3.3.15a) 

J_ 
i 

(3.3.15b) - J1 - J2 = - K-
...(2' 

i 
(3.3.15c) J3 - 2(D + M-+), 

E - ~(D - M-+), (3.3.15d) 

J2 J; - Jr - Ji = J; - J3 - J + J - . (3.3.15e) 
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Then commutators (3.3.14a-d) become 

[J+, J- l - 2J3 

[J3 ,J±J - ±2J± 

[E,Jil - 0 

[J2
, Ji] 0 for i=+, -,3. (3.3.16) 

In order to build a representation of this subgroup, all the generators P+, D, M-+ and 

K- must reduce to differential operators. Equations (3.3.13a-d) imply that fields must 

be eigenvectors of the operator 1:-+, that is fields having fixed projections (s) of the 

Lorentz spin on to the line nJ.L: 

~-+<I>(An) = is<I>(An). (3.3.17) 

A spinor field 'ljJ has two components with the projection s = ±~, namely ,-'ljJ and ,+1j;. 

One can see this using ~J.l.V = ~O' J.Lv for Dirac particles, 

(3.3.18) 

If one has a field <I>(a{) (0: is a real number) which has a fixed projection s of the Lorenz 

spin on to the line AnJ.L, the generators of the collinear conformal subgroup act in the 

following way: 

1 d 
- J2 do: <I> ( o:e) (3 .3. 19a) 

- ~ (l + s + 20: d~) <I>(0:0 (3.3.19b) 

- v'2 (O:(l + s) + 0:2 d~ ) <I>(o:~) (3.3.19c) 

50 



(3.3.19d) 

From this relation the irreducible representarions of the collinear conformal subgroup 

80(2,1 ) which contains the non-trivial conformal trnsformation on operators on the light 

cone can be constructed. These representations are classified by the eigenvalues of the 

Casimir operator ]2. Equations (3.3.19a-d) describe the construction of operators <I>(a~) 

which are eigenvectors of ]2: 

(3.3.20) 

where j = HZ + s) is called "conformal spin" . For <I>(a~), the algebra is reduced to 

difFrential operators, so one can work with functions of one real variable instead of quan­

tum fields. Having in mind the application to the computation of the wave functions, 

one can make the Fourier transform of the quantum field <I> : 

(3.3.21) 

In this formalism, the irreducible representations of the collinear conformal subgroup can 

be built, classified by the eigenvalues of the ]2 and - J3 . They are the set of the following 

functions : 

I . ) - 1 (v )j+n-l 
J,n -r(j+n) iV2 . (3.3.22) 

Equations (3.3.19a-c) give the action of the collinear conformal subgroup on the states 

1] ,71, ): 

J+lj,n) (j+n)lj,n+1), 

J_ 1],71,) - (71, - j) Ij,n - 1) , 

J3 Ij,n) - -71, 1], 71,) . 
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One can see that J + transforms a state one step upper and J _ one step lower. The lowest 

value of the n is j . 

3.3.2 Polylocal Operators on the Light-Cone 

In this section we will find the irreducible representation of t he product of n local opera­

tors <p) (Q) 0 , .. . , <Pn ( Qn~ ) which have a fixed conformal spin. To construct such irreducible 

representation of the colinear conformal subgroup, the corresponding "Clebsch-Gordon 

coefficents" of a tensor product of different irreducible representation are needed: 

I),n) = ~ (3.3.24) 

This seems a very complicated task, but one has to recall what is the conformal collinear 

subgroup: it is the Lorenz group in 2 + 1 dimensions (80(2,1)). 80 the irreducible 

representations Ij, n) can be interpreted as relativistic particles in an abstract or internal 

space of 2 + 1 dimensions. With this point of view, the state I) , n) is a particle with a 

mass j and energy n (that is why n ;::: j). 

Consider a system of k-particles. The lowest invariant mass of this system is the sum 

of masses of all the particles, jrnin = j 1 + . .. + jk . If the state of the lowest invariant 

mass has also the lowest energy, all the particles must be in their lowest energy level, 

ni = k This state is non-degenerate in the language of irreducible representations of 

30(2,1) and reads 

(3.3.25) 

k . 

If n > jmin, the operator J + = L Jt ) can be used to "raise" the "energy" of the state. 
i=l 
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Since J+¢( z ) = ~z¢(z), one gets: 

k 

j m in =L ji' 
i=l 

(3.3.26) 

To have the whole sum for the state Ij, n) (equation 3.3.24), not only are states at rest 

needed but also the higher ones (I)i, ni) with ni > ji). In that case, there are different 

possibilities and the Clebsch-Gordon coefficients contain binomial coeficients (see 2) . For 

a bilocal operator, one gets 

Ij, n) = (Zl + Z2 ) L 
nl +n2=j-h-)2 

The summation gives: 

with 
( _ (Zl - Z2 ) 

- (Zl + Z2 ) ' 

(3.3.27) 

(3.3.28) 

(3.3.29) 

where P,~Vl'V2)(() are the Jacobi polynomials. The important thing to remark about 

equation (3.3 .28) is that the only dependence in n is in the factor (Zl + z2t+H \ the 

other parts of this equation depends only on the conformal spins j1, 12, and j. 

An important property will be needed here. For any kind of irreducible representation 

of the collinear conformal subgroup I), n) which is constructed from the tensor product 

of k-irreduciLle representations, we have the following homogeneity property: 

(3.3.30) 
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where Zi = Zj • This property comes almost directly from the constructions of the 
Z l+' ''+Zk 

Clebsch-Gorden coefficients (equations (3 .3.26) and (3 .3 .27)) . Hence irreducible repre-

sentations of the collinear conformal subgroup on the space of k variables induce the 

representations on the functions defined on the simplex Zl + ... + Zk = 1. 

Now consider the product of local operators <I>(alA) ... <I>(akA) on the light cone 

between the vacuum and a massless h-meson state of momentum p. This matrix element 

can be parametrized as 

(0 l<I>l(alA) ... <I>k(akA) I h(p)) 

- J d Z1 .. • d zko (t Zi - 1) e - i>'(CklZl+ " +Ckk Zk )¢( Zl , ' . " Zk ), 

t = l 

(3.3.31) 

According to the property of equation (3.3.30), the wave function ¢(Zl, ' . " Zk ) can be 

expanded in different parts which have a fixed conformal spin j. The minimum value of 

the conformal spin is the sum of the conformal spins of every conformal operators <Pi (aiA). 

The different parts of this conformal expansion are mutually orthogonal polynomials 

(Jacobi polynomials if there are only two operators) and form the complete set of the 

function on the simplex Zl + ... + Zk = 1. 

In front of each of these polynomials there is a coefficient which is renormalized 

multiplicatively; the terms with lowest conformal spin is the only one which survives in 

the formal limit Q2 ~ 00 . This conformal expansion is justified by the construction of 

irreducible repr~sentations of the colinear conformal subgroup. 

First term of such an expansion is called "asymptotic" wave function and can be 

easily computed (equation 3.3. 26) : 

(3.3.32) 
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with 

(3.3.33) 

Now we can understand better the conf?rmal expansion of the wave function cPli given as, 

00 

cPlI(Z) = 6z(1 - z) L a~C~/2((). (3.3.34) 
n=O 

This is the contribution of the matrix element (0 lu(~h" [~; -~J d( -~)I p-(P, s)) where 

each quark field has a positive spin projection s = +~ (see equation 3.3.18). Knowing 

that a quark field has canonical dimension l = ~, each quark field has a conformal spin 

)q = (l~s) = 1. So the asymptotic distribution amplitude (3.3.32) equals-cPas( Zq, Zq) = 

6zq zq and has the conformal spin) = 2. The higher terms in (3.3.34) correspond to 

higher values of ) and n in equation.(3.3.28). Denoting Z = Zq with Zq + Zq = 1, we get 

the expansion (3.3.34) (the Gegenbauer polynomials are C~/2 and are proportional to the 

Jacobi ones p,~1,1) which appear when )1 = )2 = 1). 
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Chapter 4 

Transverse Momentum Distribution 

Functions 

4.1 Systematics of Quark Distribution Function;; 

In this section we present in detail the systematics of quark and antiquark distribution 

functions. Our focus will be on leading-twist distributions. 

4.1.1 The Quark-Quark Correlation Matrix: 

Let us consider the quark-quark correlation matrix introduced in Sec. 2.2 and represented 

in Fig. (4.1 ), 

( 4.1.1) 

Here, we recall, i and j are Dirac indices and a summation over colour is implicit. The 

quark distribution functions are essentially integrals over k of traces of the form 

( 4.1.2) 

where r is a Dirac matrix structure. 
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p p 

Figure 4-1: The quark-quark correlation matrix <I>. 

The <I> matrix satisfies certain relations arising from hermiticity, parity invariance and 

time-reversal invariance1 : 

[Hermiticity] =:> <I>t(k, P, S) = 'l<I> (k, P, S)"l (4.1.3a) 

[Parity invariance] =:> <I>(k , P, S) = ,,o<I>(k,?, -S),l (4.1.3b) 

[Time reversal invariance] =:> <I>*(k, P, S) = To<I>(k,?, S)To (4.1.3c) 

where To = i~(1,3 . As we shall see, the time-reversal condition (4.1.3c) plays an important 

role in the phenomenology of transverse polarisation distribution functions. 

The most general decomposition of <I> in a basis of Dirac matrices, 

( 4.1.4) 

is (we introduce a factor of ~ for later convenience) 

( 4.1.5) 

The quantities 5, VI-' , AI~, P5 and TI-'vare constructed with the vectors kl-', pI-' and the 

I see Appendix C 
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pseudovector SJ-I. Imposing the constraints (4.1.3a-b) we have, in general, 

S 
1 
'2Tr (c1» = C1 , (4.1.6a) 

VJ~ -
1 
'2Tr h/~<I» = C2PJ-I + C3 kJ-l + C4cJ-lvpa PvkpSa, (4.1.6b) 

AJ-I 1 
'2Tr h/~'5<I» = C5SJ-I + C6 (k . S) pJ-I + C7 (k . S) kJ-l, (4.1.6c) 

P5 ~Tr h5<I» = Cs (k. S), (4.1.6d) 

TliV - ;iTr (a liV '5<I» = CgP[J-ISv] + ClOS[J-Ikv) + C11 (k. S) P[J-Ikv] 

+C12cJ-lvpappka, (4.1.6e) 

where the coefficients C i = Ci (k2, k.P) are real functions, owing to hermiticity. The 

amplitudes C4 Cs and C12 vanish when time reversal invariance applies but this result 

changes if we consider a gauge link operator between the quark fields and these amplitudes 

will not be zero in general as will be shown below. 

4.1.2 Leading-Twist Distribution Functions: 

We are mainly interested in the leading-twist contributions, that is the terms in equations 

(4.1.6a-e) which are of order O(P+) in the infinite momentum frame. The vectors at our 

disposal are PJ-I, k/~ ~ xPJ-I + ki and SJ-I ~ AN: + Si, where the approximate equality 

signs indicate that we are neglecting terms suppressed by (p+)-2. Remember that the 

transverse spin vector Si and quark momentum are of order (p+)o. At leading twist, 

only the vector , axial and tensor terms in (4.1.5) appear and equations. (4.1.6 b, c, e) 

becorne2 

eJ-lVpap k S 
VI' A Pi' A '- v 1.p 1.a 

- 1 + 2 M 

AJ-I (A A + (k1.' S1.) A ) pJ-I 
N 3 M 4 , 

2us illg Sadakov decomposition (see Appendix A). 
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where we have introduced new real functions Ai(X, kl) and the powers of M, so that all 

coefficients have the same dimension. The leading-twist quark correlation matrix (4.1.5) 

is then 

(4.1.7) 

Integrating (4.1.1) over k+ and k-, with the constraint x = ;:, we get 

with 

(4.1.9) 

Therefore (4.1.7) becomes 

(4.1.10) 
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with arguments II = h(x, ki} etc. The quantity 91s (and similarly hrs ) is shorthand for 

(4.1.11 ) 

Here a subscript 1 labels the leading-twist quantities, subscripts Land T indicate that 

the parent hadron is longitudinally or transversely polarized and a superscript .1 signals 

the presence of transverse momenta with uncontracted Lorentz indices. Therefore at 

leading twist, we have eight distribution functions (see [1] ). Integrating over k..L we are 

left with the three distribution functions3 

h(x) J d2k..Lh(x, k3J, 

gl(X) J d2k..L91L(x,k3J, 

h1(X) - J d2k..L (h1T(X,ki) + 2~2htT(X,k3J) , 

and therefore, 

(4.1.12) 

We are already familiar with the first two functions in subsection 2.2.2, but here the third 

function h1 (x) is new. It is given by the equation (4.1.9) as 

(4.1.13) 

:lthe terms, which are odd in kJ. will become zero in integration. Also consider t he term 

it is easy to see that the second term will be zero after integration. 
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Using 

(4.1.14) 

and the transverse polarization projector P H = HI ± , 1'5) we can write h(x) in the 

form 

h(x) ~ L 8(P: - (1- x)p+) 
n 

X {I(n IpT7/J+(O) 1 PS)1 2 - 1(71, Ipl 7/J+(O) 1 PS)12}. (4.1.15) 

This expression exhibits the probabilistic content of h(x): it is the number density of 

quarks with transverse polarization i minus the number density of quarks with transverse 

polarization 1 (assuming the parent nucleon to have transverse polarization i). 

Let us see the pal'tonic interpretation of the kJ.. -dependent distribution functions. 

Considering only T-even distributions, we have from equation (4.1.9) 

where Pq/N(x, kJ..) is the probability of the finding quark of flavor q with longitudinal 

momentum fraction x and transverse momentum kJ.. in the nucleon N, and >'(x, kJ..), 

sJ..(x, kJJ are the quark helicity and transverse spin densities, respectively. If the target 

nucleon is unpolarized, the only measurable quantity is !I (x, kJJ. If the target nucleon is 

transversely polarized, there is some probability of finding the quarks transversely polar­

ized along the same direction as the nucleon, along a different direction, or longitudinally 

polarized. This variety of situations is allowed by the presence of kJ.. . Integrating over 

kJ.., the transverse polarization asymmetry of quarks along a different direction with re-
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x 
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Figure 4-2: Definition of the azimuthal angles in the plane orthogonal to the ,* N axis. 
The proton momentum is directed along the positive z axis and points inwards. 

spect to the nucleon polarization, and the longitudinal polarization asymmetry of quarks 

in a transversely polarized nucleon disappear: only the case S.L II S.L survives. Referring 

to Fig. (4-2) for the geometry in the azimuthal plane and using the following parame­

trizations for the vectors at hand (we assume full polarization of the nucleon): 

S.L - (cos ¢s,-sin¢s), 

S.L - IS.L I (cos ¢s,-sin¢s), 

we find the following interpretation of distribution functions: 

Pq+IN+(X, k.L) - Pq-IN+(X, k.L) 

Pq+INT(x, k.L) - Pq-/TN(X, k.L) 
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(4.1. 17a) 

(4.1.17b) 



PqT/NT(X, k.d - Pq1/NT(X, k.d - cos(¢s - ¢s)h1T(X, k~) (4.1.17c) 

+ 2~2 COS(2¢k - ¢S - ¢s)hfT(X, ki), 

PqT/N+(X, kJ.) - Pq1/N+(X, kJ.) = I~I cos(¢s - ¢k)hfL(X , ki) , (4.1.17d) 

i.e., 91dx, k}) is the longitudinal quark asymmetry in the longitudinally polarized nu­

cleon, etc. For T-odd distributions, we have from equation (4.1.9) 

(4.1.18a) 

(4.1.18b) 

and 

Pq/NT(X, kJ.) - Pq/N1 (x, kJ.) - _2 1~1 sin(¢k - ¢s)ffr(x, ki)' (4.1.19a) 

PqT/N(x, kJ.) - Pq1/N(x, kJ.) - _ I~I sin(¢k - ¢s)hf(x, ki). (4.1.19b) 

Therefore f tT (x, k'i ) is related to the transversely polarized asymmetry of t arget nucleon 

with unpolarized quarks and vice-versa for ht(x, ki). The "Sivers function" f&(x, ki) is 

needed to describe the asymmetrical production of pions by highly virtual photons from 

a target proton. In the A + = 0 gauge the link operator is apparently unity, which had led 

to the erroneous conclusion that J:!r(x, ki) (and, by similar analysis, ht) vanishes upon 

demitnding time reversal invariance. Recently, however, Brodsky and collaborators [5] 

used a simple di-quark model for the nucleon to show that this conclusion is unwar­

ranted. They showed that final-state interactions in deep-inelastic scattering, and initial 

state interactions in Drell-Van processes, permit single spin asymmetries. Subsequently, 

Collins [6] showed that the gauge-link in an arbitrary gauge allowed for T-odd distrib­

utions. The singular nature of the A+ = 0 gauge, which had earlier led to misleading 

conclusions, was tackeled by Ji and Yuan[7], and then in full detail by Belitsky et al[8] , 

who showed that transverse components of gauge field gave an additional scaling con-
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tribution at light cone infinity, and a transverse gauge linle Now we will see how these 

contributions arise. 

4.2 Qe D Gauge Invariant Parton Distribut ion 

In this section we demonstrate how a gauge invariant parton density arise in QCD descrip­

tion of the structure functions at leading twist. In particularly, we consider transverse 

momentum dependent distributions. In QCD, the parton distributions are defined as 

hadronic matrix elements of quark bilocal operators. Since the parton fields enter at 

distinct space-time points, a gauge link is needed to make the operators gauge invariant. 

This link is generated in a hard scattering process by the final state interactions between 

the struck parton and the target remnants. Since the struck parton moves with a high 

energy, its interaction can be approximated through an eikonal phase. We show that the 

cOllventional light-cone link is not the only contribution. 

The following definition of the transverse-momentum dependent quark distribution 

has been ullequivocally accepted in the literature 

<p["(~) (x k) = J d~- d
2e1. e -i(xp+c -kl.·e.d 

, 2(27r)3 

( P S liJ(~- , e1.) [00, e1.; ~-, e1.] t ,+[00,01.; 0, 01.] q(O, 01.) I PS 14.2.1) 

where the path-ordered gauge link extends along the light-cone 

( 4.2.2) 

Since the coordinate ~+ = 0, we do not display it, for brevity, here and the following 

presentation. As we will see, Eq (4.2.1) is true only in a class of gauges where the gluon 

potential vanishes at ~- = 00. 

For the photon scattering on a single parton with momentum I!., we have for the 
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hadronic tensor 

where 0+ (P}) = 8(PJo)0 (P}) imposes the on-mass-shell condition for the observed final 

quark (jet) of momentum PJ after multiple rescattering with spectators X in the target 

fragments, and the summation over X involves summation over the number of parti­

cles populating the final states as well as their quantum numbers. The tree scattering 

amplitude corresponding to Fig. (4-3a) reads 

(4.2.4) 

where u is the Dirac spinor of the scattered quark. Substituting Eq. (4.2.4) into (4.2.3) 

and taking the component W ll , we get the structure function Fl (xn, Q2) in the parton 

model 

in terms of the parton distribution 

(4.2.5) 

As it stands the above correlation is not gauge invariant. 

4.2.1 Light-Cone Gauge Link 

Consider now the contribution from the diagram in Fig. (4-3 b). The one-gluon amplitude 

reads 
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p Px 

(a) (b) (c) 

Figure 4-3: Multi-gluon attachments to the struck quark in deeply inelastic scattering 
which factorize to form the path-ordered exponential. 

where the free quark propagator is 

(4.2.7) 

Momentum conservation gives 

so that the on-mass-shell condition p'} = 0 results into 

in the Bjorken limit q- ~ 00 . By expanding all vectors in Sudakov components, one can 

easily keep track of leading contributions in the scaling limit. For instance, the struck 

quark propagator contains a scaling term, 

1 ,+ 
2 k + ,j C" 1 -.c. 

(4.2.8) 

with the remainder naively suppressed by extra powers of q~' 
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Making the light-cone decomposition of the gluon field 

AIL = plL A . n + nIL A . p + Ai, (4.2.9) 

one notices that the leading twist contribution comes from the first term on the right­

hand side only, since the second one vanishes due to nilpotence of (-'y_)2 = 0, while the 

transverse component of the gauge field is of twist-three. Since the leading contribution 

in the quark density matrix u ® u comes from the large term q-,+, we are allowed to 

replace u,-,+ by 2u on the right-hand side of Eq. (4.2.6). Finally, integrating with 

respect to kl we get 

(4.2.10) 

Using these results, we find that the amplitude in the one-gluon approximation differs 

from the tree-level result (4.2.4) only by an extra factor, namely, 

These considerations are generalizable to an arbitrary order. Namely, for n-gluon ex­

change, see Fig. (4-3 c), we have 

(4.2.12) 

Making repeatedly the same set of approximations as above, one simplifies the Dirac 

structure to 

( . ) 
n J n d

4 
ki 1 1 1 = - 9 II ... ...,-----,:----:---

i=l (27r)4 ki - if: ki + ki - if: 2::7=1 kj - if: 
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where we have used the momentum conservation g+ + L:~=l k: = XBP+' The calculation 

of the momentum integrals is trivial and gives, similarly to Eq. (4.2.10), 

J n d
4
ki 1 1 1 A+(k )A+(k ) A+(k ) 

II (2 )4 k+ . k+ k+ .' .. "n k+' 1 2 .. . n 
t=1 1f 1 - U:: 1 + 2 - 1£ L....j=l j - 'LE: 

(4.2.14) 

where ~~l+l) = O. Thus, 

Here, one immediately recognizes the nth term in the expansion of the path-ordered 

exponent.ial. Therefore, for the amplitude resummed to all orders, one gets 

00 

n=O 

Substitution of this result into the hadronic tensor yields, indeed, the conventional quark 

distribution (4.2.1). 

4.2.2 Transverse Gauge Link 

In the previous subsection we were not quite accurate and actually omitted contributions 

\vhich scale in the Bjorken region. These terms survive only at a point of the momentum 

space and are, normally, assumed to be vanishing. However,this is not the case for all 

gauge potentials. And a counter-example is provided by the light-cone gauge where the 
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potential is singular at the very same point. 

In the present circumstances it is more convenient to work in a frame in which the 

four-momentum of the current jet PJ is light-like, P} = 0, and can be chosen as one of 

the light-like vectors with the other one still fixed by the hadron momentum pI-L = pi-L. 

Thus, we define 
I-L 

il,I-L - J!L 
PJ' P 

(4.2.17) 

Obviously, n2 = p2 = 0 and p . ii = 1. We decompose all Lorentz tensors via light-cone 

and transverse components defined in this basis 

(4.2.18) 

and keep the same + index for contractions with n, V+ - n . V. In the Bjorken limit 

q- -- 00, the differences between pj and q- is negligible and, therefore, both frames, 

used before and here, coincide. 

Let us discuss first one-gluon exchange contribution in Eq. (4.2.6). By looking at the 

denominator of the quark propagator one immediately notices that the scaling contribu­

tion in the Bjorken limit pj -- 00 

1 1 
(4.2.19) 

arises not only when one extracts the large pj component from the numerator but also 

when kt rv 11pj -- 0 and keeps finite contributions in the numerator. A simple algebra 

gIves 

u(PJhJ.J/JJ - ~I)"( (X /A/-L(kl)q(O) / P) 

~ 2pju(pJ )',( (X IA+(k1)q(0)1 p)-u(PJ), -La(¥.uhv pc / A~ (kl)q(O) /P)( 4.2.20) 

where we have used the fact that, when keeping the transverse part of the gluon field, PJ 
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can now be pushed through Jf...J.. ' giving zero when acting on the on-shell spinor due to 

the equation of motion. Thus, we find 

( 4.2.21) 

The first term on the right-hand side is a contribution to the conventional light-cone linle 

When summed with contribution of multi-gluon exchanges it results as before into Eq. 

(4.2.16). We will drop, therefore, these terms completely and concentrate on effects of 

the second kind from transverse components of the gluon field. 

As we already emphasized before, in the scaling limit of PJ ---t 00, a finite contribution 

comes from ki = 0 i.e., when the exchanged gluon carries no longitudinal momentum. 

To see this, we exponentiate the denominator via the Chisholm representation 

(4.2.22) 

Substituting it into (4.2. 21) and then into Eq. (4.2.6), we can perform the integrations 

with respect to ki and kl which merely yield the Fourier transform of the gauge potential 

in these momentum components AIL(~- = 2>'PJ' ~+, kJ..l)' Thus, in the scaling limit, the 

argument of A(~) is set to ~- = 00. The integration over>. can now be trivially performed 

giving the propagator in the transverse space, 

(PJ, X IJI/(O)I P)(l) = gu(PJ) J ~;~); lOki ~ if: ~( (X IA O (~- = 00, ~+ = 0, kJ..l)q(O) I P) . 

(4.2.23) 

To proceed further, we note that A O(~- = 00, ~+ = O, ~ ) must be a pure gauge 

( 4.2.24) 
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since the field strength vanishes. The fourier transform of this potential to the mixed, 

light-cone coordinate-transverse momentum representation, is AO(~- = 00, ~+ = 0, k) = 

ikO¢(k), with ¢ being the Fourier transform of ¢(~). Substituting it into Eq. (4 .2.23) 

we cancel the denominator ki, making use of ,o,f3 + ,f3,Oi = _20of3, and get 

( 4.2.25) 

It is easy to see that ¢(O) can be represented as a line integral 

(4.2.26) 

The above expression is the first term in the expansion of an additional eikonal phase to 

the convention one (4.2.11), which has been neglected in the literature. Therefore, even 

in the light-cone gauge A + = 0, Fig. (4-3b) does generate a non-zero contribution to the 

parton distribution. 

The momentum space procedure just outlined cannot be easily extended beyond 

single-gluon exchange. Therefore, the strategy will be to transform all factors in the 

integrand of Eq. (4.2 .23) into the transverse coordinate space and do all manipolations 

there. To this end, we use 

(4.2.27) 

where we do not display a mass paJ:ameter which makes the argument of the logarithm 

dimensionless. Thus, the right-hand side of Eq. (4.2.23) can be equivalently written as 

( 4.2.28) 

Next , one integrates by parts so that both derivatives act on the logarithm, \lo\lf3ln I~I. 

This is a symmetric tensor in its two-dimensional Lorentz indices so that the contracted 
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Dirac matrices can be also symmetrized and reduced to the Kronecker symbol by means 

of the Cliford algebra relation. Finally, since In I~ I is a two-dimensional Green function , 

one has \721nl~1 = 2·7f(5(2)(~). These manipolations lead to the result in Eq. (4.2.25). 

For n-gluon exchanges, we have the following contribution from the transverse com­

ponents of the gluon field, similarly to Eq. (4.2.23), 

X ¥l + ¥2 . . . J d2
k n 

!(.f 00 k) 2::1 ¥i v (0) I P) 
(¥1 + ¥2)2 - i f: (21l')2 ~ ,n (2:~=1 K)2 _ if: 'Y q . 

(4.2.29) 

The Fourier transformation gives 

fI.{ 00, ~2)'Y 2ln 1~2 - ~3 1 ... fI.{ 00, ~n-1rY n- 11n l ~n-1 - ~n I$.( 00, ~n) 'Y n In I ~nhv q(O) I P) . 

(4.2.30) 

Now, exploiting Eq. (4.2 .24), we integrate by parts starting with ~1 and using 

then with respect to ~2' first noting that 

(4.2.31) 

and then performing the same partial integrations as for e l ' In this way one can integrate 

out all ~'s. At the end, one gets 

( 4.2.32) 
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As a final step, one simply notices that 

( 4.2.33) 

, 
so that it forms a gauge link once resummed to all orders 

( 4.2.34) 

Therefore, restoring the light-cone gauge link, one finds the complete result for the am­

plitude 

(4.2.35) 

where 

(4.2.36) 

Multiplying (4. 2.35) by its complex conjugate, we deduce the gauge invariant transverse 

momentum-depe del t parto d 'stributio 

The unitarity implies a partial cancellation of links at light-cone infinity 

(4.2.38) 

so that the definition (4.2 .1) of the parton distribution, accepted in the literature, acquires 

an additional transverse link. 
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4.3 Model Calculation of Time-Reversal Odd Quark 

Distribution Function 

We shall calculate the single-spin asymmetry in semi-inclusive electroproduction ,*p -7 

HX induced by final-state interactions in a simple diquark model (see[5], [7]). In this 

model a proton of mass M is directly coupled to a charged quark and scalar diquark 

of masses m and ).. respectively. Introducing the interaction between the diquark and 

gluons, and the nucleon and quark-diquark, 

(4.3.1) 

where q represents the quark field, N the nucleon, ¢ the charged scalar diquark with 

charge e2. A complementary view of the gauge links is to regard the physical quark Q 

as a free quark field q with an attached gauge link extending from the quark position to 

positive infinity. This physical quark field is gauge invariant and contains all the final 

state interaction effects. The parton distributions are then the densities of these physical 

quarks in a bound state.Thus the conventional transverse momentum quark distribution 

in this context is, 

(4.3.2) 

where k+ = xP+ and physical quark Q are defined as 

Q(ce~) ~ [oo,e~;ce~l q(Ce~) ~ Pexp (-ie1 l= A+(ry-,e~)dry-) q(Ce~) 
(4.3.3) 

and el is the char'ge of the struck quark. 
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Figure 4-4: Tree contribution to the spin-independent transverse momentum distribution. 

4.3.1 Unpolarized Distribution Function 

The spin independent transverse-momentum distribution function f( x, ki) is given by 

the first term in the expansion (4.3.2) 

( 4.3.4) 

C ider'ng the tree contribution (see Fig. 4-4) 

or, 

_ J d~-d2~J..d4X d4x ~ d4
f.l d

4
f.2 (27r)6(f.2 _ ),2) 

2(27r)3 1 2 (27r)4 (27r)4 (27r)4 
x e - ixdel-PH)e-ixd-e2+p-e)e-iC(k+-li) e-i~J.. . (ell. - kJ..) 

(4.3.5) 
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(4.3 .6) 

Working in the target rest frame pJ-L = (p+, 1:::,0.1 ) we obtain 

( ) 2 2 + [ _ 1 {M2 ki .x. 
2 

}] p - k -.x. = - 2p (I - x) k - p-+ -2- - 2 (I _ x) - -2 (-l---x-) , (4.3.7) 

and the unpolarised distribution function becomes 

(4.3.8) 

with 

A(k2
) = k2 + x(1 - x) _M2 + - + . 

( 

m2 .x. 2 
) 

.1 .1 x (I -x) 
(4.3.9) 

4.3.2 Polar·zed D·stribution Function 

Now consider the term, which is first order in el, in the expanion (4.3 .2) 

At one loop order, we have the following expression from Fig. 4-5, 
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q 

Figure 4-5: One-loop contribution to the spin-dependent transverse momentum distrib­
ution. 

or 

J d~- d2el.d4 d4 d4 d4£ d4£1 d4£2 d4£3 d4q 
2(271")3 Xl X2 Y (271")4 (271")4 (271")4 (271")4 (271" )4 

X e-iC (k+ -Ii) e-i{l. . (ell. -kl.) e-iX2o(el-p+e) e-iX 1o ( -e2+p-e3) e-iY°(e3 - e-q) 

xe2 ( -iel 100 

d1]-e-iq
+T/-) i (£+ + £t ) (271")8(£2 - ).2) 

xU(P, S)( -ig)(Jl + m),+(J2 + m)( -ig)U(P, S)(ie2) 
1 1 1 1 

x 2 2 2 2 2 + h.c. 
£1 - m + ic £2 - m2 + ic £§ -). + ic q + ic 

( 4.3.12) 

Using 

rOO dfJ- e'Fiq+T/- = Lime -+0 i. 
Jo q+ ± ~c 

( 4.3.13) 

and integrating over Xl, X2, y, ~, £1, £2 and £3 we get 
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1 1 · 1 
x 2 2 + h.c. (4.3.14) 

(k + q) 2 - m 2 + i f: (P - k - q) 2 - A + if: q + if: 

Now consider only the spin dependent part of above equation4 

( 
-ig 2e le2 ) J d4q 2(1 - x)p+ - q+ 

8(27f)3 A(k]Jp+ (27f)4 q+ + i f: 

x Tr [( f+ M)b5PJ(~ + mh+(~ + II + m)] 
1 1 1 

x ( )2 2 2 2 +h.c(4.3.15) 
k + q - m + if: (P - k - q) 2 - A + if: q + i f: 

Using 
1 1 

+ ± . = P(+) =f7f(5(q+) 
q ~f: q 

and adding the hermitian conjugating contribution5 ) we obtain 

4 here k- is given as 

+2 ·k x [ 2 ] . 2(x - 1) q- - q, H 1. - i f: 
2(x-l)p+ 

5 the hermitian conjugating contribution is 

( 4.3.16) 

(4 .3.17) 

-Big
2
el e 2 J d4

q [ + ] 
f( x,kl.,Sl.) = (S(27r)3A(k}) (27r)4Tr (;P +M)(r5 p )( fo + mh (fo+ A + m) . 

2( 1 -x)- q+ 1 1 1 

q+ - i t: (k + q)2 - m 2 + i t: (P _ k _ q)2 _ ),.2 + it: q2 + i t: ' 
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Performing contour integration over q- and replacing ~.l. ~ ~.l. - ~.l.' we get 

( 
ig2ele2 ) (m + xM) J d2

q.l. [+ ] 
4x(2'71-)3 A(k3J p+ (21f)2 Tr I (~.l. - ~.l.)h5/h 

1 x(x - 1) 

qi + ki - 2q.l. . k.l. - if: qi + A(O) - if:· 
(4.3. 18) 

Using the Feynman parametrization, 

1 (1 dz 

ab = ) 0 (b + (a - b) z ) 2 
(4.3.19) 

this becomes 

[qi - 2q.l. · k.l.(1 - z) + ki(1 - z) + A(O)z - i f:J 
2 · ( 4.3.20) 

Replacing 11.1.. ~ 11.1.. + ~.1..(1 - z) and doing integration over q.1.. and z we finally arrive at 

The ratio of the spin-dependent and independent distributions is 

which is the same result as obtained in Ref. [5J. This shows that the conventional 

definition of the quark distribution in the non-singular gauge does take into account 

properly the effects of the final-state interactions. 

Now we will show that the same result can be reproduced with the new definition of 
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the quark distribution (4.2.37) in the light cone gauge 

<D[-r+] (x, k.d = J ~~~:;; e-i(xC-k·O (p Iq(~- ,~ ) [oo, ~ ; 00, ~]t ,+ [oo , ~ ; 00 , 0] q(O, 0) I p) . 
( 4.3.23) 

Expanding it and consider the term which is first order in el , 

f(x, k-L' S.d = L J d;~2d;~-L e-i(Ck+-el-·k.Ll (p I q(~-, ~-L) In) 
n 

X ( n I ( -iel 1~ d'rJ-L . A( 00, 'rJ-L)) ,+ q(O, 0) I p) + h.c. 

Going to the momentum space, we get 

where 1/ q+ comes from the light-cone propagator for the gluonG
• Using 

( 4.3.25) 

which is true in the sense of distribution, we recover the result in Eq. (4.3.21). 

4.4 Conclusion 

To maintain QeD gauge invariance we insert a gauge link between the quark fields in 

the parton distribution functions. In the conventional parton distribution functions only 

A+ component of the gauge potential is present in the gauge link. This results in the 

vanishing of the Sivers asymmetry because of the time reversal invariance in the light-cone 

Usee Appendix A. 
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gauge where A+ = 0 and gauge link becomes unity (see [4]). We recalculated the Sivers 

asymmetry in the Feynman gauge, using the conventional parton distribution function 

and got t he same result as obtained earlier by Brodsky, Hwang and Schmidt [5J. Since 

this result should be gauge invariant we are forced to reconsider the definition of the 

conventional parton distribution functions, carefully, in order to get the same result in 

the light cone gauge too. 

As it turns out that we had been missing an additional scaling contribution which 

appeared in the definition of the parton distribution functions in the light-cone gauge. 

Our study demonstrates the existence of this extra scaling contribution from transverse 

components of the gauge potential at the light-cone infinity. They form a transverse gauge 

link which is indispensable for restoration of the gauge invariance of parton distributions 

in the light-cone gauge where the gauge potential does not vanish asymptotically. 

In the light-cone gauge, the gauge link along the light-cone disappears, [oo,~; ~-, ~l = 

I, and we are left with the link in the transverse direction, [00,00; oo,~], which is crucial 

to maintain the gauge independence under residual gauge transformations. This trans­

verse gauge link gives exactly the same result we obtained in Feynman gauge, where this 

transverse gauge link becomes unity. Thus the transverse link in our new definition is re­

sponsible for the final state interactions which generates the Sivers distribution function 

fh.(x, k]J: the parton transverse momentum distribution asymmetry in a transversely 

polarized nucleon. This distribution is fully responsible for the single transverse-spin 

asymmetry discovered in [5J and explained in [6] . The mechanism which led to non­

vanishing asymmetry was thought to be time-reversal odd and therefore prohibited in 

QeD. Our analysis supports the conclusion in [6J that time-reversal does not impose 

any constraint on the Sivers function and hence the rich phenomenology of transverse 

momentum-dependent parton distributions as related to spin physics. 

The transverse link at infinity cancels when integration over k is performed. There­

fore, independent of the residual gauge fixing, ordinary Feynman distribution f(x) is the 
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correct formula for the parton distribution in any gauge. So the pa.rton distributions 

will be uniquely determined by the light-cone wave functions, f(x) rv 1'l/J 12, and may 

be interepreted as the parton densit.y in the spirit of the conventional Feynman parton 

model. 
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Appendix A 

Standard Conventions and Formulae 

Now I list the conventions and some usefull formulae used in this thesis. Throughout, I 

use the metric tensor of signature-2, 

g/.L V _ 9 _ 
- /.LV-

1 

-1 

-1 

-1 

The totally antisymmetric tensor c /.Lvpa is normalised so that 

0123 1 c = -C01 23 = + . 

A generic four-vector AtL is written, in Cartesian contravariant components, as 

The light-cone components of A/.L are defined as 
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(A.2) 

(A.3) 

(A.4) 



and in these components A{L is written as 

Scalar product of two four-vectors A{L and B{L is 

A.I Sudakov Decomposition of Vectors 

vVe introduce the two light like vectors(the Sudakov vectors) 

where A is arbitrary. These vectors satisfy 

p2 = n 2 = 0, p . n = 1, n+ = p- = O. 

In light-cone components they read 

A generic vector AI-' can be parametrized as (a Sudakov decomposition) 

with Ai = (O,Al.'O). 
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(A.5) 

(A.6) 

(A.7) 

(A.8) 

(A.9) 

(A.10) 

(A.ll) 

(A.12) 



A.I.I T he 1* N Collinear Frames 

In DIS processes, we call the frames where the virtual photon and the target nucleon 

move collincarly ",* N collinear fr ames" . If the motion takes place along the z-axis, we 

can represent the nucleon momemtum P and the photon momentum q in terms of the 

Sudakov vectors p and n as 

(A.13) 

(A.14) 

where the approximation equality sign indicates that we are neglecting M2 with respect 

to large scales such as Q2, or (p+)2 in the infinite momentum frame. Conventionally we 

alwa.ys take the nucleon to be directed in the positive z direction. 

\iVith the identification (A.13) the parameter A appearing in the definition of the 

Sudakov vectors coincides with P+ and fixes the specific frame. 

In particular: 

• in the taTget Test frame (TRF) one has 

pP- = (M, 0, 0, 0) , (A.15) 

(A.16) 

and A == P+ = JVI/ J2. The Bjorken limit in this frame corresponds to q- = J2v - 00 

with q+ = -M/J2 fixed. 

• in the -infinite momentum jmme (IMF) the momenta are 

(A.17) 

(A.18) 

Here we have P - - 0 and A == P + - 00. In this frame the vector nF is suppressed by a 
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fact.or of (1 / p +)2 with respect to p/J- . 

A .2 Normalisation of States, S-Matrix and Cross­

Section 

S-Matix and Invariant Scattering Amplitude: 

s 

(j ITI i) 

Differential Cross-Section: 

Texp [-i J dX1{(X)] = I + iT 

(21Tl84(Pf - Pi)7fi' (A.19) 

Differential cross-section for the scattering from an initial state i={1,2} into a final state 

f= {3 ,4, .. . ,n} is 

1 17. '12 

dO' = -~ dLips 
j! FD ' 

(A.20) 

where F is the incident particle flux 

(A.21) 

D is the ta.rget-pa.rticle density 

(A.22) 

and dLips is the Lorentz invariant phase space factor written as 

(A.23) 
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The statistical factor l, is for each group of j identical particles in the final state. The 
J. 

product F D can be written in the Lorentz invariant form as 

[( )
2 22J1/2 F D = 4 Pl' P2 - m 1 m 2 . (A.24) 

Spin 1/2 Particle: 

Spin 1/2 particle of mass m is described by a field 1jJ(x) , which in the absence of interac­

tion, satisfies the Dirac equation 

(i ~ -m) 1jJ (x) = O. 

The adjoint of 4) (x), 1i; (x) = 1jJ (x) Lyo satisfies the Dirac equation 

1i;(x) ( -i ~ -m) = O. 

The fourier decomposition of 1jJ(x) is 

" J d
3

p [ '. t . ] 't/J(,y,) = ~ (21T')32E b(p, s)u(p, s)e- tp
.
x + d (p, s)v(p, s) e+tp-x 

s 

and 

where u and v satisfy the equations 

(p - m)u(p, s) 

u(p, s)(p - m) 

o 

o 

(;6 + m)v(p, s) = 0, 

v(p , s)(p + m) = 0 

and the operators band d satisfy t he anticommutation relations 
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(A.25) 

(A. 26) 

(A. 27) 

(A.28) 

(A.29) 

(A.30) 

(A.31) 



(A.32) 

with the all other anticommutation relations zore. If I 0) denotes the vacuum st ate], 

then one particle st ates 

I p,s) = bt(p,s) 10) 

are normalised as 

The spinors u and v satisfy the following orthogonality relation 

u(p, s)u(p, s') = 2m8 ss' = - v(p, s)v(p, s'). 

In unpolarized cross-section we use 

L u(p, s) 0 u(p, s) - (p + m) , 
s 

L 1J(p, s) 0 v(p, s) - (p - m) , 
s 

while in polarized one we use 

u(p, s) 0 u(p, s) 
1 

- 2(P + m)(1 + 15#), 

v (p, s) 0 v (p, s) 
1 

= 2(P - m)(l + 15#)' 

A.2.1 Quantum Chromodynamics: 

a I 0) = 0 1 b I 0) = 0 
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(A.33) 

(A.34) 

(A.35) 

(A.36) 

(A.37) 

(A.38) 



(A.39) 

Dirac Propagator: 

(0 IT1j; (x)1jJ(y) 1 0) = iSp(x - y) = J d4
k e-ik.(x- y) i(~ + m) . . 

(2rr)4 k2 - m + '/,c 
(A.40) 

Gluon Propagator in Feynman Gauge: 

(A.41) 

Gluon Propagator in Light Cone Gauge: 

J 
d4q ie-iq.(x-y) ( nJ.1.qV + nV qJ.1. q2 ) 

iDJ.1.V(x - y) = --4 . _gJ.1.V + - 2nJ.1.nv. 
(2rr) q2 + '/,c n . q (n . q) 

(A.42) 

A .2.2 Decomposition of Tensor Products 

In particle physics we are mostly concerned with unitary groups. A unitary group U(N) 

can be defined in terms of unitary transformations 

(A.43) 

where ~Q is a contravariant vector. Its complex conjugate transform as 

(A.44) 

Since this transformation rule is identical to a corresponding covariant vector 'TlQ' we have 

(A.45) 

and it is easy to see that the product 'Tl.~ = 'TlQ~Q is invariant under group transformations. 

Now we want to discuss the behavior of different products of these vectors. In general 

these products will be reducible. To understand this we consider a simple example of 
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prod uct of two vectors ~Q and 7] f3 

This can be decomposed as 

(A.46) 

into a symmetric and traceless tensor, antisymmetric tensor and an invariant tensor. 

These tensors transform into itself and constitute the irreducible decomposition of the 

given tensor. In general for a mixed tensor by doing symmetrization and removal of 

traces we obtain a tensor which transform into itself and describes the spin of the given 

tensor in the Lorentz group 0(3,1) . 
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Appendix B 

Longitudinal and 'Iransverse 

Polarization 

The representation of the Poincare group are labelled by the eigenvalues of the two 

Casrnir operators, p2 and H! 2. P'~ is the energy-moment un operator and Wit is the 

Pauli-Lubanski operator, constructed from pit and the angular-momentum operator JItV 

as 

(B.1) 

The eigenvalues of p2 and H! 2 are m 2 and -m 2 s( s + 1) respectively, where m is the mass 

of the particle and s its spin. The states of a Dirac particle (s = ~) are eigenvectors of 

pl~ and of the polarisation operator II == _ Ws 
m 

pit 

W·s 
m 

p, s) = pit I p, s) 
1 

p, s) = ±2 I p, s) 

where sit is the spin (or polarisation) vector of the particle, with the properties 

s· p = O. 
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(B.2) 

(B.3) 

(B.4) 



Using 

(B.5) 

for the Dirac particle, the polarisation operator II can be re-expressed as 

(B.6) 

where above (below) sign is for Dirac particle (antiparticle) . Note that the polarisation 

operator in the above form is also well defined for massless particles. Thus the eigenvalue 

equations for the polarisation operator read (a = 1,2) 

1 1 
- +2'Y5,sU(a) = ±2U(a) 

1 1 
- -2'5,sV(a) = ±2V(a)' 

B.1 Longitudinal Polarization 

(B.7) 

(B.8) 

In particle rest frame sJ.l. = (0, n) where n is a unit vector identifying the spin-quantization 

direct ion. For a longitudinally polarised particle (n = pi Ipl) , we can boost the spin 

vector as 

sJ.l. = (1£1 pO £...) 
m'mlpl 

(B.9) 

and polarisation vector becomes 

(B.10) 

Denoting u(p, ±), v(p, ±) by the helicity eigenstates, we have 

P :E . TPTu(p, ±) ±u(p, ±) 

p 
:E '1PTv(p, ±) - =Fv(p, ±). (B.11) 
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In case of massless particles one has 

and Eq.(B.ll) becomes 

1 
II = -'5 2 

15U (P, ±) 

15V (P, ±) 

±u(p, ±) 

=fv(p, ±). 

(B.12) 

(B.13) 

Thus helicity coincides with chirality for particle states, while it is opposite to chirality 

for the antiparticle states. The helicity projector for the massless particles are then 

B.2 

1 
P - 2(1 ± 15) 

1 
2(1=fl5) 

for particle states 

for antiparticle states. 

'Iransverse Polarization 

(B.14) 

For transversely polarised particles II . P = O. Assuming that the particle moves along 

the z direction, the spin vector can be written as 

si-L = si = (0, llJ.., 0) (B.15) 

where lll. is a transverse two-vector. The polarisation vector takes the form 

(B.16) 

and its eigenvalue equa.t.ions are 
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The transverse polarisation projectors along t he directions x and yare 

(B.17) 

for particle states , and 

P (x ) 1(1 1) 
T1 2~" 5 

pal = ~(1 ~ ,2'5) (B.18) 

for antiparticle states. In the high-energy limit the polarisation vector can be written as 

(B.19) 

where A is (twice) the helicity of the particle. 
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Appendix C 

Discrete Symmertries 

Three type of discrete symmetries will be discussed here, which are of fundamental im­

port.ance: parity P, charge conjugation C, and time reversal T. All noninteracting field 

theories are invariant under these transformation but this will change if interactions are 

present that break the symmery. Transformation properties of spinor field operators 

ullder P, C and T will be considered here. 

C.l Parity 

The transformation law for spinor field operators is 

P1jJ(x)P- 1 = '01jJ(X) (C.l) 

and 

(C.2) 

with i lL = (t, -x). The different forward matrix elements ,which we are encountered in 

chapt.er 4 will be transformed as 

S(k, P, S) 
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~ J d4~e-ik'€ (P,S Ip-1 (P1p (~ )p - l ) (P 'ljJ(O)p- l ) pi p,S) 

~ J d4~e-ik{ (p, -8 I (1p (~ho) (ro'ljJ (O)) I P, -8) 

- ~ J d4~e-ik.€ (p , -8 1 1p(~)'ljJ(O) I P, -8) = s(k, P, -8). (C.3) 

Similarly, 

Vf.L (k, P, S) 

AIL( k, P , S) 

P5(k, P, S) 

T'1.V (k , P, S) 

C.2 Charge Conjugation 

(C.4) 

(C .5) 

(C.6) 

(C.7) 

Charge conjugation exchanges t he roles of particle and ant ipart icle spinors. Therefore 

field operators are transformed as 

(C.8) 

and 

(C.9) 

Here C is the charge cojugation matrix and has the following properties: 

(C.IO) 

and 

C- 1 = Ct = CT = -C. (C.11) 
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\iVithin the standard Dirac matrices it is given by 

C = i'i'l = (C.12) 

C.3 Time Reversal 

It is better to understand antiunitary operators to discuss the time reversal symmetry, 

Let T be an antilinear operator in Hilbert space which satisfies 

(C.l3) 

The hermitean cojugate operator 0 is definerd through 

(C.l4) 

and is antilinear as well. The operator is antiunitary if it satisfies 

TTt = TtT = 1. (C.l5) 

An anti unitary transformation in Hilbert space, 

(C.l6) 

preserves the norm of a state in the same way as a unitary transformation does. However, 

when applied to scalar products it interchanges the "bra" and "ket" vectors since 

( <P~ ITI <PI) = (<PI ITt I <p~) 

(<PI ITtTI <P2) = (<Pl I <P2)' 
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The matrix elements of a linear operator ° can be rewritten as 

(<I>2101 <h) (<I>2Ioytyl <PI) = \ ot<P2l yt l <p~) 

\ <I>~ IYI ot <P2) = \ <P~ Iyot I <1>2) 

- \<1>'1 Iyotytyl <1>2) = \ <1>~ IYOfytl <1>~). (C.1S) 

Now t.he transformation law of spinor field operator under the time reversal is 

Y'ljJ(X)y-l = Tol/J( -x) 

and 

where the time reversal matrix To is related to C as 

The forward matrix elements of chapter 4 will be transformed as 

S(k , P, S) = ~T7' (<1» = ~ J d4~e-ik-( (p, S 1 ~(~)'ljJ(0) I P, S) 

= ~ J d4~e-ik'~ (P, S Iy-l (y~(~)y-l) (Y'ljJ(O)y-l) I I P, S) 

- ~ J d1~e-ik'~ \ P, S Iy-l (1~( -~)TJ) (To'ljJ(O)) yl P, S) . 

Now using the identity (C.1S), we get 

S(k , P, S) - ~ J d4~e-ik-( (?, S I [~( -~)'ljJ(0)] f I?, s) 
- ~ J d4~e-ik{ \?, S 1~(0)'ljJ( -~) I?, s) . 
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(C.19) 

(C.20) 

(C.21) 


