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ABSTRACT 
 
                                                
Analysis of a Speech signal is one of the important areas of research in multimedia 
application. One of the main interests behind analyzing the speech signal is quality. 
Quality of a Speech signal and its intelligibility degrade when noise mixed with speech 
and it becomes more difficult to extract the desired information contained in the signal. 
When we talk about enhancement in the Speech signal, Reduction or removal of 
unwanted noise is very important from the speech signal in order to get the desired 
information contained in Speech signal. This project proposes an algorithm for removing 
the noise effect from Speech signal. In order to validate our approach for noise 
suppression, we have first implemented it on MATLAB then on C language for Real-
time operating system (RTOS).We investigated the noise suppression algorithm on 
Human voice and compared the results with noisy Speech signal. The proposed result 
shows that this approach makes efficient use of VoIP with speech enhancement for 
Audio conferencing. Voice over internet protocol (VoIP) relates with the transmission of 
a data like voice over network. This application is cost effective for communication with 
the help of the existing network. VoIP is a modern technology by which user can easily 
communicate with any one regardless of distance. VoIP application can run through any 
local or shared network. Traditional telephone uses public switched telephone network. 
But VoIP application use the channels over internet by getting the digitized input data, 
and form those data packets, then transmit these packets over internet channels. VoIP 
application is trending now a days because it is cost saving application and is the reason 
behind its popularity. VoIP gives many options for the communication on existing 
network which traditional phones do not. In this project, we develop VoIP proprietary 
protocol for Ubuntu operating system. 
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CHAPTER 1 
INTRODUCTION 

 

 

1.1   SPEECH ENHANCEMENT USING NOISE SUPPRESSION: 
 

 To improve the sound quality by eliminating the noise from desired signal. Noise 

estimator is a basic part to improve sound quality. The Noise Spectrum Estimator 

estimated the noise from noisy speech signal during non-speech activity. While making 

Noise Spectrum Estimator some of the assumptions were used in developing analysis. 

The environmental noise digitally or acoustically added to the Speech signal. The 

environmental noise remains stationary during speech activity. If the background noise 

changes to the new stationary state, there will be enough time (approximately 400ms) 

for Noise Estimator to estimate the new level of noise during non-speech activity. For 

detection of Speech, Voice active Detector (VAD) detects the existence of Speech in a 

signal. The other tool to detect the noise from signal is Zero Crossing Detector. To detect 

the noise we know noise has higher rate of Zero-Crossing, so we can easily subtract the 

Noise from the Speech signal and easily achieve the Enhanced Speech for Audio 

Conferencing. 

 

Why we use VoIP? 

 To validate the Speech enhancement algorithm for Audio Conferencing  
 It provides the cheaper telecommunication. 
 No need of wired connections. 
 Cost effective. 
 Easy to use for Audio conferencing.     
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1.2   OBJECTIVES: 
 

   We use real time audio algorithm to design Speech Enhancement for audio 

conferencing VOIP Application. Noise spectrum creates the annoying effect which is 

called background noise. The Noise suppression technique seems to allow us to remove 

the fair amount of Noise from desired signal. 

Spectral suppression technique seems to let us achieve the better acoustic Noise 

reduction. To achieve the spectral subtraction we have to estimate the Noise. To achieve 

the good estimate of Noise we take a non-speech part of a signal which has only noise to 

design a filter. The approach we use to detect the non-speech activity is Voice Active 

Detector (VAD), which can help us to find the speech activity without explicitly 

identifying the non-speech part. Our goal is to design a simple algorithm which 

discretizes the amplitude range of a noise, so we can easily detect the most frequently 

occurring amplitude level to consider it as estimate of Noise. We report our project as 

Centralized Speech Enhancement for Audio Conferencing. Our project targets the 

problem of Speech Enhancement and all our experiment is on Speech Signal. 
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1.3   IMPLEMENTATION: 
 

                            For implementation we use gedit which is editor in Linux. The API we 

use for audio application is ALSA. The following major step shows how we achieve 

Enhanced Speech. 

 

1. Take the Speech signal. 

2. Speech signal must have some noise, which need to be removed at the receiver 

end for audio Conferencing. 

3. Speech and Noise can be detected by using VAD and Zero Crossing tool. 

4. In frequency domain it is easy to analyze the signal, for the removal of noise we 

first convert it into frequency domain by using FFT. 

5. Using Noise estimator we can estimate the unwanted part (Noise) in a signal. 

6. For removing of Noise we used frame by frame analysis on basis of SNR. 

7. High SNR (Signal to noise ratio). If ratio is higher than 1 means, more signal 

than noise. 

8. Low SNR. If ratio is less than 1 means, more noise than Speech. 

9. Zero SNR means signal is pure 

10. Filtering and Smoothing. 

11. Enhanced audio 
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CHAPTER 2 

                         
INTRODUCTION TO ALSA 

                                    
In this project, we actually work in audio through VoIP. There are many sound 

architecture use for sound programming, but we use ALSA. ALSA abbreviated as 

Advanced Linux Sound Architecture. For sound programming, we use ALSA API and 

other utility program for designing under Linux environment. For ALSA based project, 

we focus on the PCM interfaces of ALSA. Basically ALSA API is not only the one 

sound API which is available in Linux. But for the purpose of low level programming 

ALSA is the best choice for maximum control under user. 

 
2.1   BACKGROUND 

 
 ALSA project was begun to control the sound drivers in Linux kernel, because it 

were lagging behind the abilities of new sound application. ALSA was merged into the 

Linux kernel source after release of 2.6 kernel. 

 

2.2 BASICS OF DIGITAL AUDIO 

 
 The digital signal can be obtained from ADC converter for the further process of 

audio control. Sound is varying behavior because of air pressure which is in the form of 

waves which is converted to electrical form with the help of transducer likewise 

microphone. ADC converter helps to convert the analog signal to digital signal. From 

digital signal we obtain discrete values and each discrete value called a sample, at a 

regular interval of time known as sampling rate. For the output by sending samples 
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towards DAC converter and output transducer like loud speaker, the voice can be 

reproduced. The samples size can be expressed in bits which determine how perfectly 

the voice is in digital form. Sampling rate plays important role for the sound quality. 

 

2.3   BASICS REGARDING ALSA 

 
 ALSA has many kernel device drivers for different sound cards also it provides 

ALSA API library called libasound. Application related to the voice can be programmed 

using API library. And this library gives friendly programming interface containing 

logical names of devices so that the user do not worry to learn low level programming in 

details. ALSA gives a number of command-line utilities, including a mixer, sound file 

player and tools for controlling special features of specific sound cards.   

 
2.4   Architecture of ALSA 
 
 ALSA API consists of many interfaces it supports which are given below: 

 Control interface 

 PCM interface 

 Raw MIDI interface 

 Timer interfaces 

 Sequencer interface 

 Mixer interface 

 
2.5   ALSA DEVICE NAMES 

 
  The ALSA API works with the logical device name instead of device file such as 

hardware devices or plugins. The format use for the hardware device is hw:i,j. 

 ‘i’ represents the card number . 

 ‘j’ represents the device in which card installed. 
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 hw: 0,0 is the first sound device. Plugins like plughw: which gives access to the 

hardware device but provide features for example conversion of sampling rate. 

 
 
 
2.6 ALSA SOUND BUFFERS 

 
 Sound card consists of hardware buffer which stores samples which are recorded. 

When buffer begins to full then interrupt call generate. DMA used by sound driver to 

transfer samples to application in memory likewise for playback another application 

buffer is transferred from memory to the sound card’s hardware buffer using DMA. 

Hardware buffer called ring buffers, ring buffers means the data wraps back to the start 

when the buffer is ended. A pointer is used to keeps track both hardware and application 

buffer’s current position. The buffer size can be easily adjusted by libasound calls which 

are ALSA library. If the buffer size is large it causes unacceptable delays in results while 

transferring one operation. So ALSA provides solution to breakdown the buffer into 

series of periods which can be called fragments. Periods have frames and a frame 

contains the samples values at one point. If we use stereo device frame contains two 

channels. 

 
For further understanding Figure 1 illustrates the buffer understanding 
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 Figure 2.1: Application buffer    

 
                                                                                                            
2.7   TERMINOLOGIES USED BY ALSA: 

  
 Many terminologies are used by ALSA: 

 Capture 

 Frame 

 Playback 

 PCM 

 Full Duplex 

 

2.7.1 CAPTURE: 

 Capture is stream types which receive data from the user. There is a difference 

between capture and recording. In recording it stores data somewhere instead of using 

ALSA’s API. 

2.7.2   FRAME: 
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 A sample is a value on a single channel at a single point. When working with 

digital audio, in digital audio called channels includes single point on time.   There is a 

collection of samples one per channel called frame. 

2.7.3   PLAYBACK: 

  It is a stream type which delivers data to the world using speaker. 

2.7.4   PCM: 

       PCM abbreviated as pulse code modulation which explain the method of 

representing analog signals in digital form. This method used by system audio interfaces 

and it is the basic part of ALSA API for audio programming. 

2.7.5   FULL DUPLEX: 

 Full duplex is used for capture and play back on the same interface at the same 

time. 

 

2.8   SETTING PARAMETER 

      There are types of parameters 

 Hardware Parameter 

  Software Parameter 

2.8.1   HARDWARE PARAMETER 

         These are the main parameters which affects the hardware of audio interface. 

 Sample Rate 

 Sample Format 

 Data Access 

2.8.1.1   SAMPLE RATE: 

 Sample rate is used for controlling the rate at which A/D or D/A conversion is 

done. It also controls the flow of clock used to make digital audio data to or from outside 

the world. 
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2.8.1.2   SAMPLE FORMAT: 

  It controls the transferring of data to/from the interface. 

2.8.1.3   DATA ACCESS: 

  It controls the path in which the program will transmit/receive data from 

interface. 

2.8.2   SOFTWARE PARAMETER 

 These function used to display some of the PCM data types and parameters use by 

ALSA. It is necessary to first include the header file which brings the definitions for all  

 

 

 

 

ALSA library functions. In Figure 2.2, some of the most commonly used parameters are 

given which are used during the task 

                  
             

 

  
 
    

          

 
 

2

.

9

 TAKE A LOOK SOME PCM TYPES AND FORMATS 

 

 PCM STREAM TYPES : 
1. Playback 

2. Capture 

 
                                   Figure 2.2: Software parameters 
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 PCM ACCESS TYPES: 

1. RW_INTERLEAVED 

2. RW_NON INTERLEAVED 

 PCM FORMATS: 

1. S8 (signed 8 bits) 

2. U8 (unsigned 8 bits) 

 PCM SUB FORMATS: 

1. STD (standard) 
 
 PCM STATES: 

1. OPEN 

2. SETUP 

3. PREPARED 

4. RUNNING 
       
2.10   DESIGNING OF SOUND APPLICATION: 
Open interface: 

         Stream type ‘capture or playback’. 

Setting hardware parameters (access mode, sample format, sample rate, channels   

etc.) 

    while there is data to be processed 

            Capture (read) PCM data or write (playback) PCM data. 

Close interface. 
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2.11   VOICE OVER IP 

   VoIP is used for the transmission of voice over internet instead of using switched 

telephone network. IP is used for data networking. Internet protocol adopted for noise 

networking using packetizing the data. The IP adopted for noise networking by forming 

the data into packets and transmit it as IP information packets. In modern era, VoIP is 

available on many android phones such as tablets which support internet access. VoIP is 

used for transmitting multimedia content also voice over IP networks. VoIP refers to 

deliver voice communications over wide area networks. VoIP is used for end to end 

communications. Application like soft phones and VoIP phones which runs VoIP over 

computer systems. 

2.12   VOIP WORKING 

 
                 Figure 2.3: ALSA architecture 
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 VoIP uses codecs to encode audio into information packets and transmit those 

packets over IP networks and decode these packets back into information at the 

receiving end of the connection. For the elimination of circuit switched networks by 

using VoIP, infra-structure cost   can be reduced. VoIP uses standard codecs for 

transmission like G.711 for decoding packets and G.729 for compressed packets. The 

quality of voice while using VoIP may suffer after compression but because of 

compression it reduces the requirement of bandwidth in real time. When voice is 

encoded onto IP network it uses RTP for transmission of data in real time. 

 
2.13   APPLICATIONS OF VoIP 

 VoIP is actually the process of transferring the voice data through the internet. 

VoIP allows making free calls to the other VoIP users. If speed of the internet is fast, 

VoIP technology helps to make calls around the world. Now a day’s to communicate 

with other people, VoIP plays a critical role in communication. 

There are many application of VoIP in real time, some of them are 

 send/receive voice mail 

 
                                                             Figure 2.4:  VoIP 



21 
 

 call forwarding and call blocking 

 collaboration of tools 

 audio call conferences 

In real time application VoIP uses UDP which requires lower delay, jitter and loss as 

compared to other data applications. 

  
 
    

 

CHAPTER 3 

               LOW PRIORITY VoIP 

 
3.1   OVERVIEW 

 Trx is a basic algorithm for the transmission of live audio from an operating 

system, Linux. It uses sound card or audio interface to send and receive programmed 

audio over IP networks. 

 It helps in point-to-point audio links or multi cast, like, radio station’s private 

transmitter links etc. Transmission dominates traditional streaming by sending high-

grade broad audio having low-latency of about milliseconds and extremely quick 

recovery, like music. 

3.2   INTERNET PROTOCOL 

 Internet protocol is an open source, based on the set of rules that can transmit the 

data over internet with minimum delay and the loss of content. IP has the ability that can 

automatically detect the path through internet with multiple paths. IP network requires 

that the entire user configured with the TCP/IP. One of the best common and largest IP 

network is internet. Each device has unique IP address, which is different from the other 
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devices and helps for the transmission of data to the other device for communication. IP 

networks require all the devices must be configured with TCP/IP and all devices must 

have a valid IP network. 

OPUS ENCODER: 

Opus is used to sending the range audio applications like VoIP. It is used to escape 

the narrow band speech from low bit range rate to higher quality speech. It is also highly 

versatile audio codec. It provided some features which are given below 

• Bit rates ranges from 6 kb/s to 510 kb/s. 

• Sampling rates ranges from 8 kHz to 48 kHz. 

• Frame sizes ranges from 2.5ms to 60ms. 

• Supported for speech mono and stereo. 

3.3   TRANSMISSION MODE 

 For the transmission of data between two devices using internet over IP network 

known as communication mode. Two different mode of communication are: 

 Half duplex 

 Full duplex 

3.3.1   HALF DUPLEX  

 In half duplex transmission of data is unidirectional, as on one-way traffic. Only 

one device can transmit the audio at a time and the other device only receives the audio. 

Simply in this mode, one device can do only one task at a time.  The main process of 

half duplex is given Figure 3.1 
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In   this project, audio is transmitted in half duplex mode. The whole process of the 

transmitting real time audio is explained below 

For the transmission of audio, firstly both the devices are connected with each other over 

internet. Both the devices are connected with each by using the command as given in Figure3.2 

below 

 

 

 
                                                      Figure 3.2: Ping command 

 
                                                       Figure 3.1: Half duplex 
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If the bytes of data are transmitted it means both the devices are connected with each 

other through internet. If both the devices are not connected with each other, data cannot 

be transmitted. To resolve this problem check the internet connection. When the devices 

are connected then talk in microphone through the device which transmit the audio. The 

audio signal is then passed through the codecs. Codecs is actually the process in which 

the audio converted into data form. Codecs is the main process which allows us to 

transmit the audio in real time to other device or device. Many of the sound samples are 

taken in by codecs within a few seconds. These samples are used for hearing clear voice 

during conferences or phone calls. If the codecs not runs properly due to slow internet 

the voice on the other end are not cleared. Once the codecs process is done, the data 

which is obtained from codecs, that data then divided into many small pieces called 

packets. These packets are transmitted to the other end in just few milliseconds before 

reassembled in proper order. Each packet take a different path to reach at the destination, 

the process of sending the packets is called packet switching. It is necessary that both the 

codecs and the packet switching work properly. If both of these are working properly 

then the sound transmitted, different parameters are used for the transmission of voice 

over IP network which are given in Figure 3.3. 
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To transmit the audio from one end, sender has to mention the IP of the receiving end. If 

the IP network is not mention from the transmitted end then audio is received in the 

same device, default IP is used, from where the audio is transmitted. To transmit the 

audio, sampling rate and the buffer size are most important parameters. For the 

transmission of audio, sampling rate is 16000 measured in Hz and the buffer size is 16 

which are measured in ms. 

If the buffer size is not accurate, the codecs process not done properly. To transmit the 

audio from the device, firstly check that the devices are connected and also user has to 

compile the transmission code. Figure 3.4 shows how the transmission code works. 

The code to transmit the audio is given below in Figure 3.5. 
 

 

 
                     Figure 3.3: Transmitter parameter 

 
                                        Figure 3.4: How to run transmission code 
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                                                                     Figure 3.5: Trx(a) 
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                                                             Figure 3.5: Trx (b) 
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                                                              Figure 3.5: Trx (c) 
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                                                         Figure 3.5: Trx (d) 
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                                                     Figure 3.5: Trx (e) 
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                                              Figure 3.5: Trx (f) 
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                                                                                        Figure 3.5: Trx (g) 
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At the receiver end, first the de-packetizing is done. After this the data which are 

transmitted are converted into the signal form in real time by using D/A converter 

known as decodec process. The receiver does not need to mention IP network of the 

transmitter end. To run the receiver end code, to receive audio the command used is 

given below in Figure 3.5. 

 

For receiving the audio, same parameter which are used for transmission instead of only 

jitter buffer, size of jitter buffer is more important which is equal to the size of buffer. 

Jitter buffer is used to store the incoming packets of data. Jitter buffer temporary stores 

the data packets. The code to receive the audio is given in Figure 3.7. 

 

 

 
                                            Figure 3.5: Receiving command 

 

                                                                 Figure 3.5: Trx (h) 
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The code to receive the audio is given in Figure 3.7. 

 

 

 

 

 

 

 

                                                                     Figure 3.7: Rx(a) 
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                                                           Figure 3.7: Rx (b) 
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                                                        Figure 3.7: Rx(c) 
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                                                        Figure 3.7: Rx (d) 
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                                                            Figure 3.7: Rx (e) 
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                                                    Figure 3.7: Rx (f) 
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3.3.2 THREADS 

 After doing half duplex, the next task is to applying the threads. A thread actually 

defines the path for execution of program. Each thread has a unique path for controlling 

the flow.  Threads are light weighted process; one of the common examples to use thread 

is the implementation of concurrent programming done by operating system. Threads 

also used to save the wastage of CPU cycles and increasing the states of application. In 

simple words, threading is actually a parallel work which performs multiple tasks at the 

same time. 

For applying the thread, it is necessary to install the ‘pthread’ library in Linux. It is 

necessary to link pthread library externally and use in Makefile. In half duplex threading 

is applied, the code is given in Figure 3.6 in half duplexing, two threads are used. 
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                                                               Figure 3.8: Half duplex threading (a)   
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                                                Figure 3.8: Half duplex threading(b) 
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                                            Figure 3.8: Half duplex threading(c) 
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                                          Figure 3.8: Half duplex threading(d) 
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                                            Figure 3.8: Half duplex threading (e) 

x - 0 tx.c (-/Desktop/threadtrx-O.3 ) - gedlt 

Open .... 

tnt Matn( tnt argc, cha r *argv[]) 
Iltnt Matn(votd) 
{ 

t.nt r J error; 
stze_t bytes_per_fraMe; 
unstgned tnt ts_per_fraMe; 
snd_pcM_t *snd; 
OpusEncoder *encoder; 
RtpSession *session; 
unstgned tnt buffercpy; 

prtntf( " I aM alt before 
·····***·**········**············*****····****\n .. ); 

1* cOMMand-ltne opttons *1 
const char *devtce = DEFAULT_DEVICE, 

*addr = DEFAULT_ADDR, 
*ptd = NULL ; 

unstgned tnt buffer = DEFAULT_BUFFER, 
rate = DEFAULT_RATE, 
channels = DEFAULT_CHANNELS, 
fraMe = DEFAULT_FRAME, 
kbps = DEFAULT_BITRATE, 
port = DEFAULT_PORT; 

prtntf( " I aM alt \n " ); 

fputs(COPYRIGHT " \n " , stderr ); 
lIND functton call yet . . 

for (;;) { 

Save 

tnt c; 
prtntf( " I aM tn fo r loop 
\n " ); 

** •• ******** •• ******** •• ** •• ****************** 

c = getopt(argc, argv, "b:c:d:f:h:M:p:r : v:D: " ); 
tf (c == · 1 ) 

break ; 

swi. tch (c) { 
case I b I : 

C ~ Tab Width: B ~ Ln 152, Col1 INS 

I 
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                                            Figure 3.8: Half duplex threading (f) 
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                                          Figure 3.8: Half duplex threading (g) 

" - 0 tx.c (-/Desktop/threadtrx-o.3 ) - gedlt 

Open ~ 

J 
} 

buffercpy=buffer; 
prtntfC " I aM before encoder***** \n " ); 

encoder = opus_encoder_create(rate, channels, 
OPUS_APPLICATION_AUDIO, 

&error); 
prtntf( " I aM after encoder***** \n " ); 

tf (encoder == NULL ) { 
fprtntf( stderr , "opus_encoder_create: %s\n " , 

opus_strerror(error»; 
return - 1 ; 

} 

bytes_per_fraMe = kbps * le24 * fraMe / rate / 8 ; 

/* Follow the RFC, payload e has 8kHz reference rate */ 

ortp_ tni.t(); 
ortp_scheduler_tntt(); 
prtntf( " I aM after ortp scheduler tntt***** \n " ); 
ortp_set_l09_level_Mask(ORTP_WARNINGIORTP_ERROR); 
prtntf( " I aM before sesston create***** \n " ); 
sesston = create_rtp_send(addr, port); 
prtntf( " I aM after sesston create***** \n " ); 
assert(sesston != NULL ); 

prtntf( " I aM after encoderl***** \n " ); 

r = snd_pcM_open(&snd, devtce, SND_PCM_STREAM_CAPTURE, e ); 
prtntf( " I aM tn rec····* \n 'I ); 

\f (r< e ){ 
aerror( "snd_pcM_open" , r); 
return - 1 ; 

prtntf( " I aM tn rec***** \n " ); 
} 
tf (set_alsa_hw(snd, rate, channels, buffercpy * ieee ) == - 1 ) 

C ~ Tab Width: 8 ~ Ln 215, Col9 

Save 

I 
INS 
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                                                      Figure 3.8: Half duplex threading (h) 

- 0 tx.c (-/Desktop/threadtrx-O.3 ) - gedlt 

Open ..... 

sesston ; create_rtp_send(addr, port); 
prtntf( · I aM after sesston create***** \n · ); 
assert(sesston !; NULL ); 

prtntf( · I aM after encoderl***** \n · ); 

r ; snd_pcM_open(&snd, devtce, SND_PCM_STREAM_CAPTURE, e ); 
prtntf( · I aM tn rec***** \n · ); 

tf (r< e ){ 
aerrorC "snd_ pCM_open ", r); 
return · 1 ; 

prtntf( " I aM t n rec**··· \n "); 
} 
if (set_alsa_hw(snd, rate, channels, buffercpy * Ieee ) -- - 1 ) 

return - 1 ; 
if (set_alsa_sw(snd) ;; - 1 ) 

return - 1 ; 
prtntf( · I aM before ·····go_daeMon \n · ); 

tf (ptd){ 
go_daeMon(ptd); 

prtntf( · I aM t n ··**·go_daeMon \n · ); 
} 

go_realttMe(); 
r ; run_tx(snd, channels, fraMe, encoder, bytes_per_fraMe, 

ts_per_fraMe, sesston); 

} 

if (snd_pcM_close(snd) < e ) 
abort(); 

rtp_sesston_destroy(sesston); 
ortp_extt(); 
ortp_global_stats_dtsplay(); 

opus_encoder_destroy(encoder); 

return r; 

C ~ Tab Width: 8 ~ Ln 215, Col9 

Save 

INS 
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3.3.3   FULL DUPLEX 

 In full duplex, both transmitter and receiver can send and receive the data 

simultaneously. Full duplexing is bidirectional data is transmitted, like two way traffic 

on road.  The whole process of full duplex is same as explain in above in half duplex. In 

half duplex, data is transmitting only in one side and the other end only receive the data, 

but in full duplex data transmitted simultaneously. The main process of full duplexing is 

given in Figure 3.7. 

 

The difference in half and full duplex is the only that in full duplex both devices act as 

sender and a receiver at a time. The code for the full duplex is same as for the half 

duplex. Same code of half duplexing is used for full duplexing, to run the code for full 

duplex the following command is used which is given in Figure 3.8. 

 

 

 
                                                Figure 3.7: Full duplex 

 
                                            Figure 3.8: command of full duplex 
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   3.3.4   THREADS 

  In order to optimize the usage of CPU, C language containing multi-threading 

features is used, which authorizes simultaneous programming of two or more   parts of 

program. Therefore thread a part of program is a process within a process. In full 

duplexing, threads are applied the code of applying thread is given in Figure 3.8. In this 

two threads are used, One thread is used for transmission and the other one is used for 

receiving. 
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                                        Figure 3.9: Full duplex threading(a) 
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                                       Figure 3.9: Full duplex threading (b) 
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                                                    Figure 3.9: Full duplex threading(c) 
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                                                Figure 3.9: Full duplex threading (d) 
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                                                 Figure 3.9: Full duplex threading (e) 
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                                               Figure 3.9: Full duplex threading (f) 
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                                  Figure 3.9: Full duplex threading (g) 
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                                                        Figure 3.9: Full duplex threading (i) 
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                                  Figure 3.9: Full duplex threading (j) 



60 
 

 

 

 

 
                                              Figure 3.9: Full duplex threading (l) 
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                                                         Figure 3.9: Full duplex threading (m) 
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                                        Figure 3.9: Full duplex threading (n) 
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                                                          Figure 3.9: Full duplex threading (o) 
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3.4   ERRORS: 

                The errors which occur while running VoIP source code. 

  Sched-setscheduler. 

 Under-run Occurred. 

 Over-run Occurred. 

 

               Sched-setscheduler function is used to set scheduling policy and its parameters 

for the process which is specified by Process ID (pid) and for the real time processing 

Scheduler allows the task to process and sets its priority at high, to set its priority at high 

user permission required, if permission not granted it gives the message as output 

permission not granted. To root the system it is necessary to type ‘sudo' before run the 

program. 

 While Playback the audio if software application does not pass the data rapidly 

within required time into the buffer the resulting error called under-run and when device 

is ready for the data transmission continuously between hardware and software 

application buffers. While capturing the data if the application does not read the given 

data in the buffer quickly, the circular buffer will be overwrite with a totally new data. 

Because of lagging application the data will be loss, this result called over-run. If Under-

run and Over-run message occurred it indicates the issues but by using recover function 

it recovers the lost data with a very low latency which is not noticeable.   
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CHAPTER 4 
 

NOISE REDUCTION 
     
Noise suppression is a method of eliminating unwanted distortion from a desired signal. 
 

 
 
NOISE: 

         An unwanted distortion which create the annoying effect in signal. 
    
4.1 SPEECH ENHANCEMENT OBJECTIVES 

 

 Remove fair amount of Noise 
 VAD 
 Noise Estimation 
 Spectral Subtraction 
 Clean Speech 
 Smoothing 
 Amplification 
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4.2   BASIC FLOW CHART FOR NOISE REDUCTION 

ALGORITHM 
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4.3       TECHNIQUES 

 
 Zero-Crossing Detector: 

                        Zero Crossing detectors is used to detect the signal wave transition from 
Positive to negative. Using the rate of zero crossing we can design VAD. If Zero 
Crossing rate is high means there is Noise. If Zero Crossing rate is low means 
there is Speech  

 Voice Active Detector: 

                The name implies itself that it is a Voice active detector. It is useful tool 
to design Noise Reduction application. It detects the Speech and Non-Speech 
activity in a Signal. 
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4.4     BENEFITS OF PROJECT 

 

 
Noise suppression is the method of suppression the noise from desired signal in order to 
enhance the Speech quality in Audio Conferencing. The main objective is to suppress 
the Noise during Audio Conferencing. Noise Suppression technique effects the 
transmitted sound quality. For Example 
 
 
 

 
 
The background noise which comes from both sides. Noise suppression filters it out for 
both sides. Many algorithms were designed to improve the sound quality. 
Existing Noise Suppression solutions are not perfect to completely filter out the Speech 
form noisy environment. By the use of noise suppression algorithm it allows the receiver 
to hear the voice clearly. It benefits the user of Audio Conferencing and improves their 
ability to hear more clearly. Our aim is to provide high level of audio enhancement 
comfort during Audio Conferencing using Noise suppression technique. 
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4.5    FUTURE EVALUATION AND CONCLUSION 

 
FUTURE EVALUATION 

A server can be added to the application to register multiple clients, which can 

make the proposed system a simple VoIP application.   

CONCLUSION 

                   This thesis described a detailed discussion on Centralized Speech 

Enhancement for Audio Conferencing using VoIP services. We have focused on 

Speech Enhancement, in order to provide good Quality of services while using 

VoIP on Linux System. VoIP quality depends on many factors related to network 

conditions in order to provide Quality voice also controls the utilization of 

available resources. It is designed for real time Audio Communication over IP for 

both half duplex and full duplex communication. This thesis is written to provide 

the thorough knowledge about the Centralized Speech Enhancement for Audio 

Conferencing using VoIP and its Services. 
 


