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Ahstract 

Abstract 

A systematic reservoir property mapping work now is descried that integrates 

logs and seismic data using neural network base techniques. Seismic attributes are 

extracted and analyzed both qua litatively and quantitatively for being the best descriptive 

reservoir properties. The relationship between the the petrophysical property obtained 

through logs and seismic attributes is detennined by using various iterations for qua lity 

matrix and calibration function. This relationship is further put in next to ma~ping of 

reservoir mapping guided by seismic attributes. 

This Geostatistical approaches is applied to Aurora Greek data acqui red in North 

Sea acquired by the "Schlumberger". 
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Chapler i inlroduclion 10 Project 

Introduction to P roject 

Most of Ule productive reservoi rs a rea dj scovered throughout the world ill the 
structures located in offshore. In this particular. the given data set al so belongs to same 
geologic system. However, the infonnation pertaining to the data set is brief, i.e., as 
follows; 

1.1: Data Inventory and Description 
Project data is based upon real data that was collected from Schlwnberger SiS. It 

comprises interpretation of potentia1 horizons and faults over the prospect area based 
upon a 3d seismic surveys as shown in figure 1. The least information on interpretation of 
horizons in terms of time-picks on seismic is available, i.e., shown in figure 2. Besides, 
a ll the stratigraphic and geologic inlonnation is obscured. 

1.2: Surveys Information 
Project has a 3d survey located as under: 
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Figure 1. Locations of 3d seismic survey and Boreholes 
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Chapter I Inlroell/CliOIl 10 Project 

As the major technologic target of the area is the mapping of poros ity of the 
reservoi r. Special sofiwares have been used to compute the pet rophys ical properti es 
through avai lable Open hole logs. As it goes furl her, Seismic Attributes have been 
calcula ted over the 3d seismic within the reservoir bounded by NESS and RANNOCH 
horizons. 

1.3 Interpretation Information 

'Whereas, interpretation along the seismic horizons is given in table. 

Figure 2 Seismic interpretation horizons and Geological Markers 

1.4: Faults I nterpretation 
Fault interpretation is also given and briefly included here just as being part of 

the salt regime. Also, these faults are of prime importance in making of traps for potential 
reservoirs . 

1.S: Objective Oriented Reservoir Description 
Sand is in the NESS and RANNOCH are very thin - but due to expensive nomlal 

faulti ng total reservoir is divided in pockets but over all this interval is potentially 
promising. Known reservoir Porosities at well locations serve pivotal position by being 
consistent across the area. For further development of fi eld it's essential to know the 
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porosity through out thc surveys area to have more prod uct ion wel ls drilled with 

con fidence. (Wall s. Taller. Guidish. '!'ny lor, Dumas nnd Derzhi, 1999) 

1.6: Information provided Vs GOIl I ~lI1d Way Forward 

All the provided data mai nl y emphasizes the structurally interpreted reservoir and so 

forth well s drilled with considerable product ion. S ince the reservoir ex ists in highl y 

faulted reg ime so if reservoir clmrar.teristi(;s are to be known with mQre confidence, we 

can employ some gt!ostat isti ca l technique which could take a seismic property and real 

measured control from the well and establi sh a relationship which could be further 

propagated over the arc<:. to know the property in with precision. 

Therefore, with the avai lable informat ion, we have made use of live technique of 

petroleum industry to map property by guidance of seismic attribute by Geostatistical 

Methods. 

Since the mcthod o f mapping employs gcostati stica l techniques in huild ing a rel ation 

hclwec il logs based reservoir properties and se ismic attributes so all such fundamental 

cntities 3re discussed for a thorough background. 

3 
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CHAPTER 2 

SIGNIFICANCE OF LOGS AND SEISMIC DATA 

2.1: INTRODUCTION: 

A log is a recording of physical or chemical properties of the rocks and nuids versus 

depth penetrated by drilJing the well. A log is defined as «A record a/measurements and 

ob.'ierv(Jlion.~· made in Ihe borehole". Instruments used in the borehole me.1sure the 

properties of rocks and operat ion of these instruments is called well logging. The strip 

chart, on which measurement made, is l.alled well log. Interpretation can be done in tenns 

of formation characteri st ics, lithology, resistivity, formation factor, bulk density, porosity 

and penneability. and hydrocarbons contents. Correlation of subsurface conditions can be 

done from one well to another with the help of logs (Keys & Maceary, 1976) 

Open hole logs are created by remote sensing equipment lowered into a hole drilled with 

a rotary or percussion-drilling rig. Cased hole logs are run after the well is cased to 

assess the current state of the reservoir, to check the mechanical integrity of the casing, 

rubing, or cement. and to monitor fluid flow. 

2.2: DIFFERENT KlNDS OF LOG: 

Most fTequent recorded logs in hydrocarbon exploration are cal led open hole logs. The 

name open hole is applied because these logs are recorded in the uncased portion orthe 

well bore. Open hole logs are created by remote sensing equipment lowered into a hole 

drilled with a rotary or percussion-drilling rig. Cased hole logs are run after the well is 

cased to assess the current state of the reservoir, to check the mechanical integrity of the 

casing, tubing, or cement, and to monitor fluid flow. The two primary parameters 

detennined from well logs measurements ~re porosity. and the fraction of pore space 

fill ed with hydrocarbons. The parameters of log interpretation are detennined bolll 

directly or inferred indirectly. and are measured by one of three general types of logs: 

(I) Electrical 
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Chapter :; 2 SIGNIFICANCE OF LOGS AND SEISMIC DA 'IA 

(2) Nuclear 

(3) Acoustic or Sonic. 

The names refer to the sourccs used to obtain the l1lensuremcnts. The dilTerent sources 

create records (logs), which contain one, or more curves relatcd to some property in the 

rock surrounding the well bore. 

USES OF WELL LOGGING: 

Well logging is used to detennine the Reservoirs parameters i.e. water saturation, 

porosity and permeability, Hydrocarbons detection, Lithology, Borehole conditions, 

Tempcrature gradicnt , St ructural and Stmtigruphic interprctation, Correlation with other 

wells. 

2.3: ROCK PROPERTIES AND THEIR EFFECT ON LOGGING: 

Rock properties or characteristics that affect logging nleasurements are: 

2.3.1: Porosity: It is the percentage of void spaces to the total volume of rock. It is 

measured as a percent and has the symbol 0. TIle amount of internal space or voids in a 

given volume of rock is measure orthe amount of fluids a rock wi ll hold. The amollnt of 

void space that is interconnected, and so able to transmit fluids. is called effective 

porosity. lsolated pores and pore volume occupied by adsorbed water are excluded from a 

defi nition of effective porosity. 

2.3.2: Permeability: It is the property a rock has to transmit fl uids. It is related to porosity 

but is not always dependent upon it. Permeability is controlled by the size of the 

connecting passages (pore throats or capillaries) between pores. It is measured in Darcies 

or mi lidarcies and is represented by the symbol K:.. The ability of a rock to transmit a 

s ingle fl uid when it is 100% satunited with that fluid is cal led absolute permeability while 

the Effective permeability refers to the presence of two fluids in a rock. and is the ability 

of the rock to transmit a fluid in the presence of another fluid when the two flu ids are 

6 
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immiscible. Ue/o(ive permeability is the ratio between effective permeability of iluid at 

partial saturation, and the permeability at 100% saturation (absolute permeabi lity). 

2.3.3: fVater saturatioll: It is the percentage of pore vohune in a rock, which is occupied 

by formation water. Water saturation is measured in percent and has the symbol S\\'o 

Water saturation represents an important log interpretation concept because you can 

determine the hydrocarbon saturation of a reservoir by subtract ing water saturation from 

the value, one (where 1.0 = 100% water saturation). l rreducibie water saturation or Sw irr 

is the tenn used 10 describe the water saturation at which all the water is adsorbed on the 

grai ns in a rock, or is held in the capillaries by capillary pressure. At irreducible water 

saturation, water will not move, and the relatjve penneabi lity to water equaJs zero. 

2.3.4: Resistil1ity: Il is the rock property on which the entire sc ience of logging first 

developed. Resistance is the inherent property of all materials. regard less of the ir shape 

and s ize, to resist the flow of an electric current. Resistivity is the measurement of 

resistance; the reciprocal of resistivity IS conductivity. ]n log interpretation, 

hydrocarbons, the rock. and freshwater all act as insulators and are, therefore, n OI1-

conductive and highly resistive to electric flow. The unit of measure used for the 

conductor is a cube of the fomlation one meter on each edge. The measured units are 

ohm-meter I meter, and are called olunmeters. 

R~ Ar/L 

Where: 

R = res istivi ty (ohm-meter) 

r = resistance (ohms) 

A = cross sectional area of substance being measured (melers2
): 

L = length of substance being measured (meters) 

7 
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Resisti vity is a basic measurement or <.t reservoir's J1uid suturution and is <1 function or 
porosity, type of J1uid (i.e. hytlrocmbons, sail or fresh willer), anti typt: of rock. 

2.4: WELL LOGGING TECllNIQUES: 

2.4.1: SPONTANEOUS POTENTIAL LOGS: 

The spontaneous potential (SP) log is used to identify impermeable zones such 

as shale, and permeable zones such as sand. The SP is a record of direct current (DC) 

voltage differences be tween the naturally occurring potential of a moveable electrode in 

the well bore, and the potentini of n fixed electrode located at the SUrf.1ce. It is measured 

in milli volts. 

Uses: 

SP log is used in detection of permeable beds, boundaries of hydrocarbon containing 

formations, formation water resistivity (R",), the volume ~fshale in penneabJe strata, 

2.4.2: RESISI1VITY LOGS: 

Resistivity logs arc electrical logs, which arc used to dctcnninc hydrocarbon 

versus water-bearing zones, to indicate permeable zones, and detennination of resistivity 

porosity. 

USE OF RESISIIVI1T LOGS: 

The most significant use of resistivity logs is to determine hydrocarbon versus watcr­

bearing zones. Because the rock 's matrix or grains are non-conductive, the ability of tJle 

rock to transmit a current is almost entirely a fWlction of water in the pores. The 

resistivity of rocks is depending upon (a) eJfective porosity. (b) Salinity oCiormation and 

the quantity of hydrocarbons contained in lhe pore spaces. 

8 
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Hydrocarbons, like the rock's matr ix , are non-conductive and therefore, as the 

hydrocarbon saturation of the pores increases, the rock's resisti vity also increases and on 

other h,wd resistivity decrease by increase the effective porosi ty and salin ity. 

2.4.3: POROSITY LOGS 

Porosity logs a re following types; 

OSonic log 

6Dens ity log 

C Neutron log 

OSonic Log 

A Sonic log is a poros ity log that measures interval transit time (ilt) of a 

compressional sound wave traveling through one foot of fonnation. Interval transit time 

Co,t) in microseconds per foot is the reciprocal of the velocity of a compressional sound 

wave in feet per second. Fonnula for converting veloc ity to transit or acoustic travel time 

IS: 

V= veloc ity in ft/sec 

T= acoustic travel time in micro-sec/ft 

2.4.4: DENSITY LOG: 

The Density log is a porosity log that measures electron density of a formation. 

9 
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USES: 

It is uscd in Jdt!lltifying evaporitt! minerals, in the detection ~as~bearing zones, to 

determine hydrocarbon density and to evaluate shaly sand reservo irs and complex 

lithologies. 

2.4.5: NEUIRON LOGS: 

Neutron logs are porosity logs that measure the hydrogen ion concentration in a 

fomlation. In clean formations (i.e. shale-free) where the porosity is filled with water or 

oil , the neutron logs measures liquid-filled porosity. Whenever pores are filled with gas 

rather than oil or water, neutron porosity will be lowered. This occurs because there is 

less concentration of hydrogen in gas compared to oil or water. A lowering of neutron 

porosity by gas is called gas effect. With the help of NeutTon log reading, we can 

distinguish between the fluid filled pore space and solid matrix in the potential . 
hydrocarbon formation. Neutron log is very helpful delineating the gas zone as compare 

wi th other porosity logs. 

2.4.6: GAMMA RA Y LOGS: 

Gamma ray logs measure natural radioactivity in fonnations and because of this 

measurement, they can be used for identifYing lithologies and for correlating zones. 

Shale-free sandstones and carbonates have low concentrations of radioactive material , 

and give low gamma ray readings. As shale content increases, the gamma ray log 

response increases because of the concentration of radioactive material in shale. (Keys & 

MacCary, 1976) . 

USES OF GR LOGGING: 

The gamma ray log is used for defining shaly beds when SP curve is rounded~ it is also 

used for measuring volume of shale of the zones or beds and .for the correlation in cased 

holes. 

IO 
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2.5: LOG: KEY TO A Rt.-SERVOIII 

Using logs fol!owiJ~g parnmeter of hydrocarbon bearing formation can be formation 

calculated altogether average porosity (Phi av), average volume of shale (Vshav), average 

water sa turation (Swa,.), net pay thickness (1-1), productive area (A). 

2.6: SEISM IC DATA IN TERM OF SEISMIC ATTRlUUTES 

Al l measured quantit ies obtained from se ismic data are called 'Seismic Attributes'. 

These include complex Irace attributes, ve loc ities, offsctMval)'ing attributes, bedding 

patterns, the ir continuity characteristics, etc. Historically these att ributes have been uscd 

at varioLJs slages of processing and interpretation. The Computation and Interpretive lise 

of Seism ic Attribute Consortium investigates their quantitative use in the interpretation 

process. 

Seismic attributes may be defi ned as "all the information obtained from seismic 

data, either by direct ll1('asuremenls or by logical or experience based reasoni ng." (Taner, 

1998) 

Seismic Attributes provide important addit ional information to the in terpreter by 

enhancing thc scnsitivity of se ismic data to spec ific structura l, stratigraphic or reservoir 

tC:ltllres. In addition, se ismic attributes are a required input to more sophisticated attribute 

hased c lass ification methods, such as Seismic Facies Analysis. 

2. 7: OVER VIEW OF CHARISMA ATTRIBUTES: 

There a many seismic attribu tes lIsed as to indicate specific reservoir parmnetcrs but in 

brief a few of attributes are descri bed with their importance. (BrowJl , 1(96) 

2.7.1: Sample Level Attribute: 

TJ:ey provide pointer to areas that may contain hydrocarbon acc~mulation and are useful 

for horizon and fault interpretat ion. These are as under: 

I I 
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Seismic AllIp li tud e: 

Thcse produce <1tl amplitude Illap for the selected horizon, which helps in identification of 

bright spo ts, dim spots, and fault s. 

Q uadratic Ampli tud c: 

These are used together with the other seism ic attributes to identify bright spots, dim 

spots, and faults. 

Appan.' ut JlolaritYi 

It is thl! sign or sci:>mie trace (positive or ncgative) when the rcnc.:dion strength has its 

Llla ximulll va luc. As apparen t polari ty is proportional to the neousti !,; impedance contrClst, 

it may be llseful as a brigh t spot indicator. Bright spo t s associated with the gas 

accul11 ulClt ions may havc lowcr acous ti c impedance than the surrounding beds. 

Ins t'HltancOlIs Phase: 

It is the: phasc ang le at any instant along the trace extracted frolll CD-ch sample at the 

picked horizon. It is used for the identificat ion of subtle sedimen tary and tectonic feature 

such <is the Channels, dO\.\tnlaps, pitcholtts, subt le fau lting, offlap, onlap. or zones of 

thi ckeni ng and th inning. (Dobrin, 1976) 

Instantan eous frequ ency: 

It is the first derivative of the insta ntaneous phase and the rate at which the complex trace 

changes. Rap id changes in instantaneous frequency can help us to identify feature such as 

pinch alit edges of hydrocarbons and water contents 

Reflection slrength: 

It is the description of wave- form shape. It is used to identifying the major litho logica l 

changes be tween adjacent rock layers such as unconfonnities, lithological identification 

12 
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!lr suh grnuplllg, ~!.:isillic sequence bOll ndarie~, gas acculllulation .mel gross porosity 

ch:lngl!s ;lr!.: ol'tcn man: clearly visible wben viewed as a function of reflection strength. 

Cosine of phase: 

Cosine of pbase is the Cosine ofphasc. 1t is used in fm:lt intcrprctatinn. 

Response Phase: 

It disp lays an attribute of the wave form measured at the reflect ion strength.high 

refl ect ion st rength is often associated with: 

» Distinguishing a reflection from mass ive refl ectors 

~ Major lithologicai changes between adjacent rocks layers 

-Unconformities 

-Lithological identifi cat ion of sub-grouping 

Seismic sequence boundaries 

};> Gas accumulation boundaries 

}> Gross poros ity 

Fil'sl J)criv:ltivc, Seismic :llllp li tudc: 

It measured the slope of the tangent between the two nearest samples of the seismic 

amplitude at the picked horizon it is the quali ty check of the reflec tor and the 

in terpretation. a constant va lue indicates a continuous reflector and that the interpretation 

only follows on l! reflector. 

Second Derivative, Seismic amplitude: 

It measured the slope of the tangent between the three nearest sample points of the 

hori zon high value indicate that the trace has a rapid shift form peak ton trough (short 

Wavelength). Value near the zero of tile second derivative (slope) indicate that the trace 

has a slow change from peak to trough (long wave length). 

13 
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2.7.2: Volullle-Based A ttributes: 

These calculate the attributes in each sample in an interval between a horizon an a sety 

time or between two horizons. These are separated into three different groups as under: 

Integrated att ri butes, heterogeneity attributes, and max/min attributes. 

Integrated-Attributes: 

It is volume-driven attribute that sums all amplitude values inside a vo lullle. 

Integrated.Seismic Amplitude: 

Integrated-Seismic Ampli tude hdps liS to i(.k:nliry bright spots, d im SIX>IS and fa uhs. 

Integrated- Apparent Polarity: 

It indicates the sign of the reflection coctlicient , such as lithology and unconformit ies. lts 

can also used a bright spot indicator. 

I nteg rated-Instantaneous F requency: 

Rapid change of lnstantaneous Frequency can help us to identify such features as 

pinchouts and edges of the hydrocarbons-water interfaces. 

Illlegrated·Rej1eclioll Strength: 

It is often assoc iated with major lithological changes between adjacent rock layers like 

unconformities, lithological identification of sub-grouping, seismic sequence boundaries, 

gas accumulation, and gross porosity. 

Ilttegraled~ Cosine 0/ Phase: 

It may help in structural delineation ,and also can used it together wi th the instantaneous 

Phase 

14 
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III legraled-f"fag ll ililt/e S eislIlic A IIlplil/lde: 

II calcu late the sum of the absolute val ues of the ampl itude along a se ismic Irace for a 

given volume of data and al so demonstrate the changes in amplitude within an interval 

and can indicate changes in lithology over an interval. it is also helpful in bright spot 

annlysis , texture analysis <md locating thin beds. It can also be lI sed to map d irect 

hydrocarbon indic<1Iors in a zone. 

Ilelerogelleily A I/rib/l Ies: 

It t;a leu lates the am plitude values in each sample inside the defined volume and adds 

together the absolutes difference between the samples its important applicat ion is the 

detectio n of shafe laycrs in salld bodied; a zone of high heterogeneity may be interpreted 

as having more shale than a low one. A trace which has a rapid change of ampl itude will 

get high re nection heterogeneity values. (Schuhz, Shuki. Hattori Corbell, 1994) 

I hlerogelleity-SeislIlic A IIIplilllde: 

It help in the detection of tile shale layers in sand bodies 

Ilelerogeneily- lllsI(lIIloll eolls Phase: 

It ident ifies sedimentary and tecton ic features as; 

-Channels 

-J)uwn laps 

- I>inchouts 

llelerogell eily- lltslalllalleOlis Frequellcy: 

It helps to ident ify variations such as p inchouts and edges of hydrocarbons, water 
contents 

15 



Chapter #2 SIGNIFICANCE OF LOGS AND SEISMIC DATA 

It is the measure of the reflectivity with in a time/depth window. Maximum amplitude is 

another measure of refl ect ivity with in a time window. We usc this attribute to map strongest 

direct hydrocarbon indicator in a zone. 

Maximum Va lue-Insta nta ll eo tl s Fl'cq ucncy: 

It is the measure of the reflectivity with in a time/depth window. We use this attribute to 

map strongest direct hydrocarbon indicator in a zone. 

Maximum Va lu c- Rcllcctio ll St rcngth: 

It is measure of the reflectivity with in a time/depth window. We use this attribute to map 

st rongest direct hydrocarbon indicator in a zone. 

RMS- Seismic Amplitude: 

It computes the square root the integral of the squared amplitude, divided by the number of 

the samples. It is measure of the reflectivity with in a time/depth window. We use this 

attribute to map strongest direct hydrocarbon indicator in a zone.{Taner ~ Sheri.f, 1977) 

1.8: USE OF SEISMIC DATA: 

Seismic mcthods are also useful in ground water searches and in civil engineering especial ly 

to measure the depth of bed rock in eOimection with the construction of large buildings, 

dams, highways and harbour surveys. Seismic techniques have found little applicat ions in 

direct exploration for minerals because they do not produce good definition where interfaces 

between different rock types are highly irregular. However they are use full in locating 

features such as buried chrumcls in which hcavy minerals may 'be accumulated. Seismic 

attribute.:; can be used in seismic interpretation. As seismic data quality improves, 

interpretation of seismic attributes becomes more reliable, Seismic attributes reveal 
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informat ion that often cannot be detected in conventional seismic displays. The attributes 

can be used f'or both quantitative and qua litative interpretation of any zone of interest. 

2.9: COMPLEMENTING SEISMIC BY LOG DATA: 

When the interpreter comes to establish a relationship between seismiC section and 

borehole section he faces the problems of making a direct correlation between pattern of 

reflectors which are scaled verti ca ll y in terms of two way refl ection time and the realities 

of subsurface geology as determined by the lithological logging of rock chipping and the 

core obtained from borehole. The geologist's lithological log is of prime importance in 

that it provides the basis for identification of reflectors in terms of boundaries between 

rocks of ditTcrcnt type. Other geological work on the cores and chipping aims to establish 

the age and stratigraphy of geological section and tJle presented results of exploration 

drilling normally include a lithoMstratih'Taphic log(rocks describes in terms of lithology) 

as well as a chronoMstratigraphic scale (the rock uni ts subdjvided according to age) 

11 is standard industry practice that at various stages dwing the drilling of a well and 

upon reaching the tota l depth (referred to (In log as TD) geophysical logging tests are 

made with a variety of instruments. These are lowered to the bottom of the we ll . as drill 

at the time of logging. on a wi re line which is usually a mulliMcore electrical cable on 

which the logging tool can be suspended. The loggings are then drawn upwards through 

the borehole. measurements of various parameters being made either continuously or by 

tests at selected horizon. The processed results of these geophysical tests provide data 

wh ich aHow identification of the inter-relat ionship between the seismic section time scale 

and the borehole sect ion depth scale and thereby direct correlation between reflector 

pattern and stratigraphy. These measurements also provide data on the phys ical properties 

of the rocks penetrated by the borehole and such data important to a geological 

unders tanding of the variation in rcllector pattern which can be seen in seismic section 

throughout an exploration province. As for as the seismic interpreter is concerned. the 

geophysical Jogging methods or mast value to him are gamma-ray Jogging, compensated 

sonic logging and well velocio/ survey. The result of these are most usefully combined to 
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provide a synthetic seismogram which is a proccss which alms to produce from the 

borehole physical data a computed seismic section display which should compare well 

with an actual seismic section surveyed through the well site. 

2.lO: RELATlON BETWEEN SEISMIC SECTION AND LOG 

The comparison between a seismic section (in two way time) and an acoustic log 

(interval transit lime versus depth) leads to question about the relations between the two 

types of data and the possible combinat ion of their corresponding data se ts. 

2.10.1: Acollstic log itl relating logs and seismic data: 

The acoustic log provides an obvious link between geophysics, seismic and well logging 

data. Although covering different frequency bands (acoustic log: in order of I 0 kHz~ 

seism ic: ranging from about 10 to 100 Hz), the two techniques are based on the same 

laws of wave propagation but with different methodology. Under a certa in number of 

conditions the seismic measurements collected at these different frequencies can be 

compared and used to improve knowledge of reservoir characterizatIOn. Acoustic log has 

a djfferent verti cal and lateral mnge of investigation compared with seismic surveys 

(surface or borehole). 

It has a good vertical resolution - of the order of tens of centimeters - but is limited to the 

immediate vicinity of the borehole .By contrast, seismic profiling allows a more 

extensive spatial image. but the vertical resolution in no better than about ten meters. 

Although the depth to time conversion of well log data is carried out using the 

acoustic velocities of fonnations obtained from acoustic logs(sonic logs), this method is 

insufficient to provide an effective comparison between seismic and logging surveys, 

thus it is thus necessary to perform a sonic calibration for the depth-time conversion. 

The sonic log calibration involves establishing a time-depth relation consistent 

with the seismic survey yielding the same vertical resolution provided by the sonic logs. 

In other words, the sonic log measurements are recalculated to be compatible with the 
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variation In Iluids and litho logical composit ion, so the integrated travel time between 

two depth readings can be matched with the corresponding data from the well velocity 

surveys. 

A well velocity (or check shot) survey is can'ied out by measuring the travel 

time of heads waves emitted from a surface shot by means of a geophone or an 

hydrophone placed at various deplh in a well. 

Cheek shot surveys' arc the predecessors of vertical seismiC profile. Vertical 

seismic profiles (VSP) may. usc more sophisticated tools 10 records the entire seismic 

wave train generated by the surface source and transmitted though the earth fi lter 

downward. A VSP survey is usually recorded at a much higher density of depth points 

but may not cover the entire well bore. 

A high level of precision is required for the comparison of seismic and well 

Jogging datasets, particularly in the context of reservoir stud ies. Therefore, it is necessary 

to apply preliminary correction procedure before calibration of the sonic log to the check 

shot results or to well ve locity survey. 

The interval travel times obtained from the check shots survey and the sonic log 

are compared. The sonic Jog is tJlen adjusted or calibrated accorcling to well defined ruJes 

to match the check shot interval transit time. 

Once the calibrat ion has been carried out and a corrected lime-depth relation 

established, it is possible to compare the well (logs) with surface seismic data. One 

technique employed for this purpose is the creation of synthetic seismogram using 

density and acoustic velocity logs. Bulk density and acoustic velocity logs are used to 

create an acoust ic impedance log. After depth - time conversion, the reflection coefficient 

derived from the 

Acoustic impedance log are then convolved with an appropriate wavelet to produce the 

synthetic section (often referred to as seismogram). 
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Seismic data obtained from the vertical seismic prolilc (VSP) with or without source 

offset, are processed to provide seismogram at seismic frequencies that are directly 

compare able with synthetic sections and the surface seismic section. Even though these 

data have a poorer verti cal resolution compared with well logging and a restricted 

frequency range, they can be used to adjust profiles obtained from seismic reflection 

surveys carried out at the surt:1ce. in addit ion, borehole seismic surveys can be used for 

defining appropriate operators for stratigraphic deconvolution and converting seismic 

sections to acoustic impedance sections or logs. 

The combination of bore hole seismic surveying with well logging techniques (see fig 

2) enables a considerable improvement in the study of reservoir. In some cases, the 

seismic and down hole logging datasets may appear inconsistent with each other. In the 

present study. an attempt is made to explain the various reasons for the observed 

discrepancies between these two approaches. 

2.11: IMPORTANCE AND CALCULA nONS FOR RESERVOIR STUDY: 

The main goal of this study is to est imate porosity. water saturation, and volume of silt 

using several seismic attributes and then arrive at getting one conclusion based on the 

quantitative and qualitative analyses. In the quantitative analysis, nine seismic attributes 

are used to est imate the reservoir properties. These attributes are calculated and averaged 

over the zone of interest, from Base to Unconfonnity compared to the log derived 

reservoir properties from wejls. Multi-variant regreSSion is used to approximate a linear 

transformation between seismic attributes and reservoir properties. Then transfonnation 

is applied to the whole seismic data. ]n the qualitative analysis, spectral attributes are 

studied in addition to the nine seismic attributes. Attributes are related to the reservoir 

properties qualitatively. Both the quantitative and qualitative interpretation is in 

agreemen t. I presclVed two wells for validation purposes. The estimated reservoir 

properties of these two wells using Multi- seismic-attributes approach are in ab'feement 

with the well driven reservoir properties. The multi-seismic -attributes driven reservoi.r 

properties method was compared to the single attribute method and to a method utilizing 

simple kriging of well infonnation. 
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The need to improve reservoir characteri zation in order to opt imize hydrocarbon 

extraction has led to the development of special techniques and increased collaboration of 

aspects in many different fi elds, i.e. geology, geophysics, logging and production 

engineering. The different type ofinfonnation contributed by each of these approaches is 

complementary. (Chen & Sidney, 1997) 
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CHAl'TER3 

GEOSTATISTICAL METHODS FOR MAI'PING 
ARESERVOffi: 

3.1 Introdu ction 

Using Geostatist ical techniques mapping of petrophysical properties can be 

explained wi th confidence. This explanation description can be qua litative or quantitative. 

Some oCthe importan t poin,ls are as under: 

1. All the data a re not available at the same time. As exploration and derine<ltion of 

the reservoir continues additional data become available. 

2. The qua lity of data collected from various sources may be different. Hence the 

uncertainty associated with the data is different as is the user's confidence level in the data 

re n ected by the weights assigned to the data by him. 

3. Data may be collected over different scales. For instance, quantities from log 

measurements typica lly reflect reservoir properties averaged around a distance of 5-10 feet 

around the measurement location. Quantities derived from a welltest typically average 

over a much larger distance a round the measurement location. So in using the data the 

difference in scales has to be incorporated. 

4 . Some of the interpretation may be qualitative. For instance, the tacies maps 

generated by a geo logist to a large extent arc infl uenced by his int imate knowledge oflhe 

a rea and it's depositional hi story. 

The fu ndamental drawback in reservoir description orien ted towards the 

goal of matching historical fie ld performance lies in the fact that there arc multiple 

reservoir descriptions possible which honor well location data (a lso tenned as hard data) 

that could match the history. Hence reservoir simulation, by its very nature , fa ll s in the 

realm of classic inverse problems wherein multiple permutations and combinations of 

input data could yield the same result. ]t cannot be asswned that once the historical 

performance is matched the reservoir model, which was used to arrive at the result, is 

untouchable. It should be appreciated that any forecasting or future performance 

estimation done with the aid of this model also carries a refl ection of the uncerta inty in the 

reservoir description itself This is perhaps the essence of geostatistical methods since it is 

the one technique that gives the engineer a quant itat ive measure of uncertai nty in tlle 
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estimation or a parti ctd :1r variclble, 

3.2 Basic S lali s tic~d prin ciples 

3.2. 1 Freqllell cy distribu tion: 

To constru ct n frequency distribution the dnln is divided into n number of intervals 

cnlled class intervals, The number or measurements falling within a particular class is 

termed as class rrequency G, The c lass frequency normalized over Ihc tolnl number of 

samples is call ed rclative rreqllency, 

I A'feal/: 

The mcan represents the summation normalized over the number of samples. Il tries to 

cnplttrC the eClllral tendcncy in a sample. Mathematically it can be written as 

2 Meadinll: 

Alluther measure of central tcndency IS the mcdian, It IS the sample point 111 a dataset, which 

rcpresents 50% probability. In other words, if one arranged all the sample points in an 

ascending order the sample that falls right in the middle represents the median and IS 

calculated by 

J Modi!: 

... X" . I · II .\' - ~-. lor 1/ Otl( 
2 -

.... x,, ') TX",-,. , _ x ....:. '- - .Jorll evel/ 
2 -

It is the observation that occurs most rrequentl y in the sample, It is obviolls that the 

mean, median and the mode will be co incidental if the distribution is symmctric. If the 

dist ribution is skewed the three central tendencies wi ll 'be different. If the distribution is 

positively skewed we observed that Mode <Median <Mean, I( the distribution is 

negativelY 'skewcd then we observed that 
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Mode >Median >Mean. 

Extremes, percentile: 

The minimwll and maximwn among the sample va lues may be useful to 

examine the variation in the data. "Percentile value~ rcrre~cnt ~amrl c va lue~ , 

which are greater than a certain percentage of the sample val ues. for instance the 

10% percentile value represent the observation that is greater than JO% of the total 

number of sample points. 

4 Variance: 

It simply represents the spread of the data. Mathematically we can calculate 

vanance as, 

2 ; ;=11 2 2 
s= Lxi-nx 

;=0 

n-I 

Where S2 is the sample variance, x is the mean and n is the total nwnber of 

Samples. The square root of s is called standard Deviation. 

5 Coefficient o/Variation: 

It is the ratio of the standard deviation to the sample mean. Mathematically it is 

defined as 
CV~,"i 

X 

It is a dimensionless quantity and is intended to provide a measure of the spread of 

the sample. By comparing the coefficients of variation in two data sets one can 

infer as to how much the data is centered around the mean or separated from the 

m ean. 

6 Range: 
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The range is anot her measure of the spread. The simplest defi ni tion of 

range IS 

R .. Xmax-Xmin. 

Xm3X represents the maximum value and Xmin represents the minimum value and so 

on. The range can al so be determined between successive quartile values. For 

Ins tance range can be defined as R = XsO-X25. 

7 Sample Declusteriflg : 

Sample dcclustering is one of the simplest ways to eliminate the effect of 

biased sampling. For instance typically in a fi eld wells are concentrated in places 

areas where there are oi l shows as opposed to be ing unifonnly spaced. BigIl 

porosity in such areas may bias porosity computations away from those wells. 

Typica lly the whole area is divided into several sub-regions and the weight is 

calculated as an inverse orthe number of points in that sub-region. The idea is 

logical since greater the number of data points within an area lesser Ihe weight 

aS$igned to it and hence lesser it's impact on computations. For example if the 

POill1 Xi fal ls within a subarea A where nA is the lIulllber of s<1l llple POillts th en 

8 Bivariate statistics: 

I 
wA = 

nA 

A conditional distribution is the distribution or one particuJar variable, which 

is conditionaJ upon the distribution of another variable. For instance if we consider 

porosity and permeability we can envisage different porosity classes and plot the 

permeability distribution of only those
26
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class. 

9 Co variance: 

Covariance is the measure of relat ionship between two variables x and y. 11' 

and ya re posit ively related (Le. as x increases, y increases) covariance is 

cova riance will exhibit a negative va lue. Extending that logic if x and yare not related 

covariance will exhibit a value close to zero. Mathematically it is defined as 

19 1 J= n 

c(x,y) ~lInL: xi yi - l /nL: xi yi 
i= l i= l 

Similar to variance covariance is defined in units depending on the units of and y. Similar 

to regression coefficient in univariate statistics we can define correlation coetlicicnt 

between 2 variables as follows: 

r (x,y) ~ Qul 

SxSy 

6~ '/ \ .• :,\-U. ~~ , __ 

where r(x,y) 1S the correlation coefficient and Sx and Sy are the respective standa~/i'l'deviatiQns of':. 
the variables x,y respectively. (,; 

'. .\ 

\..:.:. 

10 Lillear Regressio,,: 
\ -:;> ( 

~,.' 

TIle simplest equation is the y = rnx + b. It can be mathematically shown that the best fits is 
obtauled when 

111 = c( x, v), h = Y-I1LX 

2 
Sx 

where c(x,y) is the covariance between x and y, 51 is the variance of variable x, 

y and x are the respective means of the variables x and y. The goodness offit is 

indic..1.ted by the correlation coefficient between.Vthe 2 variables. 
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J 1 Probability (1m/laws of probabili(y : 

Probabi lity better let us consider the experiment of roll ing a dice. The li st of all 

possible outcomes can be written as 

s ~ (I , 2,3,4,5,6) 
T his is called the sample space for the experiment. If we consider an event 

consisting of all even numbered outcomes the even t would be EventE I = {2.4,6}. 

Hence the probability of event E is 3/6 = 0.5. I f we consider another even t 

consisting of all outcomes less than 4 we;; can write event £2 = {l ,2.3). The 

intersection of the two events is (El 11 E2) = {2} and the union of the 2 events 

(EI u E2) ~ (1 ,2,3,4,6). We can exlend the logic to say Ihat probability of the 

union and intersection of events EI, E2 

P(E I (J E2) ~ 1/6 and P(EI u E2) ~ 5/6 

} 2 CorlClitiQlHlI probability .: 

It is the probability of an event occwTing given that a related event has 

already occurred. for example if one rolls a pair of dice the total number of 

possible outcomes is 36. Ifwe are trying out the probabi lity of having a sum total 

of two from both the dice given that one dice has already shown 1 it would be 

equal to the probability of finding I on the other die yet to be thrown. This is equnlt"o 1/6. 

M<llhem<ltically it is 

P( Al B) ~ P(AnBI 
PCB) 
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13 Prohability densi/)' JUlie/ion (pd/): 

(t is vCly closely related to the frequency distribution function. FOf a 

continuous variable the probability density funct ion f{x) can be defined as 

b 
pra <~X<~ b) ~ f f(x)dx 

a 

where J f(x)dx~ l 

Graphically"Ulis is shown as fo llows and is basically the area under the probability 

curve between a and b as indicated by the shaded area 

a b x 

J 4 Cumulative distribuc{Oll f llllctioll : 

[t is denoted by f(x) and is mathematicaUy defined as 

a 

F(a) = p[X <=29aj = f f(x)dx 
-00 • 
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To calcula te the probability of X lying between a and b the 

probabi li ty is as ro llows and is graphically highlighted in the cdf figure. 

p ea < X <= b) = p[X <= bJ- p[X <= aJ = F(b)-F(a) 

cdr 

F(x) 

o 
a b x 

15 Normal distribution : 

The normal distribution is the most \videly k.l1mVl1 distribution and is 

represented by the followhlg equation. The mean ofthc distribution is! J and U1C 

variance is a2. Il maximwn value of probability density is 0.4 1 (J and occurs at 
pdf 

f(x) 

'I 
x 

The picture represents tJle peiffor a normal djstribution wherein the 

maximum probable value. which occurs at the me.-111 of the distribution. is 

highlighted. 
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CHAPTER 4 

VARIOGRAM MODELING AND RELATED THEORY 

4.1 Stationarity and Cova riance 

4.l.L Assum ption of stationarity 

In subjective terms it simply means that based on the infomlation available 

from the sample we can infer detai ls abollt the population. for instance in a 

Particular school in a big city 40% orthe chi ldren going to grade tcn may be girls. If 

we can infer that out of all grade ten children going to several schools in the city 

40% ofthcm are girls the popuJation is said to be behave in a manner thai satisties the tirst 

order of sta tionarity. 

Tn the context ofa reservoir it simply means that if we divide the area of 

Interest into small sub areas and calculate the means of the points within those 

sub areas the means are approximately constant . [n other words we could in 

Principle consider one sub area, calculate the mean, and infer the mean of the 

whole area or the population based on it. Mathematically this can be written as 

E{X(u)] ~ E{X(u4 II)] 

1n other words the expected value of the variable u which is the mean at 

location u is same as the expected value of variable u Jag distance h away. The 

second order of stationarity states Olaf a funct ion of two random variables located h 

distance apart is independent of the location. Mathematically it can be written as 

C{X(Uj.).X(J + II)} ~ C{X(U2j,X(U2 + fI)} 

In other words the covariance is only a function of the distance h and is 

independent or the values that the variable u can take. We can also define other 

functions that capture the spatial relationship as a function of lag distance hand 

that is the variogram. 
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4.1.2 Variognllll 

The variogram is the most commonly used technique in geostatistics 

literature to describe a spatial relationship. Mathematically it is defined as 

n( h) 2 
y(h) ~_I VarfX(u)- X(u+ h)) ~_I _ I/X(Ui)-X(Ui + h)] 

2 2n(l~ i~ 1 

It is essentially hal f the va riance between two va lues loca ted h distance 

apart. It is obvious that at zero lag distance the variogram value would be zero. 1n 

o ther words, the closer the values are spat ia ll y the stronger the re lationshi p. The 

greate r the distance the weaker the correlat ion between the va lues. T his translates 

to smalle r variogram values at shorter distances and larger variob'fam values at 

greater distances. 

4.1.3 Example: 

The fol lowing table is given to compute the variogram at 1 feet lag, 2 

feet lag and 3 fee t lag. 

Depth Poro.,ity(%) 

2000 8 

2001 10 

2002 

2003 

2004 I I 

2005 12 

2006 

The variogram value at 1 feet can be ca lculated by taking all pairs of Porosity values 

separated by 2 feet. 

The variogram va lue at 3 feet can be ca lculated by tak ing al l pairs of porosity values . 
separated by 3 feet the relationship between the variObJTam and covariance can be 

expressed as 

Y(l~ ~ (;(0)-(;(11) 
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where all the C tcmlS represent covariances at respective lag distances. The covariance at 

zero lag distance is essentially the variance in the variab le itself. 

Concepts ofiag, tolerance and bandwidth: 

." ·ell 'l 

Weil l 

When we compute the variogram value at a certain lag distance we 

calculate the average squared difference for all pairs of values separated by a lag 

distance h. For this to be truly representative we need to ensure sufficient pairs 

exist at each lag distance. Hence to estimate a variogram value at a lag distance ofh we 

include all pairs that lie within (h+dh) or (h-dh). This increases the stabi lity of 

the stnlcture in the variogram. The same logic can be extended for directions. So, 

instead of looking in one particular di rect ion we define an angle tolerance and 

include all pairs that lie wi thin the sector 0 + d 0 and 0 - dO. IT should be no ted 

that iflhe angle tolerance is unchecked with increasing lag distance the sector 

becomes wider and wid~r. Hence we define a bandwidth that ensures that once a 

certain maximum width is reached it is maintained further away. 
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4.2 Transforms of variables: 

4.2.1 Need for transforms 

Variogram Modeli ng And Related Theory 

The variogram represents the average of the squared di ffcrcnces of variable 

pair values at a certain lag distance. Since it uses the square of differences, large 

differences between a particular pai r are magnified. Such pairs can have a 

sign ificant impact on the overa ll variogram value at a certa in lag distance and resultin 

instability in the stmcture of the variogram. 

Log transform 

It is simply the natural logarithm of the value. It is typically used in the case 

of ana lyzing penneabili.y data. The order of magnitude variat ions present in the 

pemleability data are translated into the integral part of the log of the value. 

Power Transform 

It is a more generali zed case of the log transform. It is the value raised to a 

fractional power. The log transfonn is simply a more extreme case since it the 

value raised to a power of D.1 . Power tTaI1SfOmlS are typically used on seismic 

attributes and penneability which exhibit inherently high variance. Power 

transforms should be used with caution when a certain variable exhibits both 

positive and negative values . 

Rank transform 

Instead of computing the variogram based on the actual values we could rank any 

given data set and nonnali ze the rank over the number of samples in the dataset ensuring 

that the transformed variables always takes values between Dand 1 

Indicator transform 

It allows the transformation of a cont inuous variable into a di screte variab le. 

If a certain threshold Xt is defined the indicator transfonn can be written as 

[(lI,xl) ~ I , X(l/) <~ Xl [(lI,xl) ~ 0, X(lI) > Xl 

Typically the 25%, 50% and 75% values are used as thresholds. It is 
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evident from the above definition that indicator values are always either 1 or o. 

Normal SCOI"C transform 

This transfonn allows a variab le to be transfonned into an equivalent 

nonnal(Gatlssian) distribution. The cumulati ve distribution function can be 

constructed for any data set. For the nonnal distribution a pre-defined cumulative 

distribution function exists. Hence by si mply looking up the cdfvalue cOlTesponding 

to a particular sample in the dataset it's value in the transformed Gaussian space 

can be deteml ined. The normal score transfonned values typically have a mean of 

zero and a variance of one. The range of values is between -3 and +3. The 

procedure is schematically shown in the following figure. 

F(x) 

<l S:ITnph: value 
a 

Types of Variograms 

The bas ic definition of the variogram assumes that the global mean is the same as the 

mean at individual lags or mathematically 

1 l1(h) 1 nth) 
X_h = - LX(II;) = .r+h = - LX(II; + h) = g /oba/_"Jean 

lI(h) j=1 nt h) 1=1 
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The generali zed equation of the variogram is called the semivariogram . The General 

re lat ive variogram is a revised version of the same and is defined as 

The nonnal variogram calculation is simply nonllali zed over the lag mean at a part icular 

di stance, the inten tion being to el iminate the variat ions in the lag means. Similarly, the 

pai r wise relative variogram is defined as 

In thi s type each individual pair at a certain lag distance is nomlalized over the square of 

the pair mean. 

Variogram modelin g and requirements for modeling 

Once we establish a spatia l function purely as a fu nction of distance the 

function can then be used to calculate values at unsampled locations provided we 

know the distances between the unsampled location and all the sample points. A 

variogram is an analytical equation that tries to capture to the best poss ible ex tent 

of the observed spatial trend in the data. The variogram value is zero at zero lag 

di stance and increases with increasing lag distances. After a certain distance the 

variogram flattens out and reaches a constant value called "sill". The distance at 

which the si ll is reached is termed as "range". Range can be thought of as the 

di stance beyond which two sample points are completely uncorrelated. 

Nugget effect model 

The s implest model is the nugget effect model. It can be written as 

y(I1);O if h ;O ly(h) ;Co ifl1>O 
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At a lag distance in fi nitesimall y away from zero the si ll of the model abru ptly ri ses to a 

value of Co. The reason it occurs could be due to fact that the shortest di stance at which 

we have avai lab le pai rs is larger than the range or it could be a reflection orthe uncertainty 

of measurement in the variable itself. 

Spherical model: 

[3(") I ( II»] Y,\i,h(II) = Co 2 a -2 () for h<=a 

The vari ogram model has been de fined with arrange of "a" and a sill value or uco". it can 

be easily seen that at lag h=a the va lue of the variogram becomes Co. 

Exponential model 

The variogram model is asymptotic in nature and hence never tru ly reaches the value 

of "Co" but essenti ally at h=a it reaches about O.95Co. For all practical purposes the 

distance "a" can be treated as the range. 

G aussian model 

The variogram model is also asymptotic in nature and hence never trnlyThe 

variogram model is also asymptotic in nature and hence never truly practical 

purposes the distance "a" can be treated as the range. 

Combination models: 

In certain cases one simple variogram model may not be able to capture the spatial trend 

observed in the data. In such cases combination models can be extremely helpful. For 
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instance consider the following model which is a combination of the nugget, spheri ca l and 

exponential models. 

(h) ~ Co + CISplwl(h) + CZExP"Z(h) 

where the total sill value for the variogram Co+ C I + C2 and the range for the spherical 

model is a1 and the range for the exponential model is a2 

Sine and Cosine models: 

This is very typical when variograms are computed in the vertical direct ion at a single we ll 

location. Geological processes o ften repeat in cycles and it's reflection can be seen as 

cyclical variograms. 

Exponential Spherical 

l(h) 

I.ag distance(h) 

G;'lussian 

y(h) y(h) 

Sine, cosine 
,,--,,;..~ 

L dis tance 1 L di$lnncc h 
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C ross-va riognuTI 

The equat ion for the cross-variogram can be written as, 

n(h) 
rc(h)~ .1... L [x(lIi)-y (lI i+h)] [y(ui)-Y(lIi+h)] 

2n(h) i ~ 1 

It can be seen that instead of squaring up the differences at any lag distance h we simply 

compute the product of differences at that lag between the primal)' variable x and the 

secondary variable y. It should be noted that unlike the standard variogram the cross­

variogram need not be strictly positive. If two variables are negatively correlated (Le., as 

x increases, y decreases) then the cross-vari ogram wi ll be negative. 

G eometric anisotropy 

Most typica ll y spatial trends are analyzed along different search directions 

and the ranges in the different directions are analyzed. The direct ion wi th the 

largest range is termed as the direct ion of maximum continuity and the direction in 

which the shortest range is observed is tenned as the direction of minimum continuity. To 

fac ilitate the mathemat ics generally the direction of maximum continuity is determined 

and the di rection of minimum cont inuity is assumed to be perpendicular to it. 

Conceptually a variab le may exhibit correlation over a larger distance in a certain 

direction owing to the presence of facies continuity in that direction (like a sand Chanel). 
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CHAPTERS 

PROPRTY MAPPING TECHNIQUES: 

5.1 K rigillg 

5. 1.1 Theory 

l'ro(1erl}l Mll(Y'lIIg 

Kriging uses a linear estimation technique to estimate a value at ul\s:llllpled 

locations. The val ue at the unsampled location is estimated as shown in the 

equation. 

• n 

x (uG) = ILAiX(Ui} 

i~1 

where X*(uo) is the value at the unsamplcd location and X(Ui) is a sample point at 

ne ighboring location i and Ai is the we ight ass igned 10 the sample point. The 

assigning of weights deptnd on the spat ial relationship between the wlsampled 

loca tion and neighboring va lues. Krigi ng algorithms rely on the inversion of a matrix. The 

size of tile matrix is governed by the number of samples chosen to 

estimate the value at a particular location. Too few samples may not a yield a 

reliable estimate at an unestimated location and too many samples inc rease the 

computational time. Hence an optimal balance must be struck between the t\vo 

extremes. 

5.1.2 She alld shape of search neighborhood 

The search neighborhood defines the area cons ist ing of all the sample 

points used in estimating an unsampled location. ConceptuaJly~ the minimum size 

should be dictated by the minimum number of sample points requ.ired for a reliable 

computation. The maximum size is ctifficuJt to ascertain. The maximum size can be set to 

be the range of the variogram. since sample points beyond the range of the variogram by 
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definition would exert no inlluencc on the unsalllpled location value. 

]f in two dimensions an isotmpic variogram is used the search neighborhood will 

be perfectly circular. rf an anisotropic model is used the search neighborhood will 

bt: elliptical. The logic is to have morc samplc points in the max:illlunl direction of 

continuity and less sample points in the minimum direction of continuity. 

5.1.3 Cross-v(l fidafiol/ 

Cross-validation is a procedure to gauge the amount of confidence we have 

in the estimates at lillsampled locations. The most common method is the "leaving one out 

method". In this method one sample point is removed fTom the sample data at a time and 

the remaining sample points are then to calculate the va lue at that poin t as if this is an 

unsal11pled location. The va lue thus calculated is then compared with the blown data value 

at that po int. After repeating this sequence for all the points a cross-plot can be generated 

between the values at sample points and the corresponding estimated values treat ing them 

as ullsampled locations. 

After the cross-validation is fini shed we have two values at every location 

the true value and the estimated value. The estimation error can be written as 

* 
e( IIi ) = x (IIi) - x( IIi) 

In cel1ain cases it may be observed that the erro r depends on the magnitude of the sample 

or in other words the error increases if the mabJ-nitude of the sample increases and vice 

versa. This type of behavior is known as "hctcroscendasticity" of error variance. If the 

error is equally spread arpund zero and is independent of the magnitude of the sample this 

is termed as "homoscendasticity" of error variance. Ideally we should satisfy this behavior 

in practice. 
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5. 1.4 Simple Kriging 

TIle kri ging algorithms use the "minimum variance unbiased estimation" 

technique to t::stimate val ues. In othe, words the weights should be computed ensuring that 

the estimated val ue is unbiased and the error variance is minimum 

The condition of unbiasedness can be written as 

" 
x (uo) ~.JO+L LAiX(Ui) 

;=/ 

wherein the covariance C matrix has to be inverted for solving the weights. 1£ a 

sample point Uj is located very close to neighboring sample poinls Uj, then the 

covariance terms C(Uj,uj)would be large. This would result in lower weights being 

assigned to those points since the weight is inversely proportional to the "e" 
matrix. Conversely, stronger the spatial relationship between the unestimated value at Uo 

and the sample points at Uj larger the covariance valu!! in matrix "c" and hence the weight 

assigned is correspondingly more. Hence conceptually we can see that the effect of 

clustering among the sample points is eliminated by assigning lower weights. It can also 

be seen that closer the location of the unestimated va lue to the sample points large r the 

influence of those sample points. Once the weights are calculated the error variance can be 

calculated as 

2 v 

aE= X(Yo, Yo)- AA IX(YI3 YO) 

1=2 

, 

\ 
, J 

5.1. 5 Ordinary kriging ,. R· 
~:t~. 
~. 

Simple kriging requires that the mean be known but the true global mean is hardly ever known. 

The assumption of the fi rst of stationarity may not be truly valid in the area being 

populated. Ordinary k"Tiging procedure filters out the mean by enforcing a condi tion that 

all the weights sum upto unity. 
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If there is a trend present in the data the assumption of the first order of 

stationarity is negated. Hence such a trend has to be filtered out before perfonn ing the 

variogram computat ion and krigi ng. Ordinary kriging provides a means of filtering the 

linear trend in the three principal directions and trends in (xy). (yz) or (xz). 

3.1.6 Cokrig illg 

Cokriging is a procedure for estimating, one variable using, other samp led variables. 

The objective is to improve the estimate and reduce the uncertainty in the 

estimated va lues with the spat ial information from other variables. Some typical 

examples are the estimation of penneabi lity using porosity data and the estimation of 

porosity using seismic data. It should be noted that the fundamental assumption in the 

cokrigjng technique is that variables are linearly related to each other. The computational 

effort it takes to solve a cokriging system is more compared to simple or ordinary kriging 

since it uses more number of points and hence the matrix inversion is tedious. The 

variogram modeling eITorl is also comparatively more since it necessitates a variogram for 

the primary variable (variable we are trying to estimate and typically sparsely sampled), a 

variogram for the secondary variable (extensively sampled) and a cross-variogram that 

captures the spatia l relationship of the primary variable against the secondary variable. 

The basic equation for an unestimated variable can be written as 

* IIX II)' 

X (110) ~ LAXIX(UXij + IAYkY(UYk) 

i=/ k=1 

where X is the primary variable and Y is the secondary variable, A x, A yare the weights 

assigned to the primary and secondary variable respectively. 
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5.1.7 Collocated cokrigiflg 

Cokriging can be perfonned when the primary variable and th e secondary 

variable are both scattered over the area of interest. Collocated cokriging requires 

that a sample va lue of the secondary variable exist at each point where the primary 

variable is being estimated. Hence the most typical secondary variable used is a seismic 

attribute like acoustic impedance. The seismic grid defini tion is generally used as the 

guiding grid for the primary variable mapping. The primary advantage in using collocated 

cokriging is that the variogram modeling effort is considerably reduced. Given the 

condition of data sufficiency of the secondary variable it eliminates the need for modeling 

secondary variable variograms and crossMvariograms .. 
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Secondary variable needs to ex ist at all points the primary variable is compute 
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5.2 Cond itional simulaliOIl 

Conditional simulation provides a metJlod by which instead ordelining one 

estimate and the associated uncertainty at a part icular location the uncertainty is 

characterized by multiple possibilities which are all equi-probablc. Conditional 

simulation can simulatc both continuous va ri ables like porosi ty and permeability 

and also discrete variables like geological facies. The most commonly used 

techniques are the sequential gaussian simulation and the sequentia l ind icator 

simutllt'joll. 

S. 2. 1 Sequential Gaussian simulation 

The sleps lo be followed are 

I. Determine the global cumulative distri bution functions (cclf) based on the 

observed va lues of any vari ab le X. 

2. Use this to perform normal score transform on the experimental to arrive at 

a set of transformed values that obey a Gaussian distribution. 

3. Define a random path which visits each pixel or gridcell of the zone bein~ 

simulated. T hen start moving along this path, simulating the pixels as follows. 

4. For a pixel to be simulated search fo r a specified number of neighboring 

Conditioning data points including both original data and previously simulated pixels as 

they come into exjstence. 

S. Use conventional kriging on the above neighboring conditioning data 

constrained by the theoreti ca l variogram ro calculate the parameters 

necessary for the caJculation of the Gaussian cdf at this pixel, that is the mean and the 

standard deviation for the cdr. 

6. Pick a random number and derive a value at the pixel from the Gaussian cdr. 

7. If all the pixels have not been simulated iterate on the above process till all of them 

are simulated. 

8. If all the pixe ls have been simulated back transform the simulated Gaussian va lues 
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to th~ original variable,X 

9. This would complete one realization. 

5. 2.2 Sequelltialllldicalor simufafioll 

The steps to be foHowed are 

1. lndicator simulation can be appl.ied both on categorical and continuous 

variables. When using a continuous variable thresholds have to be applied 

on the variable to discretize it. 

2. Estimate and model spatial relMionships for each threshold in case ora 

continuous variable or each category in case of a discrete variable. 

3. Set up a random path and visit each pixel in the zone being simulated. Then 

start moving along the random path simuJating the pixels as fo Hows 

4. U.se conventional kriging to come up with the probability values [or each 

threshold or category. Construct a cill based on these probability values at 

the pixel being simulated. 

5. Use a random number generator to sample a value from the cdfthus 

established. 

6. Once the cdf has been sampled transfonn this into rna umquc threshold for a 

continuous variable or a unique ca tegory for a djscretf~ variable. 

7. Visit the next pixel in the random path and estimate indicator values for 

each threshold or category by using the sample values and the prior simulated 

values. 

8. Once this process has been completed for all the pixels we essentiaHy have 

one realization. 

9. Different sets of realizations can be generated by using a different seed 

number feed in the algorithm. 

,(2.3 Other approac/tes 

Some of the other approaches detailed in geostatistics lil'erature are 

simulated annealing which perfonns a sequence of localized perturbations to find 

the global maximum/minimum in a pre-defined objective funct ion. Also, sequential 

Cosimulation can be used which is basically an extended fonn of Cokriging. The 

49 



C/i{j[)ler 5 Proper/V Mapping 

id l.!iI is to cnpture the trends the secondary variable and enforce them whi le simulating 

the pr imary variable so that th e imprint of the secondary variable is observed in thc 

final co simulatcd result ( Issaaks & Srivastava. 1989) 
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CHAPTER 6 

METHODOLOGY & RESULTS 

6.1 Introduction: 

Firstl y. we have proposed a mechanism to identifY appropriate se ism ic attributes that 

show good correlation with petrophysical properties (in particular [onnation) computed 

arollnd the wells and correlations are used predict or work out a petrophysical property 

CjuantitMivcly over the project area. This has employed Neural Network calibration 

techniqucs thaI describe the correlation between a selected attributes and a calculated 

property. Mapping of petrophysical properties employed a variety of algorithms, which 

includes guided mapping, higing, collocated cokriging, and conditional simulation. 

Following will entail the whole workflow and accomplishment of the task in which 

research starts with seismic attribute extraction and ends with prediction and working 

out of petrophysical properties as described earlier: 

6.2 WORKFLOW 

This implies the steps involved to at1ain the objective from scratch, i. e., We have been 

given with a 3d seismic data over the project area and wells. All the wells contain log 

measurements which are used to compute petrophysical properties of the fonnation. 

Besides. volume based seismic attributes are calculated over the 3D survey and then 

correlation is established on a basis that to which attribute we have the best property 

correlation plus the consistency, proportionality and continuity of that relationship. 

Different iterations based on various algorithms are used and results are observed and 

finally a best relationship is found which can be taken as to be usable for advising 

petrophysical parameters of fonnation where no wells are drilled. 
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6. 2. 1 Seismic Allribules: 

In the whole work cycle first important entity is Seismic Attriblttes which we have used 

to predict or indicate the phys ical properties but here we have used certa in attributes for 

the correlation of specific rock properti es. 

6.2.2 Usage of Log Data: 

As of prime importance. log data have tJecn correlated with the Seism ic Attributes and 

thcll cnJ ibration is donc. Thcse calibrated attributes indicate the pelrophysicnl properti es 

between the wells and used for the reservoir characterization. 

6.2.3 Attribute Extraction and Calibration: 

Seismic attributes are extracted around the intersection of each borehole to form an 

interpreted zone thus a pair of values is computed for each intersection .These pair of 

values indicate lithotype seismic attribute and log properties. In Calibrat;on the Seismic 

Attributes have been analyzed against the reservoir properties, throughout the area oflhe 

fonnation then in some cases we find these resulting attributes are not matching with the 

measured properties exactly al the wells or known points'- Which reflected not correspond 

to the expected statistical changes of the earth rock. For thiS purpose ,we made use of 

residual correlat ion appl icalion for improving results and we choose the consistent 

values (the borehole locat ion), and then by calculating these residual correction and then 

after applying th is residual correction best log to se ismic correlation is achieved then 

petrophysics guided by seismic is explained. 

6.3 In Put Data and Its Preparation: 

We have used GeoFrame Log Property Mapping software (0 find relationship between 

the interpreted petrophysical properties and the extracted seismic attributes. These 

deduced relationships have guided to propagate of these properties over the reservoir 

area. 

Particular kinds of data are lIsed as input to LPM which are prepared and made as input 

as under: 
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WELL DATA 

o Markers and formation top are marked interactively. 

f)S urfaces by markers 

e Layers - djfference between surfaces or fonnation tops 

o Definition of Lithozoncs region 

5. Logs curves as mentioned and described in the chapter 2. 

SEISMIC INTERPRETATION 

1. Seismic Horizons/Grids 

Qwlity thtrix (Rcg~'kln Cocffidcnt) 

Mapping &UesuJfs 

.. -.,----~(N - rjl~I~~~i~~~I~~~~~~~i~~ii;~I~~ ~_-IIooo_a..,et (AI -" _ _ - _O'_-'M-

~_ ......... ~fllG. 

Finally layers are calculated over the petrol physical properties are calculated. 

53 

--; ., 

.I 

-I 
~ 

-' 



(,I/{I pi t:r 6 A4o{J[J i1lK &Resulls 

6.3.1 Extracting Seismic Attributes: 

Us ing Charisma Seismic Attributes gene rator Volume based Seismic Attributes have 

been calcuJated by ta ki ng top and bottom of bottom of horizon same as 10 correspond 

the interval for measured petrophysical properties through Wel lpix LiLhozones. In tIle 

following table attributes are listed which have been computed for the purpose. 

6.4 Data Analysis 

Here in the first instance we have quantified the relationship between calculated 

petrophysical properties and then compute seismic attributes. The two main entities are 

separated as needful as first one is Quality Matrix and second is Calibration Function. 

Quality Matrix functionality given us opportunity to first specify a property to a 

measured se ismic attribute and then examining whats could be results in tenns of 

correlation function in next step. So here we have faci lity to edit such parameters which 

control the results indeed. This implies thai quality matrix basically helps to gauge with 

precision that to which petrophysical property a attributes should be attached or related . 

Through vanous iterations on reaching viable re lationship between properties and 

attributes our initial data become ready to be ca librated through linear or nonlinear 

(neural network) calibration-operation on the data. Thus, an equation is produced which 

permitted to relate property to attribute. In this way a pair of information consisting of 

property and attribute information based 011 mathematical relation is worked out for our 

next step. 

6.5 Property Data Propagation and Mapping 

After the data have been analyzed and Calibrated throllgh the procedure as described 

earlier, next step is to grid and map the property based on relationship ofPelrophysical 

property to Seismic Attribute which is essentially done through a specific method called 
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Guided Mapping. Because it s simple method that used a seismic atLribute to guide a 

property. Following are key steps til;!t we have taken for the property grids as under; 

Step II J 

As first s te p we apply the calibrat ion fUllction under the data analysis and an est imated 

grid is generated which j ust depicts the estimation applied over the data points lIner 

cal ibration. 

Step # 2 

For Calculating correction a va lues of residual scatter have been computed and thi s 

correction has sanctioned to calculate a correction to the estimated grid as computed step 

# l.This has been done by value at each intersection point between the grid and a 

borehole, the gridded property va lue is compared to the actual property value measured in 

the borehole. An estimated correction is computed e ither jn absolute (Residual) or 

relative (Ratio) va lue. 

Step II 3 

Correction Grid is computed by gridding the residual Scatter data found in prev iolls step. 

1n this step calculate Res idual Grid area allows to compute a grid from the residual and 

this grid will be applied as a correction to Estimated grid in first step. 

Step # 4 

Now the difference between the estimated porosity grid and the residual porocil)' grid is 

resolved by applyi ng the calculated correction to the Estimated Grid. This produces a 

final property grid that honors the value of the property known at the borehole. The 

property has now been populated out to the inter-boreho1e region of the interpretation 

work area. The final step in the guided mapping process is to estimate the confidence in 

the output. 
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