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Abstract 

The Internet is a worldwide co llection of networks that all use a common protoco l for 
communicat ions. Many organi zati ons are in the process of connecting to the Internet to 
take advantage or Internet services and resources . Businesses and agencies are now using 
the Internet or co nsidering Internet access for a variety of purposes, inc luding exchanging 
e-mail , di stributing agency information to the public, and conducting research . Many 
organizations are connec ting their ex isting internal loca l area networks to the Inte rnet so 
that local area netwo rk wo rkstati ons can have direct access to Internet services . 
Internet connecti vity can otler enormous advantages, however security needs to be a 
major considerat ion when plann ing an Internet connection . There are significant security 
ri sks associated with the I nternet that often are not obvious to new (and existing) users. In 
particular, intruder ac ti vities as well as vulnerabiliti es that could assist intruder activity 
are widespread . Intruder activ ity is diffi cult to prcdic t and at times can be diffi cult to 
di scover and cOI'rcct. 

" It is easy to run a sccure com puter system. You merely have to disconnect all dial -up 
Connections and permit only di rec t-wi red termi nals, put the machine ancl its terminals 
in a shielded room, ancl post a guard at the door." 

-F . T . GRAMPP AND R . H. MORRIS 

For better or for worse, mos t computer systems are not run that way today. Security is, in 
general , a trade-off with convenience, and most people are not wi ll ing to forgo the 
conven ience or remote access via networks to their computers. Inevitab ly, they suffer 
from some loss or security. It is my purpose here to di scuss how to minimize the extent of 
that loss. 

The situation is even worse for computers hooked up to some sort of network . Networks 
are risky for at least three major reasons. First, and most obvious, more points now ex ist 
from which an attack can be launched. A second reason is that you have extended the 
phys ical perimeter of yo ur computer system. In a simp le computer, everything is within 
one box. The CPU can fetch authentication data from memory, secure in the knowledge 
that no enemy can tamper with it or spy on it. Traditional mechanisms-mode bits, 
memory protection, and the li ke-can safeguard cri tica l areas. This is not the case in a 
network. Messages rece ived lll ay be of uncertain provenance; messages sent are often 
exposed to all other systems on the net. Clearly, more caution is needed. The third reason 
is subtler, and dea ls with an essential di stinction between an ordinary dia l-up modem and 
a network. Modems, in genera l, offer one service, typically the abi lity to log in . 



Networked computers ofrer many services: login, file transfer, disk access, remote 
execution, phC?ne book, system status, etc. Thus, more points are in need of protection­
points that arc' morc complex and more difficult to protect. A networked file system, for 
exampl e. canllot rely on a typed password for every transaction. Furthermore, many of 
these services were developed under the assumption that the extent of the network was 
comparatively limited . In an era of connectivity, that assumption has broken down, 
sometimes with severe consequences. Networked computers have another peculiarity 
worth noting: they are generally not singular ent ities. That is, it is comparatively 
uncommon, in today's environment, to attach a computer to a network so lely to talk to 
"strange" co mputers. More commonly, organizations own a number of computers, and 
these are connec ted to each other and to the outside world . This is both a curse and a 
blessing: a curse. because networked computers often need to trust their peers , to some 
extent, and a bl ess ing. because the network may be confi gurab le so that onl y one 
computer needs to talk to the outside world . Such dedicated computers, often called 
"firewall gateways," are the topic of my study. My purpose here is twofold. First, I wish 
to show that such gateways are necessary, and that there is a real threat to be dealt with. 
Second , I wish to show that thi s strategy is useful. That is, a firewall , if properl y deployed 
agai nst the ex pec ted threa ts. \,vill provide an organi zation with greatly increased security. 

Background 

The Internet is a vital and growing network that is changing the way many organizations 
and individuals communicate and do business. However, the Internet suffers [1'0111 

significant and 'widespread security problems. Intruders have been observed to target 
specific sites lor intrusions by methodically scanning host systems for vulnerabilities. 
Intruders often use automated probes. i.e .. software that scans all host systems connected 
to a site's network. This is sometimes referred to as probing a site. Many agencies and 
organi zations have bcen attacked or probed by intruders. with resultant hi gh losses to 
productivity and rcputation. In some cases, organizations have had to disconncct I'rom the 
Internet temporaril y. and have invested significant resources in correcting problems with 
system and network configuration. Sites that are unaware of or ignorant of these 
problems face a significant risk that network intruders will attack them. Even sites that do 
observe good security pract ices face problems with new vulnerabi lities in networking 
software and the persistence of some intruders. 

A number of factors have contributed to this state of affairs. The fundamental problem 
may be that the Internet was not designed to be very secure, i.e., open access for the 
purposes 01' research was the prime consideration at the time the Internet was 
implemented . Howeve r. the phenomenal success of the Internet in combination with the 
introduction or dilTcrcn t types of users, including unethi cal users. has aggravated ex isting 
security deficiencies lo thc extent that wide-open Internet si tes ri sk inev itab le break-ins 
and resultant damages. Othcr lac lors include the followin g: 

• Vulnerable Tep/IP services - a number or the TCP/IP services are not secure 
and can be compromised by knowledgeable intruders ; serv ices used in the local 
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area net\Vorking environment lar improving netwo rk management are especiall y 
vulnerable. 

• Ease of spying and spoofing - the maj ority of Internet traffic is un-encrypted; e­
mail , passvvord s, and fil e transfers can be monitored and captured using readily 
avai lable sortware. intruders can then re-use passwords to break into systems, 

• Lack of policy - many sites are configured unintentional ly for wide-open Internet 
access :\Vithout regard for the potential for abuse from the Internet; many sites 
perm it more TCP/TP services than they require for their operations and do not 
attempt to limit access to infa rmation about their computers that could prove 
va luab le to intrude rs, and 

• Complex ity of configuration - host security access controls are often complex to 
config ure and monitor; controls that are acc identa lly miss-configured often result 
in unauthori 7.ed access. 

Solutions 

Fortunately, there arc readily avail ab le solutions that can be used to improve site security. 
A firewall system is one technique that has proven hi ghly effecti ve 1'0 1' improving the 
overall leve l of site sec urity. A firewall system is a co llection of systems, routers, and 
policy placed at a site's central connecti on to a network. A firewall fo rces all netwo rk 
connections to pass through the gateway where they can be examined and evaluated, and 
provides other se rvices such as advanced authentication measures to replace simple 
passwords. The fi rewa ll may then restrict access to or from selected systems, or block 
certain TCP/ IP services. or provide other security features. 

A simple network usage poli cy that can be implemented by a firewall system is to 
provide access from internal to external systems, but litt le or no access from external to 
internal sys tems. However, a firewa ll does not negate the need fo r stronger system 
security. There arc Ill any too ls ava il able 1'0 1' system ad mini strators to enhance system 
security and prov ide additi onal logging capability. Such tools can check ror strong 
passwords, log connection inla rmation, detect changes in system fi les, and provide other 
features that wi ll help ad mi nistrators detect signs of intruders and break- ins. 

Purpose 

The purpose or thi s study is to provide a bas is of understanding of how fi rewall work and 
the steps necessary fo r im plementing firewall s using Netfi lterllptabl es framework within 
the Linux 2.4 ke rnel. 

G/Ja::;"allfar Afi Khall. 
ghazan far@ linuxmail .o rg 
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Chapter 1 

Network Security - Overview 

The increas ing use of network services such as the Internet has enhanced awareness of the 
need fo r security in distr ibuted computer systems. Whenever info rmation is transmitted it 
becomes vulilerable because: 

• IL is no longer protected inside a closed, secure operating system 
• It is subj ect to the fa ults and fa ilure of equipment owned and mainta ined by others 
• It is subj ect to potenti al attack by any person with a network co nn ect ion. 

In addition the Intern et itse lfhas a subversive element within it: 

• There are groups devoted to the subj ect of "crack ing", where info rm ati on on so ft 
targets can be found . 

• Software and instructions, whi ch together fo rm "system-penetrati on kits", are 
ava il able, free, on the Internet. 

This section addresses the problems assoc iated with compu ter networks. 

1.1 Local & Wide Area Networks 

Computer networks, which occupy a small geograp hi cal area, such as a single builrJing or 
a campus s ite, arc referred to as local area ne tworks (LANs). A terminal on a LAN 
typica ll y broadcasts a message to the who le network and the terminal. which is the 
in tcnded recipie nt, accepts the message, whil e the other connected termi nals ignore it. 
These small networks might have any nUlll ber of" users ranging lI'om two to a kw 
hundred. The data moves between terminals as a fas t se ri al stream, usuall y using the 
packet-sw itching Ethern et standard , which is capable of speeds of up to 10/1 00 mega-bits 
per second . 

A wide area nefl1iork (WAN) connects together terminals, whi ch are geographica ll y 
separate. Governments connect their military establishments using WANs, as do private 
com pan ies. fj nancial insti tutions, and internat ional com pan ies. WAN systems com pri se a 
variety of terrestr ial and satelli te communication systems, the majori ty of whi ch are 
leased and can be considered as "pri vate" to the WAN owner. Informati on trans fer is 
usuall y by packet-sw itching technology. 

1.2 The Internet 

Th e Intern et owes its ex istence to the work undertaken by the Defense Ad vanced 
Research Projects Age ncy in the 1970s. At th is time the extens ive mili ta ry-f'unded WAN , 
kn own as ARP ANET, was th ought to be hi ghl y vulnerable to nuclear attack. and it was 
reconstructed in to a great num ber of small er WANs. A new method was dev ised for 
tra nsmitting da ta across these sma ll er networks so that, in the event of loca lized 



destruct ion, the informat ion would automatica ll y seek an alternative route to its 
destinat ion. To make thi s work it was necessary to allmv systems on different networks to 
comm unicate, and two new protocols, the Transl7lissioll Control Protoco l (TCP) and the 
Internet Protocol (IP), (co ll ective ly known as TCP/ IP), were defined. 

Univers iti es, computer manufacturers and other technical non-military s ite hade been 
all owed to connect to ARPANET and the ease of con nection afforded by the TCP/IP led 
to rapid growth in the early 1980s. In 1984, the classified portion of the WAN was sp lit 
away to become what is now known as the Defense Data Network (DON), and the 
remainder of the WAN became known as The Internet. 

No institution o'vv ns, contro ls or regul ates th e Intern et. The information on it does not 
trave l along predictab le routes. it is often slower than a dedicated corporate-owned WAN , 
but, th anks . to the techno logy derived from the military, the probability th at the 
info rmati on will reach its destination is very hi gh. 

The World Wide Web or WWW is a servi ce within the Internet, o l'll.: rin g a CO lll1110n 
look and fee l to th e globa l information on th e Web. The Web typi ca ll y offers the user a 
"po int-and-c li ck" environment, where web sites ( Intern et desti nati ons) can be visited 
sequenti a ll y in a seamless and e ffortless manner. The success o t' the Web has been 
phenomenal and it has overtaken the email servi ce to become the leadi ng li ght of the 
In te rnet. 

Businesses are using the Web to search for informat ion, retri eve product information 
including software, and to co ll aborate with partners. They may also want to set up their 
own web site for advertising/marketing, or to give technical support and product-related 
information to customers. When security issues arc furthcr rcsolvcd, thc \·vcb may also be 
used extensively for electronic commerce. 

1.3 Other Network Types 

The success or the Internet has prompted various suggest ions for oth er network scenarios, 
wh ieh arc bei ng acti ve ly promoted by users and vend ors al i kc. In th is f ~l s t -cvo I v i ng arc na. 
labe ls such as Enterprise-Wide Net \vork, Vir!lIal Private Ne!IVOrk and III!rone! are be ing 
used to describe aspects of one single trend - the increase in connectivity. 

1.3.1 Enterprise-Wide Networks 

When an organiza ti on begins connect ing its comp uters together, it is, by design or by 
default , heading toward s what in computing terms is ca ll ed a di stributed system. 
Connect ivity continues until a Enterprise-Wide Ne fll'ork emerges . Thi s network wi ll 
probabl y include dia l-in access (for employees with portab le computers) and may also 
include the sites and systems of co ll aborati ng com pRn ics and contractors. There wi II 
in variab ly be a conn ection to the Internet. 

Many companies, anxious to maintain a security architecture on thi s evo lving distrib uted 
system, divide the netwo rk into trust dOl11ains, where the leve l of security is known, and 
audit contro l can be maintained. New domains are judged to be tru sted or untrLl stcd, and 
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if they are untrusted, they are con nected to the ex ist ing network by afire ll'all. At any onc 
time the company may not know thc exact location of its electronic peri meter wall , but it 
achi eves thc necessa ry overa ll hi gh leve l of security by maintaining its trusted domains 
and by the judicious use of firewa ll s. 

1.3.2 Virtual Private Networks 

Advocates of the Virtual Private Network (VPN) propose that encrypti on be applied to 
the packets of data that are transmitted over public lines, including any lines whi ch arc 
also part of the ex ist ing internet. With the data thus uncompromised, a company could 
operate a Wide Area Network without the need for expensive, dedicated lincs, and 
maintain private data communicati on over di stances that far exceeded even the most 
ambitious WAN. However, unli ke a protected WAN, the lines could be subj ected to 
traffic anal ys is and netwo rk fl oodin g. 

1.3.3 Intranets 

The Intranet allows greater connecti vity yet. The idea is si mple- the mu ltimedia attract ion 
and ease-of-use of the WWW can be adopted in -house by compani es who wish to 
encourage better communicat ion between sta ll betwee n departments and between leve ls 
of management. Thus, all employees would be on th e intranet, a low-cost intern al web, 
shar ing vast amounts of corporate inform ation and resources. Staff would benefit li'om 
high connect ivity (to each other) on a net whi ch wo uld be intrinsica ll y secure, since no 
connect ion to the Internet need be made at all . Being an intern al web, encryption 
techniques wo ul d be simple to implement and wo uld prov ide company-w ide protect ion 
aga inst commercial csp ionage. 

Advocates of the Intranet cnvisage that an enterpri se mi ght wish to progress, through 
mod ular extensions of connectivity, to fu ll Intern et access for its workforce and to virtual 
private nctworking using inexpensive lines . That would certainl y be possible, and might 
even be desirable, provided that the security implicati ons were full y understood. The 
security advantage of the Intranet is that it does not connect to the outside wor ld . 

1.4 Modem Connections 

Perhaps the simplest and least expensive meth od of communicati on IS where thc 
computer answers the telephone or where it initiates a telephone ca ll . 

Incoming telephone ca ll s are handled in the followin g way: 

• A terminal line may be attached to a modem instead of to a video or pl'lntlng 
terminal. Thc modcm plugs into a telephonc outl ct and permits th e computcr to 
answer incoming ca ll s. This permits remote use of yo ur computer from any 
location where there are a compatible termina l and modem. Such termi nal lines 
have th e status of shared terminals. 

In thi s mode of remote communication. the computer is open to any ca ll er, 
author ized or unauthorized. The normal password security schemc is usually 
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1.7 An Internet Policy 

From a security standpoint, an organization shou ld dec lare which Internet services it is 
prepared to all ow, and prohibit all other services. In ord er to do thi s, someone in the 
orga n ization must be responsi ble for adm i n isteri ng. and unders{(fl/ding, the serv ices, 
\Vh ich are se lected. 

The Internet Policy shoul d have specificat ions, wh ich cover the following issues: 

• The Services that are Conn ected 
The services all owed should be explicitl y stated, as should the directi on (outwa rd 
or in ward) 0 f comm un icati on perm i tted for each serv ice. 

Users should be made aware of the preferred code of conduct for net use rs, often 
ca li ed nc{ iqueffe, and should not abuse the fac i I i ties to wh ieh they have 
connecti on. They should be made aware th at the Net connecti on is a bus iness tool, 
and it should not be used to the detriment 0 f the organ izati on, wh ich has prov ided 
it. 

• How the Services are Connected 
The poli cy should mandate th at all ex tern al services should exchange inform ati on 
wi th the intern al net work by means 0 f a gateway, wh icll should be COil ri gmed and 
maintained onl y by an authori zed admini strator. 

• Who has Access to the Services 
The users and the Il/achines, whi ch have authori zed access to the In te rn et, should 
be known, and documented, and the secmity of the individual machines sho ul d be 
strong. In particular, those people with Internet access shoul d maintain a secure 
password regime, and should set their machine to default to "password required" 
mode when they leave their machines unattended. 

• Intrusion Response Procedures 
Those who are respons ible fo r maintai ning the Internet con nection shoul d be 
awa re of th e changing Internet vulnerabiliti es, what acti on th ey might be able to 
take to strengthen their gateway, how they would detect an intrusion or intru sion 
attempt, and what response they should make to a secmi ty event. 

1.7.1 The Firewa ll 

The usual so luti on to Internet security issues is to use a firewa ll as the dev ice between and 
organization's internal network and the outside wo rld . Although a firewall can be a single 
piece of hard ware, it can also be a sub-system of routers, gateway-configured computers 
and server-eonfigmed computers. They are many ways to build security into your 
network's perimeter wa ll , with some fifty commercial ready-built products ava ilabl e, and 
a multitude of so lu tions for self- built systems, often relerred to as the "belt-and -braces" 
approach, th at I woul d be fo ll ow in g till the end of my study. 

5 



sulficient to prevent un authorized logi n, but a determined penetrator can 
sometimes breach it. 

The fo llowing measures \vill reduce a penetrator' s chances of breaching security 
by g~l esswo rk . Treat telephone numbers that yo ur computer auto-answers as 
secret. If poss ible, change yo ur system 's tabl es (for example, ge fly) or the log in 
utility so that the computer does not adverti se its id entity, or even whi ch operating 
system it uses, until it authenticates the caller. Have a sing le telephone number to 
which use rs ca ll . If possib le, rest rict use of this line to req uests that the computer 
ca ll back. 

Outgoi ng telephone ca ll s can also be made usin g the modem. In these cases, it is under 
the contro l of a process not logged in there, such as a daemon. 

1.5 The 051 Model for Network Architecture 

Wh il e TCP/IP is considered by many to be th e de Jaclo standard fo r network 
communicati ons, th e International Standards Organi zati on (ISO) and the Comite 
Consultatif In ternationa le Te legraphique et Te lephon ique (CC ITT) have been wo rkin g 
since 1984 to de fin e a reference model for Open Systems In terco nnect ion (OS I) with 
security- related functionality. Protocols such as X.2S (packet-switching) , X.400 (secure 
messag ing) and X.SOO (authentication and secu re naming) have been produced, but as yet 
OS I has not di splaced TCP/IP as the preferred network protoco l suite for Wide Area 
Networks. 

1.6 The Security Threat 

Modems and net,vork interfaces expose your computer system to hard\,vare and to users 
not necessarily under your organization's control. For examp le, an email message from 
Asia to the Europe using the Internet may pass through a dozen different computer 
systems. 

There are many different scenari os, whi ch give rising leve ls of security threat, but there 
are the two basic considerat ions: 

• Can yo u trust the "other" site - th e site you are co nn ected to? 
• Are you satisfi ed with the integrity, ava il ab ility and confidenti ality of your 

network lin k? 

If the answers to these quest ions indicate th ere are securi ty ri sks, whi ch must be 
ad dressed , then ad mini strative act ion must be taken to in stall security measures whi ch 
wi ll reduce your ri sks to an acceptab le leve l. 

In particular, connecti on to th e Internet shou ld be done carefull y, since thi s act ion takes 
co nn ect ivity to a new Icvc l- one in whi ch there arc potenti all y milli ons o l'''other'' s ites. 
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Chapter 2 

The Internet and Internet Security 

Whil e Inte rnet connecti vi ty offers enorm ous benefits in terms of increased access to 
inform ation, Internet connecti vity is not necessarily a good thing for s ites w ith low leve ls 
of security . The Internet suffers from glaring security problems that, if ignored, could 
have di sastrous res ults fo r unprepared sites . An inherent problem w ith TCP/IP services , 
the complex ity of host configuration, vulnerabiliti es introduced in the software 
development process, and a vari ety of other factors ha ve all contributed to making 
unprepared sites open to intruder acti v ity and re lated problems. 

The foll owing secti ons present a brief overview of the Internet, T CP/IP , and then ex pl ain 
what some of the Internet security re lated problems are and what fac tors have contributed 
to the ir seriousness . 

2.1 Common Services 

There are a number of services associated with TCP/IP and the Internet. The most 
commonly used service is electronic mail (c-mail), implemcnted by the Simple Mail 
Transfer Protocol (SMTP). Also, TELNET (terminal emulation), for remote termina l 
access, and FTP (fi le transfe r protocol) are used wide ly. Beyond that , there are a number 
of services and protoco ls used for remo te prin ti ng, remote fi le and disk sharing, 
management of di stributed databases, and for information serv ices. Fo llowing is a bri cf 
I ist of the 1110s t common services: 

• SMTP - Simpl e Mail T ransfer Pro tocol, used fo r sending and rece iv ing e lectro ni c 
mai I, 

• TELNET - used fo r connectin g to remote systems connected v ia the ne two rk, 
uses basic te rminal emulation features . 

• FTP - Fil e T ransfer Protoco l, used to retri eve or store fi les on networked systcms, 
• DNS - Domain Name Service, used by TELNET, FTP , and other services for 

transla ting host names to IP addresses, 
• Information-based services, such as 

o Gopher - a menu-ori ented info rmati on browse r and serve r tha t can 
provide a user-friendly interface to other info rmati on-based serv ices , 

o WAIS - W ide Area In fo rmati on Service, L1 sed fo r index ing and searching 
w ith databases of fil es, and 

o WWW/h ttp - Wo rld W ide Web, a super-set of FTP , gopher, WAIS, other 
info rmation services, using the hypertex t transfer protoco l (http), w ith 
Mosa ic being a popular WWW client , 

• RPC-based services - Remote Procedure Call services, such as 
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o NFS - Network File System, allows systems to share directories and di sks, 
causes a remote directory or disk to appear to be local, and 

o NIS - Network Information Services, allows multiple systems to share 
databases, e.g., the password fil e, to permit centralized management, 

• X Window System - a graphical windo\'I,ing system and set of application 
librari es for usc on workstations, and 

• rlogin, .'sh, and other "r" services - employs a concept of mutually trusting 
hosts, for executing commands on other systems without requiring a password. 

Although TCPIIP can be used equally well in a local arca or wide area networking 
environment, a common use is for fil e and printer sharing at the local area networking 
level and for electronic mai l and remote terminal access at both the local and the wide 
area networking levels 

2.1.2 Internet Hosts 

Many hos t systems connected to the Internet run a version of the UN IX operating sys tem. 
TCPIlP was lirst implemented in the earl y 1980's 1'0 1' the ve rsion of UN IX written at the 
Uni versity of' Ca lilo rnia at Berke ley known as the Berkeley SoCtware Distribution (BSD) . 
Many modern versions of UNIX deri ve there networking code directly rrom the BSD 
releases, thus UN1X provides a more-or-less standard set of TCP/[P services. Thi s 
standard of sorts has resulted in many different versions of UNIX suffering from the 
same vulnerab ili ties, however it has also provided a common means for implementing 
firewall stra tegies such as IP packet filtering. It is important to note that BSD UN1X 
source code is fairly easy to obta in free from Internet si tes, thus many good and bad 
people have been able to study the code for potential flaws and exploitable 
vu l nerabi I i tics. 

Although UNIX is the predominant Internet host operating system, many other types of 
operating systems and computers are connected to the Internet, including systems running 
Di gital Equipment Corporation's VMS, NeXT, mainframe operating systems, and 
personal computer operating systems such as for DOS, Microsoft Windows. and for 
Apple systems. Although personal computer systems often provide only client services, 
i.e., one can use TELNET to connect from but not to a personal computer. increas ingly 
powerful personal computers are also beginning to provide, at low cost, the same services 
as larger hosts. Versions of UNIX for the personal computer, including Linux, FreeBSD, 
and BSD, and other operating systems such as Microsoft Windows NT, can provide the 
same services and applications that were, until recentl y, found onl y on larger sys tems. 
The ramifications of thi s are that more people are ab le to utili ze a wider array of TCP/IP 
services than ever before. While this is good in that the benefits of networking are more 
availab le, it has negati ve consequences in that there is more potential for harm from 
intruders (as well as uneducated but well -intentioned users who, to some sites , may 
appear to be intruders). 
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2.2 Overview of TCP/IP Internals 

Part of the popularity of the TCP/IP protocol suite is due to its ability to be implemented 
on top of a va ri ety of communications channels and 10'vve r-lcvcl protocols such as T l and 
X.2S, Ethernet, and RS-232-controlled serial li nes. Most sites use Ethernet connecti ons at 
local area networks to connect hosts and client systems, and then connect that network 
via a Tl line to a regional network (i.e., a regional TCP/IP backbone) that connects to 
other organizational networks and backbones . Sites customarily have one connect ion to 
the Internet. but large sites often have two or more connections. Modem speeds are 
increasi ng as new co mmunications standards are being approved, thus versions ofTCPIlP 
that operate over the switched telephone network are becoming more popul ar. Many sites 
and indi viduals use PPP (Po int-to-Po int Protocol) and SLlP (Serial Line IP), to connec t 
networks and workstations to other networks using the switched telephone network. 

TCP/IP is more co rrectl y a suite of protocols including TCP and IP, UDP (User 
Datagram Profoco l), ICMP (Internet Control Message Protocol) , and several others. The 
TCPIIP protocol suite docs not conform exactl y to the Open Systems Interconnection's 
seven layer model , but rather cou ld be pi ctured as shown in this di agram: 
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The IP layer receives packets delivered by lower- level layers , e.g. , an Ethernet device 
drivc r, and passes the packets "up" to the hi gher-layer Tep or UDP layers. Converse ly, 
IP transmits packets that have been received from the Tep or UDP layers to the lower­
Icvel layer. 
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IP packets are unre li able datagrams in that lP does nothing to ensure that IP packets are 
delivered in scq llcn ti ;li mdcr or arc not damaged by errors. The IP packets contai n thc 
address of the host !'ro m which the packet was sent , relCrred to as the source address , and 
the address of the host that is to receive the packet, refe rred to as the destin ati on address. 

The hi gher- l e~e l TCP and UDP services generally assume that the source address in a 
packet is va lid when accepting a packet. In other words, the IP address form s the bas is of 
authentication for many services ; the services trust that the packet has been sent Crom a 
valid host and that host is indeed who it says it is. IP does contai n an option known as IP 
Source Routing, which can be used to specify a direct route to a destination and return 
path back to the .origination . The route could involve the use of other routers or hosts that 
normally would not be used to fo rward packets to the destination. A source routed IP 
packet, to some TCP and UDP services, appears to come from the last system in the route 
as opposed to coming from the true origination . This op tion ex ists for testing purposes, 
however [Be 189] po ints out that so urce routing can be used to trick systems into 
permitting connections from systems that otherwise wo ul d not be permitted to connect. 
Thus, that a number of' se rvices trust and rcly on the authenti city or the IP source address 
is probkll1ati c and ca n kad to brcakins and intruder (lc ti vity. 

2.2.2 TCP 

If the IP packets contain encapsulated TCP packets, the IP software will pass them "up" 
to the TCP software layer. TCP sequentia lly orders the packets and performs error 
correction, and implements virtual circuits. or co nnecti ons between hosts. The TCP 
packets contain sequence numbers and acknowledgements of received packets so that 
packets received out of order can be reordered and damaged packets can be retransmitted. 

TCP passes its information up to higher-layer app li cations, e.g .. a TELNET client or 
server. The applications, in turn, pass information back to the TCP layer, which passes 
information down to the IP layer and device dri vers and the physical medium. and back 
to the rece iving host. 

Connection oriented services, such as TELNET, FTP, rl ogin , X Windows, and SMTP, 
require a high degree of reliability and therefore use TCP. DNS uses TCP in some cases 
(for transmitting and receiving domain name service databases) , but uses UDP for 
transmitting in formation about ind ividua l hosts. 

2.2.3 UDP 

UDP interacts with application programs at the same relative layer as TCP . However, 
there is no error correction or retransmission of mi ss-ordered or lost packets. UDP is 
therefore not used for connection-o riented services that need a virtual circuit. It is used 
for services that are query-response oriented, such as NFS , where the number of 
messages with regard to the exchange is small compared to TELNET or FTP sessions. 
Services that use UDP include RPC-based services such as NIS and NFS , NTP (Network 
Time Protocol) , and DNS (DNS also uses TCP) . 
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It is eas ier to spoo r lJ D? packets th ~1ll TCr pac kcls , s ince there is no ini tial connec ti on 
setup (handshake) invo lved (since there is no virtual circuit between the two sys tems). 
Thus, there is a higher ri sk associated with UDP-based services. 

2.2.4ICMP 

lCMP (Internet Contro l Message Protocol) is at the same relat ive layer as IP ; its purpose 
is to transmit informati on needed to control IP traffic . It is used mainly to prov ide 
information about routes to destination addresses. TCMP redirect messages info rm hosts 
about more accurate routes to other systems, whereas rCMP unreachable messages 
indicate probl ems with a route. Additionally, ICMP can cause TCP connecti ons to 
terminate "gracefull y" if the ro ute becomes unavail able. Ping is a commonly used lCMP­
based service . Older versions of UNIX could drop all connections between two hosts 
even if onl y one connect ion was ex peri encing network problems. Al so, rCMP redirec t 
mcssages can be used to tri ck routers and hosts actin g as roulcrs into using 'Ttl sc" routes; 
these false routes would aid in directing tranic to an attacker's system instead or a 
legitimate trusted system. This could in turn lead to an attacker ga ining access to systems 
that normall y would not permit connections to the attacker's system or network. 

2.2.5 TCP and UDP Port Structure 

TCP and UDP services generally have a client-server relationship. For example, a TEL 
NET server process in itially sits id le at a system, wai ting for an incoming connection. A 
user then interacts with a TELNET client process, which initiates a connection with the 
rcLN ET serv~ r . The client writes to the server, the server reads from the client and sends 
back its respo·nse. The client reads the response and reports back to the user. Thus, the 
connecti on is bi-d irect ional and can be used for reading and writing. 

!\ Tep or UDP co nnection is uniqucly identified by the fo ll owing fo ur items present in 
each message: 

• source IP address - the address of the system that sent the packet, 
• des tination IP address - the address of the system that receives the packeL 
• source POI-t - the connection's port at the source system, and 
• des tination port - the connecti on's port at the destination system. 

The port is a software construct that is used by the cl ient or server fo r sending or 
receivi ng messages; a lB bit number identifies a port. Server processes are usually 
assoc iated ,,,, ith a fi xed port, e.g. , 25 for SMTP or 6000 [o r X Windows; the port number 
is "we ll -known" because it, along with the destinati on IP address, needs to be used when 
initiating a cqnnection to a parti cular host and service. Client processes, on the other 
hand, request a port number from the operating system when they begin execution; the 
port number is random although in some cases it is the next ava ilable port number. 

As an exampl e of how ports are used for sending and receiving messages, consider the 
TELNET pro tocol. The TELNET server listens for incoming messages on port 23, and 
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sends outgo ing messages to port 23. !\ TELNET cli ent. all the same or diflerent sys lem . 
wo uld first request an unused port number from the operating system, and then use this 
port when sending and receiving messages. It wo uld place this port number, say 3097, in 
packets destined for the TELNET server so that the server, when responding to the el ient, 
could pl ace the client's port number in its TCP packets. The cli en t's hos t, upon rece iving a 
message, would examine the port and know whi ch TELNET client should receive the 
message. This is shown conceptually in thi s diagram : 

123. 4 .5 . 0-3 097 to 123.4 . 5 . 3 0 -23 

123.4.5.30- 23 to 123.4.5 .0-3 091 

'123.4.5.8 . Client 123.45.3:1 . SEn'€(' 

There is a somewhat uniform rule that only privileged server processes. i. e., those 
processes that operate with super-user privileges, can use port numbers less than 1024 
(referred to as privileged ports). Servers mostl y use ports numbered less than 1024, 
whereas clients genera ll y must request unprivileged port numbers from the operat ing 
system. Although this rule is not firm and is not required in the TCP/IP protocol 
specifications, BSD-based systems adhere to it. As an acc idental but fortuitous result, 
firewal ls an blo I or li lt r a ss to s rvices by examining the port numbers in TCP or 
UDP packets and then routing or dropping the packet based on a policy that specifies 
which services are permitted or denied. 

Not all TCP and UDP servers and clients use ports in as straightforward a fashi on as 
TELNET, but fin general the procedure described here is useful in the firewalls context. 

2.3 Security-Related Problems 

As staled earlier, the Internet suffers from severe security-related problems. Sites that 
ignore these problems face some significant ri sk that intruders wi ll attack them and that 
they may provide intruders with a staging ground for attacks on other networks. Even 
sites that do observe good security practices face problems with new vu lnerabilities 111 

net'vvo rki ng soft ware and the persistence of some intruders. 

Some of the problems with Internet security are a result of inherent vulnerabilities in the 
services (and the protoco ls that the services implement) , while others are a result of host 
configuration and access controls that are poorly implemented or overly complex to 
administer. Additionally, the role and importance of system management is often short 
changed in job descriptions, resulting in many administrators being, at best, part-time and 
poorly prepared . Thi s is further aggravated by the tremendous growth of the Internet and 
how the Inten~e t is used; businesses and agencies now depend on the Internet (o ften more 
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than they rea li ze) for communications and research and th us have much more to lose if 
their sites are attacked. The fo llowing sections describe problems on the Internct and 
factors that contribute to these problems. 

2.3.1 Weak Authentication 

Incident handling teams estimate that many incidents stem from use of weak, stati c 
passwords. Passwords on the Internet can be "cracked" a number of different ways, 
however the two most common methods are by cracking the encrypted form of the 
password and by monitoring communications channels for password packets. The UN IX 
operating system usually stores an encrypted form of passwords in a fil e that can be read 
by normal users. The password file can be obtained by simply copying it or via a number 
of other intruder methods. Once the fil e is obtained, an intruder can run readily available 
passwo rd crack ing programs against the passwords. If the passwords are weak, e.g., less 
that 8 characters, Engli sh words, etc ., they could be cracked and used to gain access into 
the sys tem. Another probl em with authentication results from some Tep or UDP services 
being ab le to authenti cate onl y to the granularity of host addresses and not to specifi c 
users. For example, an NFS (UDP) server cannot grant access to a spec ifi c user on a host, 
it must grant ~ccess to the entire host. The administrator of a server may trust a specific 
user on a host and wish to grant access to that user, but the administrator has no contro l 
over other users on that host and is thus forced to grant access to all users (or grant no 
access at all ). 

2.3.2 Ease of Spying/Monitoring 

It is important to note that when a user connects to her account on a remote host using 
TELNET or FTP, the user's password travels across the Internet unencrypted, or in 
plaintex t. Thus, another method for breaking into systems is to monitor connections for 
IP packets bearing a use rname and passwo rd , and then using them on the system to login 
normally. If the captured password is to an admini strator account, then the job of 
obtai ning privileged access is made much eas ier. As noted previously, hundreds and 
poss ibly thousands of systems across the Internet have been penetrated as a result of 
monitoring for usernames and passwords. 

Elec tronic mail , as well as the contents of TELNET and FTP sess ions, can be monitored 
and used to learn information about a site and its business transacti ons. Most users do not 
encrypt e-mail , ye t many assume that e-mail is secure and thus safe for transmitting 
sensitive information . 

The X Window System is an increasingly popular service that is also vulnerable to spying 
and monitoring. X permits multiple windows to be opened at a workstation, along with 
di spl ay of graphics and multi-medi a applications (for example, the WWW browser 
Mosaic). Intruders can sometimes open windows on other systems and read keystrokes 
that co uld contain passwo rds or sensiti ve informati on. 
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2.3.4 Ease of Spoofing 

lP address of a host is presumed to be vali d and is therefore trusted by Tep and UDP 
services. A problem is that, using IP source routing; an attacker's hos t can masquerade as 
a trusted host or client. Briefly, IP source routing is an option that can be used to specify 
a direct route to a destination and return path back to the origination. The route can 
involve the use of other routers or hosts that normally would not be used to forward 
packets to the! destination. An example of how this can be used such that an attacker's 
system could masquerade as the trusted client of a parti cul ar server is as fo llows: 

I. The attacker would change his host's IP address to match that of the trusted client, 

2. The attacker would then construct a source route to the server that specifies the direct 
path the IP packets should take to the server and should take from the server back to the 
attacker's host, using the trusted client as the last hop in the route to the server, 

3. The attacker sends a cli ent request to the server using the source route , 

4. The server accepts the client request as if it came directly from the trusted client and 
returns a reply to the trusted client, 

5. The trusted cli ent. using the source route, forwards the packet on to the attacker's host. 

t 
Many UNIX hosts accept source-routed packets and will pass them on as the source route 
indicates. Many ro uters wil l accept source routed packets as well, whereas some ro uters . 
ean be configured to block source routed packets. 

An even simpler method for spoofing a client is to wa it until the client system is turned 
off and then impersonate the client's system. In many organizations, staff members use 
personal computers and TCP/IP network software to connect to and utili ze UNIX hosts as 
a local area network server. The personal computers often use NFS to obtain access to 
server directories and tiles (NFS uses IP addresses onl y to authenticate clients). An 
attacker could , after hours, confi gure a personal computer with the same name and lP 
address as another's, and then initiate connections to the UNIX host as if it were the 
"real" client. Th is is very simple to accomp li sh and likely would be an insi der attack. 

Electronic mail on the Internet is particularly easy to spoof and, without enhancements 
such as digital signatures, generally cannot be trusted . As a brief example, cons ider the 
exchange that!takes place 'vvhen Internet hosts exchange mail. The exchange takes place 
using a simple protocol consisting of ASCII-character commands. An intruder eas ily 
could enter these commands by hand by using TELNET to connect directl y to a system's 
Si mple Mail Transfer Protocol (SMTP) port. The receivi ng host trusts that the sending 
host is who it says it is, thus the origin of the mail can be spoofed eas il y by entering a 
sender address that is different from the true address. As a result, any user, without 
privileges, can fal sify or spoof e-mail. 
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Other services, such as Domain Name Service, can be spoofed, but with more diffi culty 
than electronic mail. These services still represent a threat that needs to be considered 
when using them. 

2.3.5 Source Routing 
Norma ll y, the route a packet takes from its source to its destination is determined by the 
routers between the source and destination. The packet itse lf only says where it wants to 
go (the destination add ress), and nothing about how it expects to get there. 

There is an optional way for the sender of a packet (the source) to include information in 
the packet that tells the route the packet should get to its destination ; thus the name 
"source routing". For a firewall , source routing is noteworthy, since an attacker can 
generate traffi c claiming to be from a system "inside" the firewall . In general , such traffic 
wouldn't route to the firewall properly, but with the source routing option, all the routers 
between the attacker's machine and the target will return traffic along the reverse path of' 
the source route . Implementing such an attack is quite easy; so tirewall builders should 
not discount it as unlikely to happen. 

In practice, source routing is very little used . In fact, generall y the main legitimate use is 
in debugging network problems or routing traffic over specific links for congestion 
co ntrol lo r specia li zed situat ions. When bui lding a firewall , source routing should be 
blocked at some point. Most commercial routers incorporate the ability to block source 
routing specificall y, and many versions of UNIX that might be used to build firewall 
bastion hosts have the ability to disab le or ignore source-routed traffic. 

2.3.6 ICMP Redirects & Redirect Bombs 
An ICMP Redjrect tell s the rec ipient system to over- ride something in its ro uting table. It 
is legitimately used by routers to tell hosts that the host is usi ng a non-optimal or defunct 
route to a particular destination, i.e. the host is sending it to the wrong router. The wrong 
router sends the host back an ICMP Redirect packet that tells the host what the correct 
route should be. If you can forge ICMP Redirect packets, and if your target host pays 
attention to them , yo u can alter the routing tables on the host and possibly subvert the 
security of the host by causing traffic to flow via a path the network manager didn't 
intend. ICMP Redirects also may be employed for denial of service attacks, where a host 
is sent a route that loses it connectivity, or is sent an ICMP Network Unreachable packet 
telling it that it can no longer access a particular network. 
Many firewall builders screen ICMP traffic from their network , since it limits the abil ity 
or outsiders to ping hosts. or modify their routing tables . 

2.3.7 Denial of Service 
Deni al of se rvice is when someone decides to make yo ur network or firewall useless by 
di srupting it , drashing it , jamming it, or fl ooding it. The problem with deni al of se rvice on 
the Internet is that it is impossible to prevent. The reason has to do with the di stributed 
nature of the netwo rk : every network node is connected via other networks, which in turn 
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lonnect to other networks, etc. A firewall administrator or ISP only has control of a few 
of the local !elements within reach. An attacker can always di srupt a connection 
"upstream" from where the victim controls it. In other words, if someone wanted to take a 
network off the air, they could do it either by taking the network off the air, or by taking 
the networks it connects to 0[[ the air. ad infinitum . There are many, many, ways 
someone can deny service, ranging fr0111 the complex to the brute-force. 

2.3.8 Flawed LAN Services and Mutually Trusting Hosts 

Host systems are din~cult and time consuming to manage securely. To ease management 
demands and to enhance local area networking, some sites use services such as Network 
Information Services (N IS) and Network File System (NFS). These services can greatl y 
reduce the amount of redundant management by permitting certain databases such as the 
password files to be managed in a distributed manner and by permitting systems to share 
fi les and data . Ironica ll y, these services are inherent ly insecure and can be exp loited to 
ga in access by knowledgeable intruders. If a central server system is compromised, then 
the other sys tqns trusting the central system cou ld be compromised rather easily. 

Some services such as rl ogin allow for hosts to "trust" each other for the purposes of user 
conven ience and enhanced sharing of systems and devices. If a system is penetrated or 
spoofed, and that system is trusted by other systems, it is simple for the intruder to then 
gain access to the other systems. As an example, a user with an account on 1110re than one 
system can eliminate the need to enter a password at every system by configuring the 
accounts to trust connections from the user's primary system. When the user uses the 
rlogin command to connect to a host. the destina ti on sys tem will not ask fo r a password 
or account name, and the user's connection wi ll be accepted . Wh ile thi s has a positive 
aspec t in that the user' s password does not get transmitted and could not be monitored 
anci captured , it has a negative aspect in that if the use r's primary account were to be 
penetrated, the intruder could si mpl y use rlogin to penetrate the accounts on the other 
systems . 

2.3.9 Complex Configuration and Controls 

Host system access controls are often complex to configure and test for correctness. As a 
result, contro ls that are accidentally misconfigured can result in intruders ga ining access. 
Some major UN IX vendors still ship host systems with access controls configured lor 
maximum (i.e. , least secure) access, which can result in unauthorized access if left. as is. 

A number of security incidents have occurred on the Internet due in part to vu lnerabi lities 
di scovered by intruders (and subsequently, users, incident response teams, and vendors). 
Since most modern variants of UN IX derive their networking code from the BSD 
releases, and since the source code to the BSD releases is widely available, intruders have 
been ab le to study the code for bugs and conditions that can be exploited to gain access to 
systems. The bugs exist in part because of the compl ex ity of the software and the 
inabili ty to test it in all the environments in whi ch it must operate. Sometimes the bugs 
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are eas il y di scovered and corrected, other times little can be done except to rcwrite the 
application, which is usually the option of last resort. 

2.3.10 Host-based Security Does Not Scale 

Host-based se~urity does not scale well : as the number of hosts at a site increases, the 
abi lity to ensure that security is at a high level fo r each host decrcases. Given that securc 
management of just one system can be demanding, managing many such sys tcms could 
eas il y resul t in mistakes and omissions. A contributing factor is that the role o r system 
management is often short-changed and performed in haste. As a resul t, some systems 
will be less secure than other systems, and these sys tems cou ld be the weak links that 
ultimately will "break" the overall security chain. 

If vulnerability is discovered in networking sofiv"are, a site that is not pro tected by a 
firewall needs to correct the vulnerabili ty on all exposed systems as quickly as poss ible. 
As di scussed in Weak Authentication some vulnerabili ty have permitted easy access to 
the UNIX root account ; a site with many UNIX hosts would be parti cularl y at ri sk to 
intruders in sllch a situation. Patching vulnerabilities on many systems in a short amount 
of time may no t be practical and, if different versions of the operating system are in use, 
may not be poss ib le. 
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Chapter 3 

Introduction to Firewall 

A number of the security problems with the Internet di scussed ea rli er can be remedied or 
made less se ri ous through the use of existing and we ll -known techniques and controls for 
host security. !A firewall can significantly improve the leve l of site security whil e at the 
same time permitting access to vi tal Internet services. 

5 ite Sy stem s 

3.1 The Firewall Concept 
I 

Packet Filtering 
Router 

Intern et 

Application Gateway 

Perhaps it is best to describe first what a firewall is not: a firewall is not simply a router, 
host system, or co llecti on or systems that provides security to a network. Rather, a 
firewall is an approach to security; it helps implement a larger security po licy that defines 
the services and access to be permitted, and it is an implementation of that policy in terms 
of a nctwork configuration, one or more host systems and routers, and other security 
measures such as advanced authentication in place of static passwords. The main purpose 
of a firewall system is to control access to or from a protected network (i.e ., a site). It 
implements a network access policy by forcing connections to pass through the firewall , 
\,vhere they can be exam i ned and eval uated. 

A firewall system can be a router, a personal computer, a host, or a co llection of hosts, set 
up specifica ll y to shield a site or subnet from protocols and services that can be abused 
fro m hosts outside the subnet. A firewall system is usually located at a higher-level 
gateway, such as a site's connection to the Internet, however firewall systems can be 
located at l ow~r-Ieve l gateways to provide protection for some smaller co llection of hosts 
or subnets. 
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3.2 Why Firewa lls? 

The general reasoning behind firewall usage is that without a firewall , a subnet's systems 
expose themselves to inherently insecure services such as NFS or NIS and to probes and 
attacks [rom hosts elsewhere on the network. In a fi rewall- less environment, network 
security relies totally on host security and all hosts must, in a sense, co-operate to achieve 
a uniformly hi gh level of security. The larger the sub net, the less manageable it is to 
maintain all hosts at the same level of security. As mi stakes and lapses in security 
become more common, break-ins occur not as the result of complex attacks, but because 
or simple errors in configurati on and inadeq uate passwords. 

A firewall approach provides numerous advantages to sites by helping to increase overall 
host security. The fo llowing sections summarize the primary benefi ts of using a firewall . 

3.2.1 Protection from Vulnerable Services 

A firewall can greatly improve network securi ty and reduce ri sks to hosts on the subnet 
by filtering inherently insecure services. As a result, the subnet network environment is 
exposed to fewer risks , since only selected protoco ls wi ll be ab le to pass through the 
fi rewall . 

For example, a firewall could prohibit certain vulnerabl e services such as NfS from 
entering or leaving a protected subnet. This provides the benefit of preventing the 
services from bein o exploi ted by outside attackers. but at the same time permits the usc of 
these services with greatl y reduced ri sk to exploi tation. Serv ices such as NIS or NFS that 
are parti cularly useful on a local area network bas is can thus be enj oyed and used to 
reduce the host management burden. 

Firewalls can also provide protection from routing-based attacks, such as source routing 
and attempts to redirect routing paths to compromi sed sites via ICMP redirects . A 
firewa ll could reject all source-routed packets and lCMP redirects and then inform 
administrators of the incidents. 

3.2.2 Control led Access to Site Systems 

A firewall also provides the ability to control access to site systems. For example, some 
hosts can be made reachable from outside networks, whereas others can be effecti vely 
sealed off from unwanted access. A site could prevent outside access to its hosts except 
for special cases such as mail servers or information servers. 

This brings to the lore an access po licy that firewalls are particularly adept at enforci ng: 
do not provide access to hosts or services that do not require access. Put differently, why 
provide access to hosts and services that could be exploited by attackers when the access 
is not used or required? If, for example, a user requires little or no netwo rk access to her 
desktop workstation, then a firewa ll can enforce this policy. 
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3. 2.3 Concentrated Security 

A firewall can ac tual ly be less expensive lo r an organi zation in tha t a ll or mos t modifi ed 
software and ~dditi ona l security software could be located on the firewall systems as 
opposed to being distributed on many hosts. In particular. one-time password systems and 
other add -on authenti cati on software could be located at the firewa ll as opposed to each 
system that needed to be accessed from the Internet. 

Other so lutions to network securi ty such as Kerberos in volve modifica ti ons at each host 
system . While Kerberos and other techniques should be cons idered for the ir advantages 
and may be more appropriate than firewall s in ce lt a in situations, firewa ll s tend to be 
s impler to implement in that only the firewall need run spec ialised software. 

3. 2.4 En hanced Privacy 

Privacy is of great concern to certain sites, since what wo uld normally be cons idered 
innocuous information might actually contain clues tha t wo uld be useful Lo an attacker. 
Us ing a firewall , some sites wish to block services such as finger and Domain Name 
Service. finger di splays information about users such as their last login time, whether 
they've read n~a il , and other items. But, fi nger could leak information to attackers about 
how often a sys tem is used, whether the system has act ive users connected , and whether 
the system could be attacked without drawing attention. 

Firewall s can also be used to block DNS informati on a bout site systems, thus the names 
and IP addresses of si te systems wou ld not be avai lab le to lnten et hosts. Some sites fee l 
tha t by blockin g thi s in formation, they are hiding informati on that wo ul d otherwise be 
usefu l to attackers . 

3.2.5 Logging and Statistics on Network Use, Misuse 

If all access to and from the Internet passes through a firewa lL the fi rewall can log 
accesses and prov ide va luable statisti cs about network usage. A fi rewall , w ith ap propriate 
a larms that sound when suspicious activity occurs can also provide deta ils on whether the 
firewall and network are being probed or attacked . 

It is important to co llec t network usage stati stics and ev idence of probing fo r a number of 
reasons. Of primary importance is know ing whether the fi rewall is w ithstanding probes 
and attacks, and determining whether the contro ls on the tirewall a re adequate. Network 
usage s tati sti cs are a lso important as input into network requirements studies and ri sk 
analys is ac ti v iti es. 

3.2.6 Policy Enforcement 

Lastl y, but perhaps 111 0st importantl y, a firewall prov ides the means fo r impl e l11 enting and 
enforcing a net'vvork access po licy. In effect, a fi rewa ll prov ides access contro l to users 
and se rv ices. Thus. a network access po licy can be enforced by a firewall, w hereas 
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wi thout a fi rewall , such a policy depends enti re ly on the co-operation of users . A site may 
be ab le to depend on its own users for their co-operati on, however it cannot nor shoul d 
not depend on Internet users in general. 

3.3 Issues and Problems with Firewalls 

Given these bbnefits to the firewall approach , there are also a number of disadvantages , 
and there are a number of things that firewall s cannot protect against. 

3.3.1 Restricted Access to Desirable Services 

The most obvious di sadvantage of a firewall is that it may likely block certain servi ces 
that users want, such as TELNET, FTP, X Windows, NFS, etc . However, these 
di sadvantage are not unique to firewalls ; network access could be restricted at the host 
leve l as we ll. depending on a site's security policy. A we ll -planned security policy that 
balances security requirements with user needs can help greatl y to a ll ev iate problems 
with reduced access to se rvices . 

Some s ites may have a topo logy that does not lend itself to a firewall, o r may use services 
such as NFS in such a manner that using a firewall wo uld require a major restructuring of 
network use. For example, a site might depend on using NFS and NIS across major 
gateways. In $uch a situat ion , the relative costs of addi ng a firewall wou ld need to be 
compared aga inst the cost of the vulnerab ilities assoc iated w ith not using a firewall , i.e. , a 
risk analys is , and then a de is ion I 1a I on th out ome of the analysis . Other so lutions 
such as Kerberos may be more appropriate, however these solutions carry the ir own 
di sadvantages as we ll. 

3.3.2 Large Potential for Back Doors 

Secondly, firewalls do not protect against back doors into the site. For example, if 
unrestri cted modem access is still permitted into a s ite protected by a firewa ll , attackers 
could effecti vely jump around the firewall. Modem speeds are now fas t enough to make 
running SLIP (Serial Line IP) and PPP (Point-to-Point Protocol) practical ; a SLIP or PPP 
connection inside a protected subnet is in essence another network connection and a 
potenti al backdoor. 

3.3.3 Littler Protection from Insider Attacks 

Firewall s genera ll y do not provide protection from ins ider threats. W hil e a firewall may 
be designed to prevent outsiders from obtaining sensitive data, the firewall does not 
prevent an insider from copying the data onto a tape and taking it out of the faci lity. 
Thus , it is faulty to assume that the ex istence of a firewall provides protection from 
insider attacks or attacks in general that do not need to lise the firewall. It is perhaps 
unwise to invest significant resources in a firewa ll if other avenues for stea ling data or 
attacking systems are neg lected. 
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3.3.4 Other Issues 

Other problems or issucs with firewalls are as follows: 

• WWW, gopher - Newer information se rve rs and clients such as those for World 
Wide Web (WWW), gopher, WAlS, and others were not des igned to work we ll 
w ith firewall po licies and, due to their newness. are generall y cons idered risky. 
The potential ex ists for data-driven attacks, in w hich data processed by the clients 
can contain instructions to the clients ; the instructions cou ld te ll the client to alter 
access Fontrols and important security-related fil es on the host. 

• MBONE - Multicast IP transmissions (MBONE) for video and voice are 
encapsulated in other packets; firewalls generally forward the packets without 
examining the packet contents. MBONE transmi ss ions represent a potential threat 
if the packets were to contain commands to alter security controls and permit 
intruders. 

• Viruses '- Firewall s do not protect against users downloading virus- infected 
personal computer programs from Internet archives or transferring such programs 
in attachments to e-mail. Because these programs can be encoded or compressed 
in any number of ways, a firewall cannot scan such programs to search for virus 
signatures w ith any degree of accuracy. The virus problem still ex ists and must be 
handled with other policy and anti -viral control s . 

• Throughput - Firewall s represent a potenti al bottleneck, s ince a ll connections 
must pass through thc firewall and , in some cases, be examined by the firewall. 
However, this is generally not a problem today. as tirewalls can pass data at T 1 
(1 .5 Megabits/second) rates and most Internet s ites are at connection rates less 
than OJ! equal to Tl. 

3.4 Firewall Components 

The primary components (or aspects) of a firewall are : 

• Network policy , 
• Advanced authentication mechanisms, 
• Packet filtering , and 
• Application gateways. 

The fol lowing sections describe each of these components more fully. 

3.4.1 Network Policy 

There are twollevels of network policy that directly influence the des ign , installation and 
use of a fire~all system. The higher-level policy is an issue-spec ific, network access 
policy that defines those services that wi ll be allowed or explicitly denied hom the 
restricted network, how these serv ices will be used, and the conditions for exceptions to 
thi s pol icy. The lower-level policy describes how the firewall w ill ac tuall y go about 
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restricting the access and filtering the services that were defined 111 the higher- level 
policy. The following sections describe these policies in brief. 

3.4.1.1 Service Access Policy 
The service access policy should focus on Internet-specific use issues as defined above, 
and perhaps all outs ide network access (i.e. , dial -in policy, and SLIP and PPP 
connections) as wel l. Thi s policy should be an extension of an overall organizational 
policy regarding the protection of information reso urces in the organization. For a 
firewall to be successfu l, the service access policy must be reali stic and sound and should 
be drafted before implementing a firewall. A realistic policy is one that provides a 
balance between protecting the network fr0111 known ri sks, whi le still providing users 
access to netvyork resources. If a firewall system denies or restricts services, it usually 
requires the st;'ength of the service access policy to prevent the firewall's access controls 
from being modified on an ad hoc basis. Only a management-backed, sound policy can 
provide this. 

A firewall can implement a number of service access policies, however a typical policy 
may be to allow ·no access to a site from the Internet, but allow access fr0111 the site to the 
Internet. Another typical policy would be to allow some access from the Internet, but 
perhaps only to se lected systems such as information servers and e-mail servers. 
Firewall s often implement service access policies that allow some user access from the 
Internet to se lected internal hosts, but this access wou ld be granted only if necessary and 
only if it could be combined with advanced authenticat ion. 

3.4.1.2 Firewall Desig Policy 
The firewall design policy is specific to the firewa ll. It defines the rules used to 
implement the service access policy. One cannot design this policy in a vacuum isolated 
from understanding issues such as firewall capabi lities and limitations, and threats and 
vulnerabi lities associated with TCPIIP. Firewall s generally implement one of two basic 
design policies : 

• Permit any service unless it is expressly denied, and 
• Deny an)' service unless it is expressly permitted . 

A firewall that implements the first policy allows all services to pass into the site by 
default, with the exception of those services that the service access policy has identified 
as di sa llowed. A firewall that implements the second policy denies all services by default, 
but then passes those services that have been identifi ed as allowed. Th is second policy 
lollows the classic access model used in the areas or inlormation security. 

The first policy is less desirable, since it offers more avenues for getting around the 
firewall , e.g. , users could access new services currently not denied by the policy (or even 
addressed by the policy) or run denied services at non-standard TCP/UDP ports that 
aren't denied Gy the policy. Certain services such as X Windows, FTP, Archie, and RPC 
cannot be filtered easil y, and are better accommodated by a firewall that implements the 
lirst policy. The seco nd policy is stronger and safer, but it is more difficult to implement 
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I 
and may impc1c t users more in that certain services such as those just mentioned may 
have to be blocked or restricted more heavily. 

The service access po li cy is the most significant component of the fOllr described here. 
The other three components are used to implement and enforce the policy. The 
effectiveness of the firewall system in protecting the network depends on the type of 
firewall implementation used, the use of proper firewall procedures, and the service 
access policy . 

3.4.2 Advanced Authentication 

Advanced authentication measures such as smartcards, authentication tokens, biometrics, 
and software-based mechanisms are designed to counter the weaknesses of traditional 
passwords. While the authentication techniques vary, they are similar in that the 
passwords generated by advanced authentication devices cannot be reused by an attacker 
who has monitored a connection. 

So me of the more popular advanced authentication devices in use today are ca lled one­
time password systems. A smartcard or authentication token, for example, generates a 
response that the host system can use in place of a traditional password. Because the 
token or card works in conjunction with software or hardware on the host, the generated 
response is uniq·ue for every login. The result is a one-time password that, if monitored, 
cannot be reused by an intruder to gain access to an account. 

U nauttlentic atecj TEL~l ET, 
FTP Traffic 

Internet 

Firewall SY:3tem 
wittl 

Authenticateej TELNET, 
FTP Traffic 

Advanced A.uthentic ation SVV 

Since firewa ll s ·can centra li ze and control site access , the firewall is the logical place for 
the advanced authentication software or hardware to be located. 

3.4.3 Packet Filtering 

IP packet filtering is done usually using a packet filtering router designed for filtering 
packets as they pass between the router' s interfaces. A packet filtering router usually can 
filter IP packets based on some or al l of the following fi elds: 
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• Source IP address, 
• Destination IP address, 
• TCP/UDP source port, and 
• TCP/UPP destination port. 

Filtering can be used in a variety of ways to block connecti ons from or to spec i fic hos ts 
or networks, and to block connections to specific ports. A site might wish to block 
connect ions [rom certain addresses, such as from hosts or sites that it considers to be 
host il e or untrustworthy. Alternatively, a site may wish to block connections from all 
addresses external to the site (with certain exceptions, such as with SMTP for receiving 
e-mail ) . 

Adding TCP or UDP port filtering to IP address filtering results in a great deal of 
fl exibility. Servers such as the TELNET daemon reside usually at specific ports, such as 
port 23 for TELNET. If a firewall can block TCP or UDP connections to or from spec ific 
ports, then one can implement policies that call for certain types of connections to be 
made to specific hosts, but not other hosts. For example, a site may w ish to block all 
incoming connections to all hosts except for several firewalls-related systems. At those 
systems, the site may wish to allow only specific services, such as SMTP for one system 
and TELNET 9r FTP connections to another system. With filtering on TCP or UDP ports, 
this policy can be implemented in a st raightforward fashion by a packet filtering router or 
by a host with packet filtering capabi lity . 

o ttl e r" Traffi c 

.. 
I SMTP Traffic 

On ly 
L ______ _ 

TELN ET Traffi cOnly 

3.4.3.1 Which Protocols to Filter 

Packet Fi ltering 
Router 

Internet 

The decision to filter certain protocols and fields depends on the network access po li cy, 
i.e., which sys tems should have Internet ·access and the type of access to permit. The 
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following serv ices are inherently vu lnerable to abuse and arc usua ll y blocked at a lirewa ll 
from entering or leavi ng the site: 

• tftp . port 69 . tri vial FTP, used for booting di skless workstations, terminal servers 
and routers, can also be used to read any file on the system ifset up incorrectly, 

• X Windows, Open Windows, ports 6000+, port 2000, can leak information from 
X window displays including all keystrokes, 

• RPC, port 111 , Remote Procedure Call services including NIS and NFS , which 
can be~ used to steal system information such as passwords and read and write to 
fi les , and 

• rlogin, rsh, and rcxec, ports 513 , 514, and 512, services that if improperly 
configured can permit unauthorized access to accounts and commands. 

Other services, whether inherently dangerous or not, are usuall y fi ltered and poss ibly 
restri ctcd to onl y those systems that need thel1l . These wO lild include: 

• TELNET, port 23 , often restricted to only certain systems, 
• FTP, ports 20 and 21, li ke TELNET, often rest ri cted to onl y ce rtai n systems. 
• SMTP, port 25, often restricted to a central e- mail server, 
• RIP, port 520, routing information protocoL can be spoofed to redirect packet 

rout ing, 
• DNS, port 53 , domain names service zone transfers , contains names of hosts and 

information about hosts that could be helpful to attackers, could be spoofed, 
• gopher, http , ports 70 and 80, information servers and client programs for 

gophel~ and WWW clients, should be restricted to an app lication gateway that 
contains proxy services. 

Whi le some of these services such as TELNET or FTP are inherently risky. blocking 
access to these serv ices completely may be too drastic a policy for many sites. Not all 
systems, though, generally require access to all services. For example. restricting 
TELNET or FTP access from the Internet to only those systems that require the access 
can improve security at no cost to user convenience. 

3.4.4 Application Gateways 

To counter some of the weaknesses associated with packet fi ltering routers, firewa lls 
need to use software applications to fo rward and fi lter connections for services such as 
TELNET and FTP. Such an application is referred to as a proxy service, while the host 
running the proxy service is referred to as an app lication gateway. Application gateways 
and packet fiLtering ro uters can be combined to provide higher levels of securi ty and 
Oexibility thaJ~ if ei ther were used alone. 

As an example. cons ider a site that block all incoming TELNET and FTP connections 
using a packet filtering router. The router allows TELNET and FTP packets to go to one 
host only, the TELNET/FTP application gateway. A user who wishes to connect inbound 

25 



to a site system wou le! have to connect tirst to the app l ication gateway, and then to the 
destination host, as fo ll ows: 

1. A user first telnets to the app lication gateway and enters the name of an internal 
host, 

2. The gateway checks the user's source IP address and accepts or rejects it 
according to any access criteria in place, 

3. The user may need to authent icate herse lf' (poss ib ly using a one- time password 
device), 

4. The proxy service creates a TELNET connec ti on between the gateway and the 
internal host, 

5. The proxy service then passes bytes between the two connections, and 
6. The appli cati on gateway logs the connection. 

Destination Host Source Host 

Application Gateway 

Application gateways have a number of general advantages over the defau lt mode or 
permitting application traffic directl y to internal hosts. These include: 

• Information hid ing, in which the names of internal systems need not necessarily 
be made known via DNS to outside systems, since the application gateway may 
be the only host whose name must be made known to outside systems, 

• Robust authentication and logging, in which the application traHic can be pre­
authenticated before it reaches internal hosts and can be logged more effecti vely 
than if logged with standard host loggi ng, 

• Cost-effectiveness, because third-party software or hardware for authentication or 
- logging need be located only at the application gateway, and 

• Less-complex filtering rules , in whi ch the rules at the packet filtering ro uter will 
be less complex than they wo uld i f the router needed to filter ap pli ca ti on traffic 
and direct it to a number of specific systems. The router need onl y all ow 
appli cation traffic destined fo r the applicat ion ga teway and reject the rest. 
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3.4.5 Circuit-Level Gateways 
A circuit-level gateway relays TCP connections but does no extra processing or tiltering 
of the protocol. For example, the TELNET application gateway exampl e provided here 
wou ld be an example or a circuit-Ievc l gatcway, since once the connection between the 
source and destination is established, the firewall simply passes bytes between the 
sys tems 

3.5 Firewall Architecture 

There are lots of ways to structure the network to protect systems lI sing a firewall. Some 
of them are as follows: 

• Packet Fi ltering Firewall , 
• Dual-homed Gateway Firewall , 
• Screened I-lost Firewall , and 
• Screened Subnet Firewall. 

3.5.1 Packet Filtering Firewall 

Basically, one install s a packet filtering router at the Internet (or any subnet) gateway and 
then configures the packet filtering rul es in the router to block or tilter protocol s and 
addresses. The site systems usually have direct access to the Internet while all or most 
access to site sys tems from the Internet is blocked . However, the router cou ld allow 
selective access to systems and services, depending on the policy. Usua lly, inherently 
dangerous services such as NIS, NFS, and X Windows are blocked. 

Site S vstem s 

3.5.2 Dual-homed Gateway Firewall 

The dual-homed gateway, shown below, is a better alternative to packet filtering router 
firewall s. It consists of a host system with two network interfaces, and with the host's IP 
forwarding capability disabled (i.e., the default condition is that the host can no longer 
route packets between the two connected networks). In addition, a packet filtering router 
can be placed at the Internet connection to provide add itional protection. This would 
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create an inner. sc reened subnet that co ul d be used for locating speciali zed systems such 
as informati on serve rs and modem poo ls. 

Unlike the packet filter ing firewall , the dual-homcd gatcway is a complete block to IP 
traffic betwecn the Internet and protccted site. Serviccs and access is providcd by proxy 
servers on the gateway. It IS a simple firewall , yet very secure. 

I nfD :::: erver 

Intern et 

IP Filtering 

App li cation Gateway .... - - -,... .1\ 11 Application Traffic 

.. • HTTPWopher/FTP Application T raffic 

This type of firewall implements the second des ign policy, i.e. , deny all services unless 
they are specifically permitted, since no services pass except those lo r which prox ies 
exist. The ability of the host to accept source-routed packets would be di sabled, so that no 
other packets could be passed by the host to the protected subnet. It can be used to 
achi eve a hi gh degree of privacy since routes to the protected subnet need to be known 
onl y to the firewall and not to Internet systems (because Internet systems cannot ro ute 
packets direc tl y to the protected systems). The names and IP addresses of site systems 
would be hidden frol11 Internet systems, because thc rirewa ll would not pass DNS 
information. 

3.5.3 Screened Host Firewall 
t 

The sc reened host firewall , shown below, is a more fl ex ible firewall than the dual -homed 
ga teway I'irewall , however the fl exibility is achieved with some cost to security. The 
screened host firewall is often appropriate for sites that need more fl ex ibility than that 
provided by the dual-homed gateway fi rewall. The screened host firewa ll combines a 
packet-filtering router with an appli cation gateway located on the protected subnet side of 
the-ro uter. 
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The applicati on gateway needs onl y one network interface. The appli cati on gateway's 
proxy services would pass TELNET, FTP, and other services fo r which prox ies exist, to 
site systems. The ro uter filters or screens inherently dangerous protocols ['rom reaching 
the app lication gateway and site systems. It rejects (or accepts) app lication traffic 
according to the following rules: 

• Appli cation traffic from Internet sites to the ap pli cation gateway ge ts ro uted, 
• All other traffic from Internet sites gets rejected, and 
• The router rejects any application traffic ori ginating from the inside unless it came 

from the application gateway. 

Into 5 erver 

Intern et 

~-.- ----- -- -~ 

Appli cation Gatewav 

IP Fi ltering 

~ __ _ ..- All App lication 
Traffic 

... ~ ... - •• 0 1her Trll~.1ed 
Pall', 

Unlike the dual-homed gateway firewall. the application gateway needs only one network 
interface and does not require a separate subnet between the application gateway and the 
router. Thi s permits the firewa ll to be made more fl exib le but perhaps less secure by 
permitting the router to pass certain trusted services "around" the application gateway and 
directly to site systems. The trusted services might be those for which proxy servi ces 
don't exist, and might be trusted in the sense that the ri sk of using the services has been 
considered and found acceptable. 
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3.5.4 Screened Subnet Firewall 

The screened subnet firewa ll is a vari ation 01' the dual-homed gateway and screened host 
lirewall s. It can be used to locate each component 01' the firewall on a separate system, 
thereby achieving greater throughput and flexibility. although at some cost to simplicity. 
But, each comp'onent system of the firewall needs to implement only a specifi c task, 
making the systems less complex to configure. 

In the Screened SuiJnef Firewall two routers are used to create an inner, screened subnet. 
Thi s subnet sometimes refe rred as the "DMZ", houses the application gateway, however 
it could also house in formation servers, modem pool s. and other systems that require 
carefully-controlled access. The router shown as the connection point to the Internet 
would route traffic accord ing to the following rules: 

• application traffic from the application gateway to Internet systems gets routed, 
• e-mail traffic from the e-mail server to Internet sites gets routed, 
• app lication traffic from Internet sites to the appli cat ion gateway gets routed, 
• e-mail traffic from Internet sites to the e-mail server ge ts routed. 
• ftp , http , etc., traffi c hom Internet sites to the informati on server gets routed, and 
• all other traffic gets rejected. 

The outer router restricts Internet access to specific systems on the screened subnet, and 
blocks all other traffic to the Internet originating fro m systems that should not be 
originating connections (such as the modem pool, the information server, and site 
systems) . The router would be used as well to block packets such as NFS, NIS. or any 
other vu lnerable protocols thut do not need to pass to or fro m hosts on the screened 
subnet. 

The inner router passes traffic to and from systems on the screened subnet according to 
the foll owing rules: 

• Application traffic from the application gateway to site systems gets routed, 
• E-mail traffic from the e-mail server to site systems ge ts routed. 
• Applicat ion traffic to the application gateway from site sys tems ge t !'Ou teci , 
• E-mail traffic from site systems to the e-mail server gets routed, 
• ftp , http , etc ., traffic from site systems to the informati on serve r ge ts routed. 
• All other. traffic gets rejected. 
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• Intem et 
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~--- ... 
E-Mail Server 

Application Gateway 

Thus, no site system is directly reachable from the Internet and vice versa, as with the 
dual-homed gateway firewall. A big difference, though. is that the ro uters are used to 
direct traffic to specific systems, thereby eliminati ng the need fo r the application gateway 
to be dual -homed. Grea ter throughput can be achieved, then. if a router is used as the 
gateway to the protected sll bnel. Consequentl y, the screened subnet firewall may be more 
appropri ate for sites with large amounts of traffic or sites that need very hi gh-speed 
traffic . The two routers provide redundancy in that an attacker would have to subvert 
both routers to reach site systems directl y. The application gateway, e-mail serve r, and 
information server could be se t lip sllch that they wOlild be the only systems "known" 
i'rom the Internet; no other system name need be known or used in a DNS database that 
would be accessi ble to outside systems 

3.6 Integrating Modem Pools with Firewalls 

Many sites permit di al-in access to modems located at various points throughout the site. 
This is a potentia l backdoor and could negate all the protection provided by the firewall. 
A much better method for handling modems is to concentrate them into a modem pool , 
and then secure co nnections from that pool. 
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The modem pool likely would consist of modems connected to a terminal server, which 
is a specialized computer designed for connecting modems to a network. A dial-in user 
connects to the terminal server, and then connects (e.g., telnets) rro m there to other host 
systems. Some terminal serve rs prov ide security features that can res tri ct connec tions to 
specific systems. or require users to authenticate using an authentication token. 
Alternati ve ly, the terminal server can be a host sys tem \-v ith modems connccted to it. 

Dial-In 

Internet 

Application Gateway 

Above figure shows a modem pool located on the Internet side of the screened host 
firewall. Since the connections from modems need to be treated with the same suspicion 
as connections from the Internet, locating the modem pool on the outside or the firewall 
forces the modem connections to pass through the fi rewall. 

The application gateway's advanced authentication measures can be used then to 
authenticate users who connect from modems as well as from the Internet. The packet 
filtering router could be used to prevent inside systems from connecting directly to the 
modem pool. 

A disadvantage to thi s. though. is that the modem pool is connected directly to the 
Internet and thus more exposed to attack . If an intruder managed to penetrate the modem 
pool , the intruder might use it as a basis for connecting to and attacking other Internet 
systcms. Thus, a terminal server with security features to reject dial-in connections to any 
system but the application gateway should be used . 

The dual-homed gateway and screened subnet fircwall s provide a more secure method for 
handling modem pools. In following figure the terminal se rver gets located on the inner, 
screened subnct, where access to and from the modem pool can be carefu ll y contro ll ed by 
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the routers and appl ication ga teways. The router on the Internet side protects the modem 
pool Crom any direct Internet access except from the app licati on gateway. 

Application Gate\:,tay 

Internet 

With the dual -homed gateway and screeneu subnet Jirewa lls, the router connected to the 
In ternet would prevent routing between Internet systems and the modem pool. With the 
screened subnet firewa ll , the router connec ted to the site wo uld prevent routing between 
site systems and the modem pool ; with the dua l-homed gateway firewall , the app lication 
gateway would prevent the routing. Users dialing into the modem pool could connect to 
site systems or thc Internet only by connecting to the app lication gateway, which w0u ld 
use advanced authentication measures. 
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Chapter 4 

The Netfilter framework in Linux 2.4 
. +--- -. -----

4.1 Netfilter basics I concepts 

Over the past several years, the use of Linux as a firewall pl atform has grown 
significantly. Linux firewalling code has come a long way since the time ip fwadm was 
introduced in kernel 1.2. Recent changes in linux firewalling code include netfil ter 
architecture (controlled from the command line by iptabl es utility), whi ch was in troduced 
in stable kernel 2.4. The newest version 2.4 of Linux kernel presents many new security 
enhancements such as: enhanced capabiliti es, better support for encrypti on (lo r VPN and 
encrypted fil e systems) and netlilter architecture, whi ch is a re- impiemenlali on or Linux's 
fi rewa lling code and which remains fully backward-compatible due to the use of ipchains 
and ip fwad m loadable kernel modules. 

4.2 What is netfilter? 
, 

Netfiltcr is definitely more than any or the firewall subsystems in the past linux ke rnels. 
Netfilter provides a abstract, generali zed f'ramework of which one parti cular incarnation 
is the packet filtering subsystem. 

The netJi lter ti'amework consists out of three parts: 

1. Each protocol defines a set of 'hooks' (IPv4 defines 5), whi ch are well -dd ined 
poin ts in a packet's traversal of that pro toco l stacIe At each of these points, the 
protocol stack will call the netfi lter framework with the packet and the hook 
num be r. 

2. Parts of the kernel can register to li sten to the different hooks for each protocol. 
So when a packet is passed to the netfi Iter h amework, it checks to see if anyone 
has registered for that protoco l and hook ~ if' so, they get a chance to examine (and 
poss ibly alter) the packet, discard it, all ovv it to pass or ask netfi lter to queue the 
packet for userspace. 

3. Packets that have been queued are collected for sending to userspace; these 
pac kets are handled asynchronously. A userspace process can examine the packet, 
can al ter it, and reinject it at the same hook it left the kernel. 

All the packet fi ltering / NAT / ... stuff is based on thi s framework. There is no more dirty 
packet altering code spread all over the network stacle 

The netfi lter framework currently has been implemented for IPv4, IPv6 and DECnet. 
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4.3 Why did we need netfilter? 

Fol lowing points explains why lptables was needed instead oflpchains. 

• No infrastructure for passing packets to userspace, so all code which does some 
packet fiddling must be done as kernel code. Kernel programming is harel, must 
be done in C, and is dangerous. 

• Transparent proxying is extremely di ni cuit We have to look up every packet to 
see if there's a socket bound to that adderess. No clean inte r!~lce. 

• Creating of packet filter rules independen t or interrace address is imposs ible. We 
must know local interface address to di stinguish loca ll y-generated or loca ll y­
terminated packets from through packets. The forward chain has only information 
on outgoing interface. So we must try to figure out where the packet came from. 

• Masqurrad ing and packet filtering are implemented as one part Thi s makes the 
firewalling eode way too complex. 

• Ipchains code is neither modul ar nor extensible (eg. lo r MAC adress fi ltering) 

4.4 Netfilter architecture in IPv4 

A Packet Traversing the Netfi lter System: 

Packets come in from the lell. Arter verifica ti on or the IP checksum . the packets hit the 
NF _IP _PRE_ROUTING [I] hoole 

Next they enter the routing code, which decides if the packets are local or have to be 
passed to anot!1er interface. 
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If the packets are considered to be local , they traverse th NF_IP _LOCAL_IN [2] hook 
and get passed to the process (if any) afterwards. 

If the packets are routed to another interface, they pass the NF _IP _FOR W i\RD [3] hoole 

The pac ket passes a final netfilter hoole NF _IP _POST_ROUTING [4] , before they get 
transmitted 011 the target interface. 

The NF _IP _LOCAL_OUT [5] hook is ca ll ed for loca ll y generated packets. Here You can 
see that routing occurs after thi s hook is ca lled: in fac t, the routing code is ca lled first (to 
figure out the source IP address and some IP options), and ca lled aga in if the packet is 
altered. 

Loca ll y generated packets hit NF _ IP __ POST_ROUTINC; 141. loa . 

4.4.1 Netfi Iter base 

Kerne l modules can register for one or more of this hook and get called for each packet 
trave rsing the h ook. The module is free to alter the packet and returns netli Itcr one of 
these va I ucs: . 

• NF ACCEPT continue traversal as normal 
• NF_DROP drop the packet; do not conti nue traversa l 
• NF _STOLEN I've taken over the packet; do not continue traversal 
• NF _QUEUE queue the packet (usually for userspace handling) 
• NF _REPEAT call this hook again 

4.4.2 Packet selection: IP tables 

A packet selecti on system called IP tab les has been built based on the ne ti~ l ter 

framework. It is a direct descendant of ipchains, with ex tensibility. 

Ke rnel modulcs can register a new table . anc! ask for a packel lo lra verse II given tab le. 
This packet selection is used for packet liltering (the 'filter' table) , Ne two rk Address 
Translation (tile 'nat' tab le) and general packet mangling (the 'mangle' table). 

The three big parts of Linux 2.4 packet handling are built using netfi lter hooks and IP 
tables. They are seperate modules and are independent from each other. They all plug in 
ni cely in the infrastr ucture prov ided by nettilter. 

Packet fi ltering This tab le 'filter' shou ld never alter packets, only filter them. One of 
the advantages of iptab les over ipchains is that it is small and fas t, and it hooks into 
nettilter at the NF_IP_LOCAL_IN, NF IP FORWARD and NF IP LOCAL_OUT 
hooks. 

36 



Therefo re. for each packet there is one, and on ly one, place to fi lter it. Thi s is one big 
change compared to ipchains, where a fo rwarded packet used to trave rse three chains. 

NAT The nat table li stens at three netti lter hooks: NF IP PR E ROUTIN G and 
N F_IP _POST_ROUTING to do source and destination NAT for routed packets. For 
des tination altering of local packets, the NF _IP _LOCA L_OUT hook is used. 

Thi s tab le is di ffe rent fro m the 'filter' tab le, in that onl y the Ji rst packet of a new 
connection will traverse the table. The resul t of thi s trave rsal is then applied to all future 
packets of the same connection. 

The NAT table is used for so urce NAT. destination NAT, masquerading (whi ch is a 
special case of source nat) and transparent proxying (whi ch is a spec ial case of 
clestination nat) . . 

Packet mangling The 'mangle' tabl e registers at the NF IP PRE ROUTING and 
NF IP LOCAL OUT hooks. 

Using the mangle table You can lllodil) ' the packet itse lf or some of the out-of-band data 
attached to the packet. Currently the alteration or the TOS bits as we ll as setting the 
nfmark fi eld inside the skb is implemented on top of the mangle tab le. 

Connection tracking is fundamental to NAT, but has been implemented as a seperate 
module. This allows an extension to the packet filteri ng code to simply use connection 
tracking ror "sbte[ul firewalling". (the 'state' match) . 
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Chapter 5 

Packet filtering using iptables 

5.1 Traversing of tables and chains 

When a packet first enters the firewa ll , it hits the hard ware and then gcts passed on to the 
proper device driver in the kernel. Then the packet starts to go through a seri es of steps in 
the kerl1 L:1, bcJ'ore it is either sent to the correct app li ca ti on (loca ll y). or I'orwarded to 
another host - or whatever happens to it. In this exampl e, we' re assuming that the packet 
is destined for another host on another network. The packet goes through the different 
steps in the following fashion : 

Forwarded packets 

Step Table 

I : 
.. I .. . . 

2 
, .. 

" 'mangle .J 

4 nat 

5 

6 fil tel' 

7 nat 

,Chain 

ipREROUTING 

PREROUTING 

POSTROUTING 

Comment 

On the wire (i. e., internet) 

Comes in on the interface (i.e., ethO) 

This chain is normally used for mangling 
packets, i.e ., changing TOS and so on. 

This chain is used lor Destination Network , 
Address Translati on mainly. Source 
Network Address Translation IS done 
further on . Avoid filtering in this chain 
since it will be bypassed in certain cases. 

i 

:Routing decision, i.e. , is the packet destined ' 
for our localhost or to be forwarded and , 
where. 

The packet gets routed onto the FORWARD 
chain. Only Jorwarded packets go through ; 
here, and here we do all the fi ltering. Note ; 
'that all traffic that's forwarded goes through i 
here (not only in one direction) , so you need 
to think about it when writing your ruleset. 

Thi s chain should Jirst and foremost be l~sed l 
for Source Network Address TranslatIon. I 

Avo id doing filtering here, since certain 
packets might pass this chain without ever ' 
'hitting it. Thi s is also where Masquerading 
is done. 

38 



Step 

8 

9 

Table Chain Commenl 

Goes out on the ou tgoing interrace (i.e. , 
eth 1 ). 

Out on the wire again (i.e. , LAN). 

As seen above there are qui te a lot or steps to pass through. The packet can be stopped at 
any of the iptables chains, or anywhere else i r it is mall 'o rmed Do note that there are no 
specific chains or tables fo r differen t interfaces or anything li ke that. FORWARD is 
always passed by all packets that are forwarded over thi s firewalliro uter. INPUT is meant 
solely for packets to our local host that does not get routed to any other destination . 

Now, let us have a look at a packet that is destined for our own loca l host. It would pass 
through the following steps before actuall y being deli ve red to our app lica tion that 
receives it : 

Destination local host (our own machine) 

Step Table Chain 

1 

2 
! 

'1 ,mangle IPREROUTING .) 

4 Nat PREROUTING 

5 

6 Fil tel' INPUT 

7 

Comment 

,On the ,,,, ire (e.g., Internet) 

Comes in on the interface (e.g. , ethO) 

This chain is normall y used 1'0 1' mangling : 
packets, i.e., changing TOS and so on. 

Thi s chain is used for Destination Network 
Address Trans lation mainly. Avoid filtering , 
in this ehain since it wi ll be bypassed in · 
'certain cases. 

:Routing decision, i.e., is the packet destined 
'for our local host or to be fo rwarded and 
where. 

This is where we do filtering far all 
incoming tmffi c cl es tined for our localhost. 
No te that all incoming packets cl estined 1'01' 
thi s host pass through thi s chain , no matter , 
what interface or in whi ch direction they 
came fro m. 

Local process/application (i.e. , server/client I 
program) 

Note that this time the packet was passed through the INPUT chain instead of the 
FOR W ARD chain. 
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':inall)" we look at the outgo ing packets 11'0111 our own local host and what steps they go 
through. 

SOUl'ce local host (our own machine) 

Step 

1 

3 

5 

6 

7 

Table Chain 

Mangle OUTPUT 

Nat OUTPUT 

rilter OUTPUT 

Nat POSTROUTrNG 

Comment 

Local process/application (i.e ., server/client 
(program) 

Thi s is " 'here we mangle packets, it is 
suggested tha t you do not fi lter in thi s chai n 
since it ca n have side effects. 

No 

Thi s is where we filter packets gO ll1g out 
fro m the loca l host. 

Routing cl ec ision. Thi s is where we dec ide 
where the packet should go . 

Thi s is where we do Source Ne twork 
Address Trans lation as described earlier. It 
is suggested that yo u don't do fi ltering here 
since it can ha ve side effec ts, and certa in 
packets mi ght slip through even though you 
se t a del 't1 ult policy of' DROP. 

Goes out on some interrace (e.g., elhO) 

On the wire (e.g .. Internet) 

Fo ll owing figure tries to show what's been happening: 
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5.2 Mangle table 

This table is mainly used for mangling packets. Targets that arc only va lid in the mangle 
table : 

• TOS 
• TTL 
• MARK 

The TOS target is used to set and/or change the Type or Service field in the packet. Thi s 
could be used for setting up policies on the netwo rk rcgarding how a packet should be 
routed and so 'on. Note that thi s has not been perl'ected and is not really impl emented on 
the internet and mos t of the routers don't ca re about the va lue in thi s ficld . and 
sometimes. they ac t Caulty on what they ge t. 

The TTL target is used to change thc TTL (Time To Li ve) ri eld o r the packet. We co uld 
tell packets to oli ly have a specili c T'T'L and so on. 

The MARK target is used to set special mark va l ues to the packet. These marks could 
then be recogni zed by the iproute2 programs to do di fferent routing on the packet 
depending on what mark they have. or if they don't ha ve ~ 111 )'. 'Vie co uld al so do 
bandwidth limiting and Class Based Qucuing based on these marks. 

5.3 Nat table 

This table should only be used for NAT (Netv,'-ork Address Translation) on di fferent 
packets. In ot11er words , it should on ly be used to translate the packet's so urce field or 
destination field . Onl y the first packet in a stream will hit thi s chain . AI'ter thi s, the rest of 
the packets will automati ca ll y have the same action taken on them as the first packe t. The 
actual targets that do these kinds of things are : 

• DNAT 
• SNAT 
• MASQUERADE 

The DNAT (Des tination Network Add ress Trans lati on) target is mainl y used in cases 
where you a publi c IP and wa nt to red irect accesses to the li rewa ll to some other host (on 
a DM Z for exampl e) . In other wo rds. v"c change the des tinati on address of the packet and 
rerou te it to the host. 

SNAT (Source Network Address lrtlnslati un) is mainl y used for changing the source 
add ress of packets. For the most part yo u'll hide yo ur local netwo rks or DMZ, etc. A very 
good example!would be that of a firewall of whi ch wc know outside IP address, but need 
to substitute our local network's IP numbers whit that of our firewall . With thi s target the 
li rewall will automatically SNAT and De-SNAT the packets, hence making it possible to 
make connections Crom the LAN to the In ternet. II' our network uses 192. 168.0.0/netmask 
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lo r example, the packets wo ul d nl'\e r ge t back from the Internel. beca use lANA has 
regu lated these networks (amongst others) CIS private and onl y for usc in iso lated LANs. 

The MASQUERADE target is used in exaclly the same way as SNAT. but the 
MASQUERADE target takes a little bit more overhead to compute. The reason for this 
is that each time that the MASQUERADE target gets hit by a packet, it automatical ly 
checks for the IP address to use, instead of doing as the SNAT target does - just using the 
single configured lP add ress. The MASQUERADE target makes it poss ible to work 
properly with Dynam ic DHCP IP addresses that yo ur ISP might prov ide fa r your ppp, or 
SLl P co nnecti ons to the internet. 

5.4 Filter table 

The filter tab le is, of course, mainly used fo r liltering pac kets. We can match packets and 
filter them in whatever way we want. There is nothing spec ial to this chain or to packets 
that might slil=t through because they are malformed. etc. Thi s is the pl ace that we ac tually 
take acti on aga inst packets and look at what they co ntain and DROP or / ACCEPT them. 
depending on their payload. or co urse we may also do prior filterin g: howeve r. [hi s 
particul ar tabl e, is the place i"or ',hi ch fi ltering was des igned. Almost all targets are 
usable in thi s chai n; however. the t<l rge[s di scussed prev ioll sly can onl y be used in their 
respecti ve tabl es . 

43 



Chapter 6 

The state machine 

6.1 Introduction 

Thi s secti on \,vill deal with thc state machine <l nd e.\ pl a in iL in deta il. 

The sLaLe machine is a special part within iptablcs th ~l t should reall y noL be ca lled the staLe 
machine at al l, s ince it is rl:a ll y a connccLion tracking mac hine. Connections track ing is 
done to let the NeLlilLer I'rame"vo rk knO\v the staLe 0 1',\ specilic co nnec ti on. Firewa ll s thaL 
impl ement thi s are genera ll y ca lled slaleI'uI lirewa ll s. /\ sLaLei'ul lirewa ll is generall y 
much more sec ure than non-stateCul lirewa ll s since it a ll ows us to wriLe much ti ghter 
rul esets. 

Within iptables, the state of a connection can be divaded in 4 different basic states. These 
are known as NEW , ESTABLISHED, RELATED and INY ALI D. With the --state 

t 
match we can 'spec ify which slates that we want to al low in or out. The cOllntrack mod ul e 
keeps all states freshl y in memory, accord ing to certain rul es on when to rel ease a certain 
state and on speci fic informati on. The connection track i ng mod u Ie ca l cu lates the statc 0 r 
a spec ific pacl'et upon 4 basic va lues in TCP and UDP and then on a few c. ·tra va lues. 
The basic values used to calculate a staLe for TCP and UDP streams are: The so urce IP 
address, the destination IP address. the sO lll'ce port and. lastl y. thc destination por t. For 
leMP packages. other ru les apply. The same goes I'm other subprotocol s or the IP 
protoco l. 

Prev ious Linux kernels had the poss ibility to turn on and orT defragmentation. However, 
since iptabl es and Netfi lter were introduced ami CO llll l'c tillll trackin g in particular, thi s 
op ti on was gotten rid of. The reason for thi s. is lhat connect ion tracking can not work 
properly wi thou t defragmen ti ng pac kets. and hence de fr,lgmell t i ng has been incorporated 
to conntrack and is carried out automati ca ll y. It can not be turned o lT, except by Lurning 
o lT con necti on tracking. DeCragmenlation is a lways carri ed out if connect ion trac king is 
turned on. 

All connection tracking is handled in the PRERO UTING chain. What th is mea ns, is that 
iptables will do all recalculation of states and so on. within the PR CROUTI NG chain . If 
we send the initial packet in a stream. this is where Lhe sLate gets set to NEW, and when 
we rece ive a return packeL, this is where Lhe sLaLe is challged to ESTABLISHED, and so 
on . 
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6.2 The conntrack entries 

Let' s take a brie f' look at a conntrack entry and how to read them in 
Iproc/net/ ip_conn track. Thi s gi\'es a li st 01' a ll the current entri es in conn track database. If 
lhe ip_conntrack module is loaded, a cat oriprocine Ll ip_clll1l11rack migh llook like : 

tep 6 117 SYN_SENT sre=192.168.1.6 dst=192.168.1.9 sport=J2775 dport=22 
[UNREPLIED j sre=192. 168.1. 9 dst= 192.168.1.6 sport=22 dport=32775 usc=2 

I 

Thi s example 'contains all the informali on that the co nntrack mod ule maintains to know 
whi ch state a spec i fi c connec ti on is in . First of all , we have a protoco l, whi ch in thi s case 
is tcp. Nex t, the same va lue in normal dec imal cod ing. After thi s, we see how long thi s 
conntrack entry has to li ve. Thi s va lue is set to 11 7 seconds ri ght now and is decremented 
regul arly until we see more traffic. Thi s va lue is then reset to the default va lue 1'0 1' the 
spec ific state that it is in at that relevant point of time. Nex t comes the ac tual state that 
thi s entry is in at the present point of time. In the above mentioned case we are looking at 
a packet that is in the SYN_SENT state. The internal value of a connection is s li ghtly 
different from the ones used externall y with iptables. The value S\ 'N_SENT tell s us that 
we are looking at a co nnec ti on that has onl y seen a Tep SYN packet in one direct ion. 
Nex t, we see the source IP address, destination IP add ress, so urce port and destination 
port. At thi s point "ve see a specific keyword that tell s us that we have seen no return 
lra lTie for thi s co nnecti on. Lastl y. \\e see \\ hal \\ e c\ pee t 01' return packets. The 
inla rmation detail s the source IP add ress ami cle s ti n~ l l i () n IP address (which are both 
inverted , since the packet is to be di rected bac k to LI S ). I he sanK lh i ng goes fo r the so urce 
port and des tipation port of' the connec tion . These mc the \'eliues that should be or any 
interest to us. 

The connec ti on tracking entries may take on (\ seri es 01 ' dilTerent va lues, all speeilied in 
the co nntrack headers avai lable in lin uxllnclude/netfi I ter-ipv4/i p _ conntrack*. h fi les. 
These values are dependant on whi ch subprotoco l or IP we usc. Tep, UDP or teMP 
protoco ls take ' specific defau lt va lues as specified in linux/ include/netli lter­
ipv4/ip_conntrack.h . Also, depending on how thi s sta te changes, the defaul t va lue of the 
time until the co nnection is destroyed will also change. 

When a connection has seen tra lTi c in both directions. the conntrack entrY will crase the 
rl lNREPLl ED I Ilag, and then rese t it. The entry tell s us that the co nnecti(ln has not seen 
any trafli c in bo th directions, will be replaced by the lASS URED J Il ag. to be round close 
to the end of the entry. The [ASSURED) ll ag te ll s us that thi s connec ti on is assured and 
that it will not be erased if we reach the max imum poss ible tracked connecti ons. Thus, 
connections marked as [ASSURED] will not be erased, contrary to the non assured 
connections (those not marked as [ASSURED]) . I-low many connect ions that the 
connec tion tracki ng table can hold depends upon a variab le that can be se t through the 
ipsysc tl functi ons in recent kernels. The default va lue held by thi s entry va ri es heav ily 
depending 0 11 how much memory is ava il ab le. On 128 MB of RAM . 8 192 entri es and at 
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256 MB of RAM, l 6376 entri es are poss ible. Sett ings can be read and se t through the 
/proe/sys/netli pv41i p _ conntrack_max setti ng. 

6.3 Userland states 

As seen, packets may take on several diffe rent states wi th in the kc rnel itse lf, dependi ng 
on what protocol we are talking about. However, outside the ke rnel. we onl y have the 4 
states as described previously. These states can mainl y be used in conjuncti on 'vv ith the 
state match which will then be able to match packets based on their current connec ti on 
tracking staLe. The va lid states are NEW. ESTABLISHED, RELATED and INVALID 
states. The I'o llowing table \\i II bri e fl :- c.\ pl ain each poss ible state. 

Uscrland states 

State 

CW 

Explanation 

The NEW state tell s us that the packcL is new in the connection. Thi s 
means that the first packet that the conntrack modul e sees will be 
matched. 

-
ESTAB LI SHED The ESTABLISHED state has seen traffi c in both direc ti ons and will 

RELATED 

I VA LID 

then match those packets. ESTABLIS HED co nnec ti ons are fa irl y easy 
to understand. The onl y req ui rement Lo get in to an ESTABLISHED 

. state is that one hos t sends a Jlacket. and that it late r on gets a reply 
I'rom the other host. The NEW stale \\ill upon receipt to the firewall 
change to the ESTABLISHED slale. 

The RELATED state is one o r the more tri cky statcs. A conncction is 
considered RELATED when it is re lalL:d to another aln;mly 
ESTABLISHED connection. What thi s mcans, is that for a connecti on 
to be considered as RELATED, we must first have a connec ti on that is 
considered ESTABLISHED. The ESTABLISHED connec ti on will 
then spawn a connec ti on outside of the main connecti on. The newly 
spawned connecti on wi II then be considered RELATED, i I' the 
conntrack module is abl e to understand that it is RELATED. teMP 
error messages and redirec ts etc can be considered as RELATED if we 
have generated a packct that in turn generated the Ie MP message. 

The INV ALI D state means that the packet can not be identi fl ed or that 
it does not have any state. Thi s may be due to several reasons, such as 

. the system running out of memory or lCMP error messages that do not 
Tespond to any known connecti ons. Generall y, it is a good idea to 
DROP everything in thi s state. 

These states can be used together with the --s tate match to match packets based on their 
connection tracking state. Thi s is what makes the state machine so incredibly strong and 
erticient 1'0 1' our firewall. Previously, we often had to open up all ports abovc 1024 to let 
all traffic back in to our local networks aga in . With the sta te machine in place thi s is no t 

46 



necessary any longcr, since we can now jllst open lip the lirewall for return tranic and not 
lar all kinds or other tral'lic. 

6.4 TCP connections 

A TCP connection is always initiated with the 3-way handshake, which establi shes and 
negotiates the actual connection over "vhich data will be sent. The who le sess ion is begun 
with a SYN packel, then a SYNI ACK packet and fi nall y an ACK packet to acknowledge 
the whole ses~ion establishment. At this po int the connection is establi shed and ab le to 
start sending data . 

Clie11t Fire\Nall Server 

-:\[\V 

ESTABLISHED . 

AuK 

As l ~lr as the lIser is concerned. conncctioll tracking \\Iorks bllsicall y the S; II111: It)l' all 
connection types. Picture above shows exactly what state the stream enters c1ming the 
el i !Te rent stages of the connection. As seen, the connect ion track ing code docs not reall y 
!'o ll o\l\1 the now or the TCP connection, from the user ' viewpoint. Once it has seen one 
packet (the SYN). it considers the connection as NEW. Once it sees the return packet 
(SYN/ACK), it considers the connection as ESTABLISHED. With thi s particu lar 
implementat ion, NEW and ESTABLISHED packets can be all owed to leave loca l 
network, onl y ESTABLISHED connect ions arc all owed back, and that wi ll work 
perfectly. Conversely, if the connection tracking mac hine were to consider the who le 
connection estab lishment as NEW. we would never rea ll y be ab le to stop outside 
connections to our local network. since we wO lil d have to all ow NEW packets back in 
agall1 . 

When a TCP tonnection is closed down. it is done in the fo ll ow ing way and takes the 
fo llowing states. 
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}\CI( 

[STA I3 LIS I I 
\-~ 1) 
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I.' I ) 

I '~ S L-\I~I.ISII 
L1) 

C l .c)~I ·. D 

ACI( 

FIN / f\C]( 

. (~LOSED 

As seen above, the connection is never reall y closed until the last ACt( is sent. Thi s 
picture only describes how it is closed down under normal circumstances . A connect ion 
may also , for example, be closed by sending a RST(reset) , if the connection were to be 
rel'used. In thi s case, the connection wou ld be closed down after a predetermined time. 

When the TCP connection has been closed down, the connection enters the TIM E _ WAlT 
state, which is per default set to 2 minutes . Thi s is used so that all packets that have 
gotten out of order can still get through our ruleset. c\'Cn arkr the connection has already 
closed. This is used as a kind of buffer time so that packets that have go tten stuck in one 
or another congested router can sti ll get to the firc\\<lll, or to the other end of the 
connection. 

If the connection is reset by a RST packet. the state is changed to CLOSe. Thi s means 
that the connect ion per defau lt have 10 seconds before the whol e connection is del-illitely 
closed down. RST packets are not acknowledgcd in any sense, and wi II break the 
connection directly. There are also other states than the ones told so far. Here is the 
complete li st of poss ibl e states that a TCP stream may take, and their timeout va lues. 
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Internal states 

S tate 

NONE 

EST ABLI SHED 

SYN SENT 

SYN RECV 

FIN WAIT 

T IM E WAlT 

C LOSE 

C U)SE WA IT 

LAST i\C K 

LISTEN> 

Timeout value 

30 minutcs 

5 days 

2 minutes 

60 seconds 

2 minutes 

2 minutes 

1 () seconds 

12 hours 

:10 seco nd s 

2 minutes 

These values are most definitely not absolute. They may change with kernel reVISions, 
and they may also be changed via the proc fi lesystem in the 
Iproc/sys/net/ipv4/netfilter/ip_ct_tcp_* variab les. These va lues are se t in III OOth parts of 
seconds, so 3000 means 30 seconds. 

6.5 UDP connections 

UDP connections are in themself not stateful connec tions, but rather stateless. Thi s is so 
ror severa l reasons, mll inl y it does not con tain all Y cO ll nect ioll estahli shment or 
co nnecti on closing, but most of all it lacks scq ucncill g. l\ccciving two UDP datagrams in 
a specific order does not say anything abo ut whi ch order thcy where sent in. It is however 
still poss ibl e to se t states on the connections with in the kernel. 

Clie11t Firevvall Server 

UDP Packet · 

NEY", 

UDP Packet. 

ESTABLISHED 
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6.6 ICMP connections 

ICMP packets are far J'rolll a stateful stream since the)' are only used fo r controlling and 
should never establi sh any co nnec ti ons. There are <1 ICfVl P types that \\ill generate return 
packets however. and these have 2 elilferenl states. '1 hcsc ICMP messages ean take the 
NEW and ESTABLISHED states. These rCMP types are Echo reques t and reply, 
Timestamp request and reply, Information request and reply and finally Address mask 
request and repl y. Out of these, the timestamp reques t and info rmati on request are 
obso lete and co uld most probably just be dropped . However, the Echo messages are used 
in several setups such as pinging hosts. 

Clie11t 

ICNP Echo 
F.eply 

Firewall 

E STAB L1 :3HED 

Server 

ICMP Ech cl 
Reque .st 

Client 
Processing 

As seen see in the above pi cture, the server sends a ec ho reques t to the cli en t, which is 
considered as NEW by the firewall. The cli ellt then responds with a ec ho reply whi ch the 
firewall considers as state ESTABLISHED. 

The reply packet is considered as ESTABLlSHED . However, after the [eMP reply, 
there wi ll be absolutely no more legal traffic in the same connection . For thi s reason, the 
connection tracking entry is destroyed once the repl y has traveled all the way through the 
netfi I tel' structure. 

ICMP requests has a default timeout of 30 seeollci s. whi ch can be changed In the 
Iproc/sys/net/ipv4/netfi lterlip _ ct_ icn)p _timeout entry. 

Another huge part or [CMP is the fact that they are used to te ll the hosts what happened 
to spec ifi c UD P and TCP connections or connecti on attempts. For thi s simpl e reason, 
they wi ll very often be recogni zed as RELATED to original connections . A simpl e 
example wo uld be the TCMP Host unreachable or ICfVlP Ne two rk unreachable. In thi s 
case. the [CM P reply is considered as a RELATED packet. The fo ll owing picture should 
ex plain how it wo uld look. 
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Cliellt 

Sy \: 

Client 
-·'h,nrtn cU~' ._ .J 

F.ire\Nall 

~[VV 

RELATED 

Server 

r eEf' Net 
Unr eachable 

In the above exampl e. we send out a SYN packet to ,\ spec ifi c add ress. Thi s is considered 
as a NEW eOllneetion by the firewa ll. However. the net\.vo rk the packet is trying to reach 
is unreachable, so a router returns a netwo rk unreachable rCMP crrOl' to us. The 
connec tion tracking code can recognize thi s packet as RELATED.So the ICM P repl y is 
correctly sent to the cli ent \vhich will then abo rt. Meanwhil e, the firewa ll has destroycd 
the connecti on track ing entry since it knows thi s was an error message. 

The same behav iour as above is experienced with UDP connections if they run into any 
problem like the above . All rCMP messages sent in rcply to UD P connect ions me 
considered as RELATED. Consider the following picture: 

Cliellt 

TIDF' FJ -:lr'l-At . c: ,_ ~...,; . 

Client 
aborts 

F irevvall 

NEfil 

Server 

rCNE' Net 
Prohibited 

This time an UDP packet is sent to the se rve r. This UDP connect ion is considered as 
NEW. However, the network is administrati vely prohi bited by some firewa ll or router on 
the way over. I-k nee, our firewa ll receives a ICM P Ne twork Prohibited in return . The 
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Jircwall knows that thi s teMP error mcss<lge is rc l ~ llLd to thc ,lI re,I(\\' opencd UDP 
connec ti on and sends it as an RELATED packct to thl' c li ent. 1\ [ thi s puinL [hc Ilrewall 
destroys the connec tion track ing entry, and [he cli ent rece ives the ICM P message and 
should abort. 

6.7 Default connections 

In certain cases. the co nn tr<lck ent ri es does not know how to handle a spec ifI C protoco l. 
This happens as soo n as it docs not kno w abo ut the protoco l in spec ifi c or how it vvo rks. 
In these cases. it goes back to a de l ~llIlt heha\'i ouL The defa ult behav iour is used on, for 
example, NETBLT. MUX and EG P. The de l ~ lult behav iour looks pretty much the same 
as the UDP connecti on tracking. The lirst packet is consiclered NEW, and repl y traffi c 
and so forth is considered ESTABLlSI-IEO. 

When the default behaviour is used . all o l'thcse JJ<lckct s \\ i II usc the same defau lt timeo ut 
value. Thi s can be set via the Iproc/sys/net/ ipv4/netli ltcr/ ip_ct_gencri c_timeo ut variable . 
The default va lue here is 600 seco ncl s, or 6 minutes. 
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Chapter 7 

How a rule is built 

This chapter will di scuss in length hm\ tll huil d ruics. !\ rule co uld be described as the 
pure rul es the firewall will [o ll ow when blocking di lTerent connec ti ons and packets in 
each chain . Each line that's inse rted to a chain shoul d be co nsidered a rul e. 

7.1 Basics 

Each rul e is a line that the kernel loo ks at to find out wh ~lt to do with ,I packet. If ttllthe 
criteria, or matches, are meL we perform the targe t, or jump, instl·uclion . Normall y we 
wo uld write a rule something li ke thi s: 

iptables [-t toble] command [match] ltarget(julllpl 

The -t op ti on speci lies 'vv hi ch tabl e to use . Per deFa ult , the lilter table is used. II' another 
tab le than the standard tab le is to be used, yo u co uld insert the table spec i li cation where 
[tab le l is spec il iccl . Howeve r, it is not necessary to spec ify it expli citly all the time since 
iptables pCI' de l ~llIlt uses the filter Lable to imp lement yo ur commands on. It is not 
required to put the table ~pcci fi cation at thi s locat ion, either. It co uld be set preLly mLlch 
anywhere in the rul e, however. it is more or less standard to put thc table specification at 
the beginning or the cOllllll and line. 

The command should always be ti rst or direc tl y after the tab le spec il'i eation . Thi s tell s the 
iptables command what to do. This first vari able is used to tel l the program what to do , 
lor example to insert a rule or to add a ru le to the end of the chain. or to delete a ru le. 

The match is the part whi ch we send to the kernel thai SLl:-- 'S what a packct must look like 
to be matched. We could specify what IP add ress the P~lckcl IllU st co me 1'1'0 III , or which 
network interface the packet IllLl st co me I'l'l) m etc. 

Finally we have the target of the packel. Irall the m~ltc h es arc Illet lor a packet \ 'W tell the 
kernel to perform thi s action on the packet. We could le ll the kernel to send the packet to 
another chain that we create our se ll'. \,vhi ch Illust be part of thi s tab le. We co uld te ll the 
kernel to drop thi s packe t and do no 1\lrthcr process ing, or we could tell kernel to send a 
speci fi ed rep ly to be sent back. 
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7.2 Commands 

The command tell s iptables what to do with the rest or the com mand line that we send to 
the program. Normall y we \·vant to either add or delete something to some tab le or 
another. The lallowing commands are available to iptables : 

Commands 

Co mmand -A, --a ppend 

Fxa mple iptables -A INPUT ... 

I~x planation Th is command ap pends the rul e to the end of the chain . The rule will in 
other wo rds always be put last in the ru lescl in co mpari so n to prev iously 
added rul es, and hence be checked j,IS!' lIllleSS you appcnd or insert more 
rul es later on. 

Co mm and -0, --delete 

Examp le iptables -0 INPUT --dport 80 -j DROP, iptables -0 INPUT I 

Explanat ion Thi s command deletes a rul e in a chain . Thi s co ul d be done in two ways, 
e ither by specifying a rul e to match \,vith the -0 option or by specil 'y ing the 
rul e number that we wC1 ntto match. 

Co mmand -R, --replace 

Exampl e iptables -R INPUT 1 -s 192.168.0.1 -j DROP 

Ex planation This command replaces the old entry at the specified linc, It works in the 
same \\'ay as the --delete command, but instead of totally deleting the entry, 
it \\ ill rep lace it \\lit h a ncw entry. 

Co mmand -I, --insert 

Exampl e iptables -I INPUT 1 --dport 80 -j ACCE PT 

Explanation Insert a rule somewhere in a chain . The rul e is inserted at the actual number 
that we give. In other words, the above example would be inserted at place 1 
in the INPUT chain , and hcnce it wu uld be the abso lutely lirst rule in the : 
ehain from now on. 

Command -L, -- list 

Example iptables -L INPUT 

Ex planation This command li sts all the entries in the spec i li ed chain . In the above case, 
we would li st all the entries in the INPUT chain. It 's also legal to not spec i fy 
any chain at all. 

Command -F, --flush 

Example iptables -F INPUT 

Ex planation Thi s command !lushcs the spec ifi ed chain from all rules and is equi valent to 
dele ting eac h rule one by onc but is quite a bit fa ster. The command can be 
used without oDtions, and will then delete all rules in all chains within the 
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speei lied table. 

Co mmand -Z. --ze,'o 

Examp le iptables -Z INPUT 

Explanati on This command tells the program to ze ro all co untcrs in a specdi c chain or in 
all chains. If yo u have used the -v opti on with the -L command, yo u have 
pro bably seen the packet co unter in the beginn ing of each fi eld . To zero thi s 
packet counter, use the -Z opti on. Thi s option wo rk s the same as -L except 
that -Z won't li st the rules. Ii' -L and -Z is used toge ther (whi ch is legal), the 
chains will first be li sted. and then the pac ket counters arc ze roised. 

Co mmand -N. --new-chain 

Examp le iptables -N allowed 

Ex planation Th is comllland tell s the kernel to create a new chain by the spec ified name 
in the specifi ed table. In the above exa mple we create a chain ca lled 
allowed . Note that there lllust be no targe t of the same name previously to 
creating it. 

Co mmand -x . --delete-chain 

Example iptables -x allowed 

Ex planation Thi s command deletes the spec ifi ed chain 1'1'0 111 the table. For thi s command 
to wo rk there must be no rules that arc rel'erring to the chain that is to be 
deleted. In other words, you wo uld have to replace or delete all rules 
referring to the chain before actua ll y de leting the chain. If thi s command is 
used \\ ithout ell1) opt ions. all chains that are not built in will be deleted from 
the speei lied table . 

Com mand -Po --po licy 

Example iptablcs -P INPUT DRO P 

Explanation This command tell s the kernel to set a specified defau lt target, or policy, on 
a chain . All packets that don't match any rule wi ll then be forced to use the · 
poli cy of the chain . Legal targets are: DROP. ACCEPT and REJECT 

Command -E, -- rename-chain 

Example iptablcs -E allowed disallowed 

Explanation The -E command tells iptables to rename the lirst name of a chain , to the 
second name. In the example abo ve we \\o ul d. in other wo rds. change the 
name lli' the chain from allowed to di sa ll ()\\. 

A command should alvvays be specified, unless you ,iLl st want to li st the built-in help 1'01' 

iptables or ge t the ve rsion of the command. Tn ge t the ve rsion, li se the -v option and to 
get the help message, lise the -h option. 
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7.3 Matches 

Matches arc or mainl y lIve dirlcrent categories First or al l we have the generic malches 

which are generic and can be used in all rules. Then we have the rep malches which can 
only be applied to TCP packets. 'vVe have UDP /71olcll ('.\ \-,hich can only be applied to 
UDP packets and l eMP mUlches which can only be useci on leMP packe ts. Finall y we 
have special matches such as the state. owner and limit matches ancl so on. These final 
matches have in turn been split down to even more subcategories even though they might 
not necessarily be different matches at all. 

7.3.1 Generic matches 

A generic match is a kind of match that is always ava il ab le whatever kind 01' pro toco l we 
are work ing on or whateve r match ex tensions we have loaded. No special pma metCl's are 
in other words needed to load these matches at all. The foll owing matches are always 
ava il able. 

Generic matches 

Match -po --protocol 

Example iptables -A INPUT -p tcp 

[xp lanatio ll Thi s match is used to check Il)l' certain protllco ls. l ~x L1m ples or protoco ls are 
TCP, UDP and ICMP. The command ma ~1 l so t~\kc a comma de limited li st 
of protocols , sLlch as udp,tcp which ,,,'auld match all U IW and TCP packets. 
If this match is givel1 the numeric va lue o r zero (0). it means ALL protoco ls, 
which in turn is the default behaviour in case the --protocol match is not 
used . Thi s match can also be inversed with the ! sign, so --protocol! tcp 
vvo ul clmcan to match the lCMP and UDP protoco ls. 

Match -S o --SI·C. --source 

Example iptables -A INPUT -s 192.168.1.1 

Explanation Thi s is the so urce match which is used to match packets based on their 
source IP address. The main form can be used to match single IP addresses 
such as 192. 168, /,1 . It could be L1 sed with a netmask in a bits form. One way 
is to do it with an regular netmask ill the 255.255. 255.255 form (ie, 
11)2. 168.o.01255.255255()). and the other way is to onl y specify the number 
of ones ( l 's) on the left side of the netwo rk mask. Thi s means that we could 
Cor example aeld 124 to usc a 255.255.255 () netill ask. We co uld then match 
whole IP ranges, such as our local netvvorks or netwOl'k segments behind the 
firewall. The line wou ld then look something I ike. I'o r examp le. 
192. 168. 0. 012 -1 . This wo uld match all packets in the / 92./o,)' U.\' range . We 
co uld also inverse the match with an ! just as before. I I' we \\o ul el in other 
wo rds use a match in the fo rm of --source! 192.168.0.0/24 vve would match 
all packets with a source address not com ing from within the 192168. Ux 
range. The default is to match all IP addresses . 
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Match 

Examp le 

-d, --e1st. --destination 

iptablcs -A INPUT -d 192.168.1.1 

Exp lanation The --destination match is used to match packets based on their destination 
address or addresses. It works pretty much thc same as the --source match 
anc! has the same syntax. except that it matches based on where the packe ts 
are go i ng. To match an I P range. we can add a net maskei ther in the exact 
netmask form, or in the num ber of ones ( l 's) counted from the left side of 
the netmask bits. It would then look like e ither J92. 168.0.01255.255.255.0 or 
li ke 192. J68. 0 0124 and both would be equi valent to each other. We could 
also invert the whole match with an ! sign, just as before. --destination! 
192.168.0.1 would in other words match all packets except those not 
destined to the J 92.168. 0. 1 IP address. 

Match 

Exampl e 

-i, --in-interface 

iptables -A INPUT -i ethO 

Explanation Thi s match is used to match based on whi ch interface the packet came in on . 

Match 

No te that thi s opti on is onl y lega l in the INPUT, FORWARD and 
PREROUTING chains and will render an error message when used ' 
anywhere else . The default behavior or thi s match, in case the match is not ; 
spec ified, is to assllme a string va lue or +. The + value is used to match a . 
string of letters and numbers. A single + \NO Llld in other wo rds tell the kernel 
to match all packets without co nsidering whi ch interface it came in on. The 
+ string can also be used at the end or an interface, and eth+ wou ld in other 
words match all Ethernet devices . We can also invert the meaning of this 
option with the help of the! sign. The line would then have a syntax looking 
something like -i ! cthO, which wO Lll d mean to match all incoming . 
interfaces , except ethO. 

- 0, --out-interface 

iptablcs -A FORWARD -0 ethO 

explanation The --o ut-i ntcI'facc match is L1 sed to match packets depending 0 11 whi ch 
interface they are leav ing on. No te that thi s 11l8tch is onl y ava il ab le in the 
OUTPUT. FO R WARD and POSTROUl lNG chains, in oppos ite or the --in­
intel"face match . Other than thi s. it works pretty much the sa me as the -- in­
·interface match. The + ex tension is understood so yo u can match all eth 
devices with cth+ and so on. To inverse the meaning of the match, yo u can 
use the ! sign in exactly the same sense as in the -- in-interface match. Of 
course, the default behavior if thi s match is le ft out is to match all devi ces, · 
regardless of where the packet is go ing. 

Match -f, --fragment 

Examp le iptables -A INPUT -f 

Exp lana ti on Thi s match is L1 sed to match the second and third part 0(' a fragmented 
packet. The reaso n ['o r thi s is that in the case of fragmented packets, there is · 
no \\(l\' to te ll tIll' so urce or destination Dorts of the frm!ments. nor ICMP 
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types. among other things. Also, fragmcnted packets might in rather special 
cases be used to compil e at tacks aga inst computers. Such fragmcnts of 
packets wi ll not be matched by other rules when they look like thi s. and 
hencc thi s mutch \vas crcated. This op ti on can also bc uscd in conjunct ion 
wi th the! sign . howcvcr. in this case the! sign must prcccdc thc match. likc 
this ! -f. When thi s match is inversed, we match all hC<ld j'ragmcnts and/or 
unfragmented packets. What this means is that we match all the first 
fragments of a fragmented packets, and not thc sccond. th ird, and so on, 
fragmcnts. We also matc h all packets that have not bee n fragmented during 
the transfe r. Also notc that there arc defragmcntati on op ti ons within the · 
kernel that can be used vv hich arc rea ll y good. In case connec ti on track ing is 
used no de l'ragmented packets arc seen since they arc dea lt with bcrore 
hitling allY chain or table in iptablcs . 

7.3.2 Implicit matches 

illlpiicil/llUl ches are loaded automati ca ll y \\ hcn wc Ic ll ipta hlcs Iha l thi s rul e will match 
lor example TC P packets with the --p rotoco l match. Therc arc cur re ntl y th ree types of 
implicil malches that are loaded automati call y fo r threc different protoco ls. These are 
rcp mCi l ches, UDP /lwl ches and [C/\IfP /l w lches. The TCP based matches co nta in a set of 
different matches that are available Co r only TCP packets, and UDP based matches 
ontait anoth I' s~t of mat h that at" a ailabl ani,' far UDP pa kets. an I th' .'LIm 

thing lor ICMP packets. 

TCP matches 

These matches are protoco l speeiii c alld are onl y ava il abl e when working with TCP 
packets and streams. To use these matches yo u need to specify --protocol tcp on the 
command line before trying to use these matches. Note that the --protocol tcp match 
must be to the left or the protoco l spec ific matches. These matches are loadcd im pli citly 
in a sense. just as the ULJP and [CMP mCil ches are loaded impli ci tl y. 

TCP matches 

Match --s port, --source-port 

Exampl e iptablcs -A INPUT -p tcp --s port 22 

Ex planati on The --source-port match is llsed to match packets based on their source 
port. Thi s match can either take a servicc name or a porL num ber. If YO ll 

specify a service name, the se rvice IWl11e l11ust be in the /cJc!~J~~ic c~ lil e 

since iptab lcs ll ses this fi le to look up the sen·ice name in. [f YO ll specify the 
port by port number, the entry or tile ruic will be sli ghtly fas ter since 
iptables don't have to check up the sen icc. The --sourcc-port match can 
also be used to match a whole ral1 QC oj' no rts in thi s wav --SOUI'cC-IJort 
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Match 

LXLlmplc 

22:80 .\Vc co uld also invert a match by adding a ! sign li ke --source-port! 
22 whi ch \vo lii d meJIl thLlt \,ve wa nt to match all ports but port 22 . 

--dport, --destination-port 

iptablcs -A INPUT -p tcp --dport 22 

Exp lanation Thi s match is L1sed to match TCP packets depending on its destination port. 

Match 

E'\ample 

It uses exactly the same syntax as the --source-port match. It understands 
port and port range specificat ions, as we ll as inversions . It does also reverse 
hi gh and low ports in a port rLlnge spec ification if the high port went into the 
rirst spot and the low port into the las t spot. The match ",: ill also assume the 
va lues of 0 or 65535 if the hi gh or low po rt is len out in a port range ' 
specification. In other words, exactly the S<1mc as --source-port in syntax. 

--tcp-f1ags 

iptablcs -p tcp --tcp-tlags SYN,ACK,FIN SYN 

Ex pl anation Thi s match is used to match depending on the TCP fl ags in a packet. The ' 
match knovvs abo ut the SYN. ACK, FIN . RST. URG. PSI I flags but it also 
recognizes the \,vo rds ALL and NONE. ALL and NONE is pretty l11uch sc lf 
,describing, AL L me<1 ns to use all flags ane! NONE means to usc no flags. 

Match --syn 

r:x tlmplc iptahlcs -p tep -syn 

l~ x pl a nati o n The --syn is used to match packets i I' they haw the SYN bit se t and the ACK . 
ane! FIN bits unset. 

Match 

LXClmplc 

--tcp-opt ion 

iptablcs -p tep --tep-option 16 

I ~ :\pla ll a (i oll This match is used to ll1<1tch packets depcnd ing on the ir TCIl opti ons. /\ Tel> 
Opti on is a specific part of the header. Th is part co nsists of'3 different li elds. 
The lirst one is 8 bits long and tell s LI S whi ch Options arc L1 scc\ in thi s 
stream. the second one is also 8 bits long and tell s us how long the opt ions 
field is. 

lJDP matches 

These matches nnl y \\'o rk wi th UDP packets. These matches me implicitly loaded when 
you specify the --protocol UDP match and will be ava il clble after thi s spec ifi ca ti on. Note 
that UDP packets are not connection ori ented , and hence there is no such thing as 
dilTercnt nags to :-,d in the packet to give data on Vv hclt the datagram is supposed to do , 
such as open or closing a connection , or if they are ,iust simpl y supposed to send data. 
UDP packets do n01 req uire any kind of' acknow ledgement either. 
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UDP matches 

Match --sport, --source-port 

Example iptables -A INPUT -p udp --sport 53 

Explanation This match works exacLly the same as its rcp counterpart. It is used to 
perform matc hes on packets based on their source UDP ports. It has support 
fo r port ranges, single ports and port inversions ,.vith the same syntax. To 
make a UD P port ra nge yo u co uld do 22:80 which \NOLdd match UD P ports 
22 thro ugh 80 . [I' the lirst value is omittecL port 0 is assumed. II' the last port 
is omitted. port 65535 is ass umed . To in ve rt the port match. add a ! s ign in 
thi s. --s ou rce-port ! 53 l ~l s hi o n . 

Match --dport. --destin ation-port 

Exampl e iptablcs -A IN PUT -p udp --dport 53 

Explanati on The same goes fo r this match as fo r the UD P version 01' --sou rce-port, it is 
ex actl y the same as the equivalent TCP match. but will \Vo rk \,vith UDP 
packets instead. The match is usee! to match packets based on their UDP . 
destinati on port. The match handl es port ranges. single ports and inversions. 

lCMP matches 

These are the l eAdP marches . These packets are even wo rse than LJDP packets in the 
sense that they are connec ti onless. The ICMP protoco l is mainly usee! for error reporting 
and for connection contro lli ng and such features . ICMP is not a protocol subordinated to 
the IP protocol, but more 01' a protocol beside the IP protoco l that helps hand ling errors. 
The headers o r a ICMP packet arc very simi lar to those or the IP headers. but conta in s 
differences. The main I'cature 01' thi s protoco l is the type header which tell s us what the 
packet is to do. There is only one ICIVIP specific match ~ I \ ' a il ab l e for ICMP packets. Thi s 
match is impli citly loaded when vve use the --protocol (eM P match and we ge t access to 
it automati call y. 

(CMP matches 

Match 

Examp le 

-·· icmp-type 

ip tab les -A INPUT -p icmp -- icm p-type 8 

Ex planati on Thi s match is used to spec dy the ICM P type to ma tch. ICM P types can be 
speci fi ed ei ther by their numeri c va l ues or by thei r names. N umeri ca I values 
are·spec ified in RFC 792. Thi s match can also be inve rted with the ! sign in 
thi s, -- icl11p-ty pe ! 8. 

7.3.3 Explicit matches 

Explicit matches are l11atches that must be spec ificall y loaded with the - 111 or --match 
option. If we would like to use the state matches for example. wc would have to write - 111 
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state to the len 0 1' the ac tu cl l match using the state matches, The eli ffcrence between 
implicitl y loaded matches and exp li citl y loaded ones is that the impli citl y loaded matches 
will automatica ll y be loaded whcn you, lor example, match Tep packets, whi le explicitly 
loaded matches wi ll not be loaded automatica ll y in any case and it is up to ~OLI to activate 
them belore using them . 

MAC match 

The M/\ l' match C,1I1 be uscd to match packets b,lscd llil IhL'ir MAC source address . Thi s 
match is a littl e bit limited, however. in the future thi s may he more evo lved and may be 
more use ful. 

MAC match options 

Match 

Example 

--mac-source 

iptables -A INPUT -m mac --mac-source 00:00:00:00:00:01 

Ex planation This match is used to match packets based on their MAC source address . 
The MAC Jdd ress spec ifi ed lllust be in the lorm XXXX:XX:X.X·X'(·XX, else 
it will not be lega l. The match may he reversed with an ! sign and wo uld 
look li ke --mac-so urce! 00:00:00:00:00:01 . Since MAC add resses arc on ly 
used on ethernet type networks, thi s match wi II oil ly be poss ible to usc on 
ethernet based networks. Th is mLitch is ,"so on ly va lid In the 
PREROUTING, FORWARD and INPUT chains Llild nowherc clse. 

Limit match 

The limit match ex tension must be loaded explicit ly with the -m limit option. Thi s match 
is exce llent to use to do limited logging of specific rules etcetera. For exam pic, you could 
use thi s to match all packets that goes over the edge or a certain chain . and get limited 
logging or thi s. What thi s means. is that 'when we add thi s match vve limit how many 
times a certain rule may be matched in a ce rtain timci'rame. Thi s is its main usage, but 
there are more usages. or co urse. 

Limit match options 

Match 

Example 

--:-limit 

iptables -A INPUT -m limit -- limit 3/hour 

Ex planation This sets the maximum average matching ratc 0" Ihe limit match . This 
match is spec ifi ed wi th a number and an opti ona l time spec ifier. The 
foll owing time specifiers are currently recogni sed: Isecond Iminute Ihour 
Iday . The default value here is 3 per hOllr, or 3/hour . Thi s tell s the limit 
match how many times to let thi s match run per timeun it (ie Iminute). 
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Match 

Example 

-- Ii III it -b U1"S t 

iptablcs -A INPUT -m limit --limit-burst 5 

Ex planation Thi s is the selling for the hlll's ( /ill1i( of the limi t match. It tell s iptablcs the 
max imum in itia l number oj' packets to match . This number gets recharged 
hy olle eve ry tillle the ;\VCr;\Sl' lilllit speeill cd (w ith the -- limit option) is \l ot 
reached, IIp to the number specili ed with the --limit-burst option . When and 
il ' the burst limit is reached, wc go dovvn to the lowest poss ibl e de limiter. I. 
!\ ner this, we get one "token" lo r every timcro und speci lied that we do not 
hit the ncw delimiter, unti l the de li miter reach the burst limit again .. The 
del ~\ull --l imit -hurst value is 5. 

M ultiport match 

The multiport match ex tension can be used to spcci fy more destinat ion ports and port 
ranges than one, which would sometimes mean yo u wo uld have to make several rul es 
look ing exactl y the same just to match ditferent ports. 

Multiport match options 

Matc h 

Example 

--s ource-port 

iptables -A INPUT -p tep -m l11ultipo,"t --source-port 22,5~,SO,11() 

I->, planati on Thi s Ill ,\te h matches multiple so urCl' pu rls. :\ maximum o j' 15 se parate ports 
111l1) be spec ilied. The ports must be COllllllll delimited, as you can see in the 
ex ample . This match may onl y be used in co njunction with the -p tcp or -p 
udp matches . It is mainl y an enh anced \'ersion o f the normal --source-port 
match . 

Match 

Example 

. 
-':destination-port 

iptables -A INPUT -p tcp -111 multiport --desti nation-port 22,53,80,110 

Explanation This match is used to match multiple destiniltion ports. It works exactl y the 
same way as the so urce port match menti oned .iust above, except that it 
matches destination ports. It h{l s a maximum spec i[-i cation of 15 ports and 
may on ly be used in conjunction with -p tep and -p udp . 

Match --pod 

LXCl mple iptables -A INP UT -p tep - 111 multiport --port 22,53,80, II 0 

Ex pl anati on Thi s match ex tension can be used to match packets based both on their 
dest inat ion port and their source port. It wo rks the same way as the -­
source-port and --destination-port matches above. It can take a maximum 
or 15 ports spec ified to it in one argument. It can onl y be used in 
conjuncti on with -p tcp and -p udp. No te that thi s means that it will only 
match pilckets that comes fro m, for example. port 80 to port 80 and i r yo u 
ha ve specili ccl port 80 to the --port match. 
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Mark match 

The mark match ex tension is used to match packets based on the marks they have set. i\ 
mark is a spec ial tield only maintained within the kernel that is associated with the 
packets as they travel through the computer. They may be used by eli ITerent kernel 
routines lo r such tasks as traffic shaping and fi lterin g. As 0[' today. there is on ly one way 
of setting a mark in Linux, namely the MARK target in iptables. This was prev iously 
done \,'lith the FWMARK target in ipchains. The mark fie ld is currentl y set to an 
unsigned integer, or 4294967296 possib le va lues on a 32 bit system. 

Mad\. match options 

Match 

Exampl e 

--mark 

iptablcs -t man gle -A INPUT -m mark --mark 1 

Explanation Thi s matc h is used to match packets that have previous ly been marked. All 
packets traveling through netfilter gets a special mark fie ld associated with 
them. Thi s mark field does not in any way trave l outside, with or withou t the 
packet, the ac tua l computer itself. If this mark field matches the mark match 
itt is a match . The mark fie ld is an unsigned integer, hence there can be a 
maximum of 65535 different marks. 

Owner match 

The owner match ex tension is used to match packcts based on who created them. This 
extension was origina ll y written as an example on wlwt iptablcs might be used for. Thi s 
match on ly v,lorks within the OUTPUT chain as it looks today, lor obvious reasons. It is 
pretty much imposs ibl e to li nd out any inlormati on abo ut who sent a packet on the other 
encl. or il ' we \\ 'hL'l'c an intcrmcdiate hop to the real destinati on. Even \,vithin the OUTPUT 
chai n it is not ve ry reli ab le since certain packets may not have an owner. No torious 
packets of that so rt is diflcrent ICMP responses among other things. ICMP responses 
will, hence. never match. 

I 

Owner matcli options 

Match 

Example 

--ui ll-owncr 

iptables -A OUTPUT -m owner --uill-owner 500 

Exp lanati on This packet match wi ll match if the packet was created by the given User ID 
(UJD). Thi s could be used to match outgo ing packets based on who crea teci 
them. 

rVlatch 

Example 

--gill-owner 

iptables -A OUTPUT -m owner --gill-owncr 0 

63 



Explanation Thi s matcil is used to Illatch all packets b~I Sl'c1 on their (jroup II) (GID). Th is 
means that we match all packets based on \-vhat group the user creating the 
packet:-. ~lre in. 

Match 

Example 

--pid-owncr 

iptablcs -A OUTPUT - 111 owner --pid-owIlCl" 78 

Explanation Thi s match is used to match packets based on their Process ID (PID) and 
which PlD created the packets. 

Match --!sid-owner 

Example iptables -A OUTPUT -m owner --sid-owner 100 

Explanation Thi s match is used to match packets based on their Session ID and the 
Session ID used by the program in questi oll. The SID, or Sess ion ID, va lue 
is set upon different processes depending on their originating process if they 
are threaded, or upon which process created it. 

Sta te match 

The statt match extension is used in conjunction with the connection trc1cking code in the 
kerne l and all ows access to the connection tracking state of the packets . Thi s a ll ows us to 
know in what state the connection is, and \.\,orks for pretty much all protocol s, including 
stateless protocols sllch as ICMP and UDP . In all cases. there will be a default timeout for 
the conllectiol1 and it will then be dropped from the conllection tracking datnba:,e. Thi~ 
match needs to be loaded ex plici tl y by add ing a - 111 state statement to the rule. 

State matches 

Match 

Example 

--s ta te 

iptablcs -A INPUT - 111 state --state RELATED,~STABLISHED 

Ex planntion Thi s match option te ll s the state match what sta tes the packets must be in to 
be matched. There is current ly 4 states that can be usc-d. INVALID, 
ESTABLISHED, NEW and R~LATED . 

Unclean match 

i 

Thc unclean liw tch takes no opt ions and req uires no more than c-xp li cit loadi ng when yo u 
want to li se it.Thi s opti on is regarded as experiment al and may not work at ull times, nor 
will it take cme or all unclean packages or problems. This match tries to match packds 
Vl'hich seems malformed or unusual , such as packets with bad headers or checksums and 
so on. This cou ld be used to DROP connections and to check for bad streams etc. 
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TOS match 

The TOS matc h can be used to match packets based on their TOS liele!. TOS stands lo r 
Type 0 1' Service, consists or 8 bits, and is located in the Ii> heade r. Thi s match is loaded 
expl icitly by adding -111 tos to the rul e. TOS is norm ally used to tell intermediate hosts 
the preceedill g 0 1' the stream , and what kind of content it has(not re~tll y, but it tell s us if 
there is any spec i li c requirements 1'01' thi s stream such as that it needs to be se llt as fast as 
poss ible , or it needs to be able to send as much payload as poss ible 

TOS matches 

Match 

l~ xal11p l e 

--:tos 

ip tab lcs -A INPUT -p tcp -m tos --tos Ox 16 

Explanati on Thi s match is used as described above, it cLi n match packets based on their 
TOS fi eld and their va lue. Thi s could be lI sed lo r, among other things , to 
mark packets for later usage together with the iprou tc2 and advanced 
r outing functions in linux. The match takes an hcx or numeri c value as an 
option, or possib ly one of the names given if yo u do an iptablcs -m tos -h. 

TTL match 

The TTL match is used to ma tch packets based Ull thei r TTL (Time To Live) lield 
res iding in the IP header. The TTL li eld contains ~ bits 01' data and is decremented once 
e I..:ry lime il is processed by an inlermediale hosl betvveen lhe client and host. I I' the TTL 
reaches 0, an leMP lype II code 0 (TTL equals 0 during transil) or code I (TTL eq uals 0 
during reassemb ly) is transmitted to the party sending the packel and telling about the 
problem. Thi s~ match is only used lo match packels based on their TTL, and nollo change 
anylhing. Thi s is lrue here, as well as in al l kinds of matches. To load th is match, you 
need to add an -111 ttl to the rul e. 

TTL matches 

Match 

example 

--ttl 

iptab lcs -A OUTPUT -m ttl --ttl 60 

E:\p lanation Thi s match opti on is used to spec i fy whi ch TTL va lue to match. It takes an 
numeric va lue and matches based on thi s va lue. 

65 



7.4 Targets/Jumps 

The target/junips tell the rule what to do "vith a packet that is a perfect match with the 
match section of' the rule. There is a few bas ic targets . the ACCEPT and DROP targets 
,-\hich we wi ll deal with first orall targets . 

The jump specification is done exactl y the same as thc target definition except that it 
requires a chain within the same table to jump to. To jump to a specific chain , it is . . 

required that the chain has already been created. As we have already exp lained before. a 
chain is created with the -N comm and . For exampl e. let's say we create (l chain in the 
filter table ca ll ed tcp_packcts like thi s: iptables -N tcp_packcts. We cou ld then add a 
jump target to it like thi s: iptablcs -A INPUT -p tep -j tcp_ packcts. We wo ul d then 
jump 1'1"0111 the INPUT chain to the tep_ pacl\.cts chain and start traversing that chain. 
When/! f' we reach the end o r that chain . we ge t dropped back to the INPUT chain and the 
packet starts travers ing from the rul e one step belo'vv where it jumped to the other chain 
(tcp_packets in thi s case). If a packe t is ACCEPTed within one of the subchains. it will 
automati ca ll y be ACCEPTed in the superse t chain also and it will not trave rse any o f" the 
superset chains any further. However. the packet wi ll traverse all other chains in the other 
tab les in a norilla l fashi on. 

Targets on the other hand speci fy an ac ti on to take on thc packet in questi on. Wc co uld 
lo r example. DROP or ACCEPT thc packet depending on what we want to do. There is 
also a number of other ac ti ons we may want to take whi ch we will describe fu rther on in 
this section. Targets may also end with different results one could say. some targets will 
make the packet stop traversing the specif·ic chain and superset chains as described above. 
Good examples of such ru les are DROP and ACCEPT. Rulcs that are stopped. wi ll not 
pass through <Iny or the ru lcs furth er on in the chain or superse t chains. Other targets, may 
take an action on the 11llckct and thcn the packet ,\ill cont inuc pass in g through the rest of' 
the rules anyway. a good ( "ampl e of' thi s wo uld be the LOG. DNA'!' :I nd SNAT targets . 
These pac kets may be logged. Nc twork Address Tr~ln s l llli o n cd lin d then he passed on to 
the other rules in the same chains. This may be good in cases where ,,,Ie want to take two 
actions on the same packet, such as both mangling the TTL and the TOS va lue of a 
specilic packct/stre:lm . Somc targe ts will also take opt ions that may be necessary (What 
address to clo NAT to. what TOS va lue to use etc) vvhil e others have op ti ons not 

I 

necessary. but"avai lable in any case (log pre fi xes. masquerade to ports and so on). 

7.4 .1 ACCEPT target 

Thi s target takes no special opt ions first o f' all. When a packet is perfectly matchecl and 
thi s target is se t", it is accepted and will not continue trave rsing the chain whcrc it was 
accepted in , nor any of the calling chains. Packets that was accepted in one cha in will still 
travel through any subsequent chains within the other tab les and may be dropped th ere. 
There is nothing spec ial about thi s target whatsoever. and it does not requirc. or have the 
poss ibility. to add op ti ons to the target. To usc thi s target. we spec ifY it li ke -.i ACCE PT. 
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7.4.2 DROP target 

The DROP t:lrge t cl oes .just wh8l it says, it drops pad l'l~ c1l1d rcruses to process thel11 
anymore. I\. pelCkel that matcil es a ruic perfec tl y and tlll' ll ilLIS thi s "c ti on taken on it will 
be blocked ane! no further processing wi ll be done.This clclion Illay be a bit bad in certain 
cases since it l11ay leave dead sockets aro und on the server and cl ient. /\ better soluti on 
wo uld be to usc the RI':.mCT larget in those cases, especially when you want to block 
certa in portscanners l'rol11 get ting to much information. such as liltered ports and so on. 
/\ Iso that ir a packet has the DROP act ion taken on them in a subehain , the packet wi ll 
not be processed in any of the above chains in the structure , nor by any other tables. The 
packet is in ot her words totally dead, The target will not send any kind of informati on in 
either direction, either to tell the cli ent or the serve r as tole! prev iously. 

7.4.3 QUEUE target 

The QUEUE target is used to queue packets to userlane! progl'l1m s and applica ti ons. Thi s 
is done in a programmati c way and may be used to. for exa l11pl e, crea te network 
account ing or to create speci li c and advanced app li cat ions to proxy or rilter packets. 

7.4.4 RETURN target 

The RETURN target will make the current packet stop traveling thro ugh the chain where 
it hit the rul e. If it is a subchai n to ano ther chai n. the packet will continue to trave l 
through the above chains in the structure as if nothing had happened. If the chain is thc 
main chain, fQ r example the INPUT chain, the packet \\ ill have the default po li cy taken 
on it. The default poli cy is normally se t to ACCEPT or DROP or something the like. 

7.4.5 LOG target 

The LOG targe t is spec ia ll y made to make it poss ibl e to log snippets of informat ion 
about packets that may be illegal, or for pure bug hunting and error findin g. The LOG 
target will log specil-ic information such as most of the IP headers and other interesting 
information via the kernel logging faci lity. This inlo rmati on may then be read with 
dmcsg or syslogd and likely programs and applications. 

7.4.6 MARK target 

The MARK target is used to se t nctfilter mark va lues that are assoc iated with specific 
packets. Thi s targe t is only va lid in the mangle tabl e, and will not wo rk outside there. 

7.4.7 REJECT target 

The REJECT target works basically the same as the DROP tmgct. but il eli sa scnds back 
an error message to the host scnding the packet that was blocked. The RI':.JECT target is 
as 01' today onl y va lid in the INPUT, FORWARD and OUTPUT chain or subcha ins or 

67 



those chains. whi ch wo uld also be the onl y chains where it wo uld make any sense to put 
thi s tnrgct in . 

7.4.8 TOS target 

The TOS target is uscd to set the Type of Serv ice field with in the IP heacler. The TOS 
l~ e l d cons ists 01' 8 bits which are used to route packets. Th is is onc of the fields that can 
be used directl y wi thin iproute2 and its subsystem to route packcts. 

7.4.9 MIRROR target 

The MIRROR targe t is an ex perimental demonstration target onl y. and yo u should bc 
warned of us ing th is since i[ may result in reall y bad loops. hence resulting in a bad kind 
of Denial of ?ervice, among other things . The MIRROR target is used to in ve rt the 
source and destinati on fi elds in the IP header. and then to retransmit the packet 

7.4.9 SNAT target 

The SNAT target is used to do Source Network Address Translati on. whi ch means that 
this targe t will rewrite the Source IP add ress in the IP header of the packel. For example, 
thi s is good when we want several co mputers to share an internet connec ti on. We co uld 
then turn on ip I'orwarding in the kernel, and [hen :-; l'l an SNAT rule whi eh wo uld 
translate ,til packets I'rolll our local network to the source IP of our own internet 
co nnec ti on. Wi thout duing this, the outside wo rld vvo uld not know wher' to send I' ply 
packets, si nce our 10c,11 net\\ orks shou ld usc the lANA spcc i lied fP add resses which are 
al loca tcd for LAN nct wo rk s. I r we rorwarded these packets as is. none on the internet 
would know that they where actuall y from us. The SNAT target docs all the translation 
needed to do thi s kind of work, letting al l packets leaving our LAN look as if they came 
rrom a single host, whi ch would be our lirewall. 

The SNAT target is only vali d vvith in the nat table. \,vithin the POSTROUTING chain . 
Thi s is in other words the onl y plaee that you may do SNAT in . II' the first packet in a 
connection is Illangled in thi s 1-~1s hi o n . then all future packcts in the sa ille connection will 
also be SNA T'ed and, also, no further process ing of rules in the POSTROUTING chain 
\vill be commenced on the packets in the same stream. 

SNAT target 

Option 

Exampl e 

--to-source 

iptables -t nat -A POSTROUTING -0 ethO -j SNA T --to-source 
194.236.50.1 55- 194.236.50.160: 1 024-32000 

Explanation The --to-source option is used to specil) ' \\hich source the packets should 
use. Thi s opti on, at it simplest takes one I P add ress to which we should 
trans llmll ~ 1I1 the source IP add resses in the IP header. If we want to 
bal ance bct\\ccn sc\'cral I P addresses we eo uld Lise an ran[!e or IP addresses 
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separa ted by a hyphen, it would then look like, ror example, 
194.236.50. 155- 194.236 .50. 160 as described in the example above. The 
so urce [P would then be se t randoml y lo r each stream that we open, and a 
Single strea m would al\\ clYs Li se the same IP add ress for packets within that 
stream. There may also bl' an range 01' purts speci lied that should only be 
used by SNA T. All the sOLi rce ports wou ld then be mappcd to the ports 
specified. This wo ule! hence look as vv ithin the exampl e abovc, : 1024-32000 
or something alike. ip tablcs wi ll always try to not make any port alterat ions 
if it is poss ible, but if two hosts tries to use the same ports, iptab les will map 
one of them to another port. If no port range is specified, then all source 
ports below 512 will be mapped to other ports be low 512 if needed. Those 
between so urce ports 512 and 1023 will be mapped to ports below 1024. Ali 
other ports will be mapped to 1024 or above. As previousl y stated , iptab les 
will always try to maintai n the so urce ports L1 sed by the actua l workstation 
making the connection. Note that thi s has nothing to do with destination 
ports. so i I' a cl ient tri es to make contact wi th an HTTP server outside the 
li rewa ll. it wili not be mapped to the FTP control port. 

7.4.10 DNAT target 

The DNAT target is used to do Destination Network Addrcss Translation , which means 
that it is used to rcwri te the Destination IP address 0 r a packet. I f a packet is mat h d, an I 
this is the target of the rule, the packet, and all subsequent packets in the same stream will 
be translated. and then routed on to the correct device. host or network. This target can be 
extremel y use ful , for example. when yo u have an host running yo ur webserver inside a 
LiN. but no rea l IP to give it that wi ll work on the internet. You co uld then tell the 
lirewall to 10 1'\,vard all packets go ing to its own HTTP port, on to the real webserve r 
within the L IN. We 1l1Lly also specify a "vhole range 0 1' destination IP add resses, and the 
DN AT mechani sm wi II choose thc dcsti nation I P addrcss at random lor each stream. 
I-Ience, we wi ll be ab le to deal wi th a kind or load balancing by do ing thi s. 

The DNAT target is onl y avai lab le within thc PREROUTING and OUTPUT chains in 
the nat table, nnd any of the chains ca ll ed upon I'rom any of those li sted chai ns. Chains 
co ntai ning DNAT targets may not be used ,'rom (Ill\' other chains. such as the 
POSTROUTING chain. 

DNAT target 

Option 

Example 

-- to-destination 

iptables -t nat -A PREROUTING -p tep -d 15.45.23.67 --dport 80 -j 
DNAT --to-destina tion t 92.168.1.1-192.168 .1.10 

Exp lanation The --to-dest ination opt ion tc ll s the DNAT mechan ism which Destina tion 
I P to set in the I P header. and where to send Dackets that arc matched . The 
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above example wo uld send on all packets destined for lP address 
15.45.23.67 to a range of LAN IP 's. namel y 192.168.1.1 through 10. A single 
stream \\ ill al\\ays LIse the same hos!' and each stream will random ly be 
given an III address that it will always be Destinated lor, within that stream. 
We could also have specified only one IP address. in which case we would 
always be connected to the same host. We may add an port or port range to 
whi ch the trat1ic wou ld be redirected to. Thi s is done by add ing, for 
example, an :80 statement to the IP addresses to whi ch we want to DNA T 
the packets. A rule could then look like --to-destination 192.168.1.1:80 for 
exampl e. or like --to-destination 192.168.1.1:80- 100 if we wantcd to 
spec ify a port range. 

7.4.11 MASQUERADE target 

The MASQUERADE target is used basicall y the same as the SNAT target. bu t it does 
not require an y -- to-source opt ion. The reaso n lo r thi s is that the MASQU ERADE targe t 
was made to wo rk \-\lith. fo r exampl e, dialup connect ions. or DHCP connect ions, whi ch 
gets dynami c IP addresses when connect ing to the network in question . This means that 
MASQUERADE target should onl y be used \,vith dynami ca ll y ass igned IP connections, 
whose ac tual add ress is not known at all times. 

f 

Wh'l1 a onl1 '" tion is masqueraded. it means that \\'c set the IP add ress used on a spec ifi c 
network interj~lCe instead of the --to-source option. ami thc IP address is automatically 
grabbed ["rom the inlormation about the specific interface. 

MASQUERADE target is on ly va li d within the POSTROl JTING chain in the nat table, 
just as the SNAT targe t. The MASQUERADE targe t Ulkes one option spec ifi ed below, 
which is optional. 

MASQUERADE tal'get 

Optilln 

Example 

--to- ports 

iptablcs -t nat -A POSTROUTJNG -p TCP -j MASQUERADE --to­
ports 1024-31000 

Explanati on The --to-ports option is Llsed to set the so urce port or ports to use on 
optgo ing packets. Either you ean spec ify a single port li ke --to-ports 1025 
oi' yo u may speci fy a port range as --to-ports 1024-3000 . The --to-po rts 
opti on is onl y va lid if the rul e match sec ti on spec ifi es the Tep or UDP 
protoco ls \\-ith the --protocol match . 
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7.4.12 REDIRECT target 

The REDIRECT target is used to redirec t packets and streams to the machine itsc l L This 
means that we could for example REDIRECT all packets destined for the IITTP ports to 
an IlTTP proxy like squid . on our own host. Locally generated packets arc Illapped to the 
127.0.0. 1 address. The REDIRECT target is extremely good to use when we want, Cor 
example, transparent pro.\ying. 'vvhere th e Jj lN hosts do not know abo ut the proxy at all. 

REDIRECT targct is ol1l y va lid within the PREROUTING and OUTPUT chains or the 
nat table. It is also va lid within user-defin ed chains that are onl y ca ll ed frum those chai ns, 
and nowhere else. The REDIRECT target takes only one opti on. as described below. 

REDIRECT ~a rget 

Opt ion 

Exampl e 

-- to -ports 

iptables -t nat -A PRER OUTING -p tcp --dport 80 -j REDIRECT -- to­
ports 8080 

Ex pl anati on The --to-ports option spec ifi es the destinati on port, or port range, to use. 
Without the --to-ports opti on. the destinati on port is never altered. Thi s is 
spec ified. as above, -- to-ports 8080 in case we onl y want to spec ify one , 
po rt. II ' \,ve \vo uld want to specify an port range. we wo uld do it I ike -- to­
ports 8080-8090, whi ch te ll s thc REDIRf<:CT ta rget to red irect the packets 
to the ports 8080 through 8090. 

7.4.13 TTL target 

The TTL targe t is used to modify the Time To Live Ile id in the IP header. One use ful 
appli cati on of thi s is to change all T ime To Live valucs to the same va lue on all outgo ing 
packets. 

The TTL targe t is onl y va lid within the mangle table. and nowhere elsc. It takes 3 
options, all of them described below in the table. 

TTL target 

Opti on -- ttl -set 

LXCl mplc iptables -t man gle -;\ PR EROUTING -i ethO -j TTL -- ttl-set 64 

Ex planati on The -- ttl-sct opti on tell s the TTL targe t whi ch TTL value to set on the 
packet in ques ti on. 

Opti on -jUI-dec , 
E.\amp le iptablcs -t mangle -A PREROUTING -i cthO -j TTL -- ttl -dcc 1 
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\::-.;planation The --ttl-dec option tell s the TTL target to decrement the Time To Live 
va lue by the amount speci lied ,tlk r the -- ttl-dec option. 

Op ti on --ttl-inc 

F:-.;ample illtahles -t mangle -A PREROUTING -i ethO -j TTl. -- ttl-inc I 

I·::-.; planation 'l:he --ttl-inc op ti on tell s the TTL target to incrcment the Timc To Live 
va lue with the va lue specified to the --ttl-inc opti on. 

7.4.14 ULOG target 

The ULOG target is used to provide userspace logging o l' matching packets . If a packet is 
matched lind the ULOG target is se t. the packet inrol'lmlti on is multicasted together with 
the whole packet through a netlink socke l. One or more userspace processes may then 
subscribe to varIous multicas t groups and rece Ive the packet. 
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Chapter 8 

Example Implementation at Computer 
Center Q.A.U 

Our firewall serves two purposes. Its primary function is that of a firewall and security 
monitor for ollr secure subnet. This allows us to monitor all incoming and outgoing 
traffi c. Neither side of the tirewall has any direct connec ti on to the other except Lhrough 
the firewall host. Thi s meets the definiti on of a Basti onH os L. The second purpose is to act 
as a Rouler be twee n the outside netwo rk and the internalnclwork . 

8.1 System Selection 

Selec tion of the hardware and software components of the firewall is critical. i\ limited 
capacity machine will lead to network congesti on and eve nlual co llapse of the firewall 
due to overl oad ing. 

8.1.1 Hardware Requirements 

Filtering firewalls don't require much hardware. They are littl e more than simple routers. 
A II that was used is as follows: 

I 

I. A Pentium Il1 with 256 Mh 0 1' RAM 
2. A 20 Giga byte Hard disk. 
3. Two Network In terface Cards 
4. Monitor and keyboard 

8.1.2 Software requi rements 

The Distributi on chosen for the firewa ll \NaS Red I-I at Linu :-\ 7.3 . Thi s package was 
chosen for a va ri ety of reasons. These reasons include: 

I. Ease o f' install ati on. 
2. Stability of the Kernel 
3. Utilities inc luded with the di stribution. 
4. Final installation configurati on. 
5. Kernel 2.4. 18 (with preco mpiled support fo r lptables) 

8.2 Preparing the Linux system 

Once the system has been se lected, it must be prepared for use as a firewa ll by mak ing 
numerous ehanges both to the system software and the hardware attached to the computer 
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system. Install atio n \\(l S done \-v ith ~l S litLi e se rvices as poss ibl e. My install:1tion started 
with a se rve r eo nll gura tion hav in g 5 12 MB of "/swap" and 50 MB "/hoot" partition 
then I tum ulT ever un-needed service ill letclxinetd.eonl'. 
Because the distribution came with a kerne l usefull to my purpose. There was no need to 
com pi Ie my owri I' ernal. 

8.3 Configuring two network cards 

My goa l here is to provide two netwo rk connection to Ill y fIltering firewa ll system. One 
on the Internet (unsecured side) and one on the LAN (sec lire side). NIC were con llgured 
using netwo rk co nli guration tool. 

192. 161::'0.2 14. is the outside connection to internet that I am using so I will lise 
192.168 .201. xxx in my LAN. 1 ass igned IP number 192.168.20 1.4 to the LAN card . 
Thi s is ou r gateway IP address. We can ass ign all th e other machines in the protected 
network (LAN) a number in the 192. 168.20 I .xxx range. ( 192 .168 .201 .1 through 
192. 168.20 1.25 4) 

..------~ 

(

// Trustod '\ 

Interna l \ 
Network ) 

~. 1921682010/ 

-...- -- .l - --- IFACE: 9th1 
l' IP: 192.1E8.201.4 

Firewall 

----.--.---- ~-

.1 IFACE: atli) 
._---'!'____ IP: 192. 1E8 . .o.214 

(- Imamat ~ ~) 
""~,// 
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8.4 Testing the network 

I started by using the ifconfig and route commands. With two network cards iIConlig 
looked so mething like: 

#(rc()J~fig 

10 Link cncap:Local Loopback 
inet addr: 127.0.0. 1 Mask:255.0.0. 0 
UP LOOPBACK RUNN ING MTU:3924 Metri c: 1 
RX p~cket s: 1 (}20 erro rs:O dropped: O overruns:O 
TX packets: 1620 clTors: O dropped:O ove rl'uns:O 
col li sions: O txqueuelan:O 

cthO Link encap: I OMbps Ethernet [-IWaddr 00 :00 :09:85:AC:5S 
inet addl' : 192. 168.0.2 14 Beas t: 192.168.0.255 Mask: 2SS .2SS .2SS .0 
UP BROADCAST RUNNING MULTICAST fvlTU: I sao Metri c: I 
RX packets: 1000 errol's: O droppcd:O overruns:O 
TX packets: 11 00 errors:O dropped:O overruns:O 
colli sions:O txqueuelan:O 
Interrllpt: 12 Base acidress: Ox3 1 0 

cth 1 Link eneap: 1 OMbps Ethernet HWaddr 00:00 :09:80: 1 E:D7 
inet acl dr: 192. 168.20 1.1 Beast: 192. 168.201 .255 Mask:2SS .2SS.2S5.0 
UP BROADC AST RUNNING MULTICAST MTU:1500 Metric: I 
RX packets: 111 0 crrors:O dropped:O overruns:O 
TX packets: 111 I crrors:O droppcd:O ovelTuns:O 
col li sions:O txqueuelan:O 
Interrupt : 15 Base address:Ox3S0 

and route table loo ks like thi s: 

#route - /1 

Kernel routing tab le 
Destinati on Ga teway Genmask Flags MSS Window Use 
192 .1 68.0.0 * 255.255.255.0 U 1500 0 15 
192. 168.:W1.0 :]: 255.255.255 .0 U 1500 0 0 
127.0.0 .0 * 255 .0.0.0 U 3584 0 ') 

de l ~1u lt 192. 168.0.10 * UG 1500 0 72 

Note: 192.168.0.0 is the Internet side of this firewall and 192. 168.201 .0 
is the pri vate (LAN) sidc. 

I race 
ethO 
cth 1 
10 

ethO 

Now I have to be sure that every computer on my LAN can ping the inside address of the 
firewa ll sys tem. (192. 168 .201. 1 ) 
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Now by lumillg l11l III Il) r\\clrCling. I \\cIS able to ping anywhere on the Internet from any 
sys tem 011 the 1.;\1\:. 

echo "l" > IpJ'oc/sys/nctlipv4/ip_fol''Ward 

8.5 Initial System security 

A firewall isn't any good if the system it is build a ll is left wiele open to attacks. A 
"hacker" co uld ga in access through a non firewa ll se rvice and modify it fll r their own 
needs. 

8.5.1 BIOS/CMOS Scttings 
In the CMOS se tup BIOS passwo rd was se t and all boot devices exccpt I-lard Di sk. werc 
di sabled . 

8.5.2 Itmp 
It "VLlS ell sured thcll ollh the lil e's owner can delete ,I gl\'ell lil e In Itmp by giving 
lo ll owi ng command: 

chmod 1777 Itmp 

8.5.3 Contro l-Alt-Dclete keyboard shutdown command 
This is important because server don ' t have the best physical sec urity. It \,vas dOllc by 
editing "/etc/inittab" and changing the line 

ca::ctrIaltdcl:/shin/shutdowll -t3 - I' now 
to 

#ca::ctrIaItdel:/sbin/shutdown -t3 -I' now 

then 1'0 1' the system to understand the change, following command was givell 

Isbin/init q 

8.5,4 Disabling the ability to run INIT in interactive mode 
1 t was done by edi ti ng "/etc/sysconfig/in it "scri pt and changi ng the line 

prompt=yes 
to .. 

prompt=no 

8.5.5 Change what system dacmons get loaded by editing thc following files in 
" letc/rc.d/" 
The way that Redhat boots is the SysV way. Thi s is where the OS will execute ALL fil es 
tor a given run level 
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A ru n-level is the mode that the machine will load various system programs. Though thi s 
varies from Uni x to Uni x (Linux, Solari s, AIX, HP-UX. etc.) , they are simil ar. For Limlx, 
thi s is the run-levels (from Icte/inittab): 

• 0: halt (stops the OS and sometimes shuts the power ofT) 
• I: sill gle uscr (docsn 't bring up the nctwo rk . no passwd I'm rllOt. Nceded Cor 

sys tem problems, los t root passwds. etc) 
• 2: Multiuser (B rings up the whole OS but doesn't mount remote fil e sys tems 

(NFS, CODA, etc) 
• 3: Ful l Multiuser (Brings up the whole OS with any remote fi le systems) 4: 

Unused 
• 5: X-windows (B rings up the system immed iately into X-windows) 
• 6: Reboot (reboots the machine; usually into a COLD boot state [co unts all the 

RAM , etc]) 
j\ 11 of the fil es in vari ous runlevel direc tori es like Ictcirc .d/rcO, 1, 2. 3, 4. 5, G.d are 
actually just symbolic links to all the real sc ript fi les in letcirc. dlinit.d . Thi s makes things 
more manageabIe.So, since Linux usually runs in multi -user I non-Xwindows mode, that 
mcans l'unl eve l "3" will execute all fi les in the letclrc .cI lrc3 .d directory. 

8.5.6 Shutting down most of inctd I xinctd 
Ind d and Xinctd me GlIkd the "supcr sc rvc rs" as thc)' I O~ld ,\ nctwo rk servcr bascd upon 
a requcst l'roJl1 the neL 'vvork. 

Both of the runlevel configurations and removal of not needed daemons was done using a 
J!1ome J U I tool "SCI' riceconfig". 

8.5.7 Shadow Passwords 
In most early Linux distributions, al l user' s passwords were stored in the letc/passwd fil e. 
These passwo rds were then encrypted by the "crypt" too l. The probl em with thi s se tu p 
was that anyone could get these encrypted passwords and crypt's encryption was very 
poo r. These passwords could then be broken with publically ava il ab le tools. In recent 
times. the shadow system was implemented where the passwo rds were hashed with the 
MD5 algor ithm and placed the resulting MD5 hased passwo rds in /e tc/shadow. 

It was co nfirmed that system is using SHADOW passwo rds by looking at the /etc/passwd 
fi Ie and 

8.5.8 Disablillg miscellaneous croll stuff 

When Redhat is installed, usually more programs than planned arc installed. Though 
Redhat all ows use rs to later choose what daemons are and are NOT run L1pon boot, thi s 
does NOT di sab le somc things that are loaded into the cron file. 
By looking in the "/etc/croll.hourly", " /ctc/croll.daily", "/etc/croll.weekly", and 
"/etc/croll.monthly" it was made sure that nothing is install ed tha t is not needed. 

77 



8.6 Firewalling Script 

The scr ipt requ ires the 1l) ll u\\ing opti ons to be compiled stati ca lly to the kernel, or as 
mod ul es. Without one or more or these, the script will beco me more or less fl awed sincc 
parts or the scripts required I"ul1ctionalities will be unusable . /\ s the script can be changed, 
than 111 0re opti ons may be needed to be compiled into the kernel depend ing on the 
requi rement. 

• CON FIG PACKI·:T 
• CON I:IG PAC KLT 
• CON FIG NETFI LT L: 1Z 
• CONFIG IP N [7 CONNTRACK - - -
• CONFIG IP NF IPTABLES - - -
• CONFIG [P NF MATCH LIM IT 

- - - -

• CONFfG IP NF M ATCH STATE - - -
• CON FIC IP N F FILTER -
• CON [7 1 Ci I P N I: N AT 
• CONFI C; IP I: TARGET LOG 

Now that eve ry thing is setu p and sys tem is ready we can ru n our li rewa ll sc ript. 
The main parts of the scri pt are explained briefl y belo'v": 

8.6.1 Configuration options 

The lirst section withi n the sc ript is the conli gurati () 11 sec ti on. The $INET IP shou ld 
<\h\Clys he ,\ I'ull y va lid Ii> address . .'\Iso. the $INET_ IFACE \'a ri ab lc should point to the 
actual device used ror internet connecti on. Thi s cou ld be ethO, eth I. pppO etc 

Second sectio n onl y co nsists or the $IPTABL ES variable, whi ch will po int the scri pt to 
the exact loca ti on 01" the iptablcs application. The de Cault locati on when compiling the 
i ptables package by hand IS "/u sr / local/ s b in / iptables " . However, many 
distri butions put the actual application in another locati on such as .. / s bin / ipta bles " 

and so on. 

8.6. 2 proc set up 

At thi s point we start the IP fo rward ing by echoing a to 
/proc/sys/neL/ipv4/ip forward ill thi s fa shi on: 

('cho "1" > Iproc/sys/nctlipv4/ip_forw a nl 

and also do other /pro( sett ings. 



8.6.3 Displacement of rul es to different chains 

In th is section I \\ 'il l hl' idl y describe my choices 'vvithi n the script regarding user spec ified 
cha ins and somc choi ces spec i li c to the script. 

I ha ve displaced a ll the diITen . .' nt uscr-c hains in the \ \ '<1 )' to save as much CPU time as 
possible but at the same tim e put the mai n we ight on security and readability, Instead of 
!clli ng a TC P packet traverse JCMP , UDr and TCr ru les, I simply match all Te p packets 
and then let th e 'r c p packets trave rse an user speci ri cc! chain, Thi s way we do not get too 
much overhead out o j" it all , The foll owing pi ctme will lry to ex plain the basics oj" ho w un 
incoming packet trave rses netlilter. With these pictures and ex planations, I wish to 
e:\p l<lin and claril): the goa ls of thi s script. 

j ROllt illU 

III co III i Il U l , ___ D_e_C,...iS_i 0_ 1_1 _--' 

~NPU~ / 
" /" --- - -----

.~~-- -----~ ............ 

( FORWARD ")J----t •• Oll tUO iIl U 

"'---- - - -----/ 
L I) c,1I 

Pr ()CI~ SS 

Thi s v, hole script is based upon the assumption that \\e have one loca l l1l:two rk , one 
firewa ll <me! an Internet connection connected to the li re\\'all. Thi s is also based upon the 
assumpti on that \,ve have a stati c IP to the internet. We also v,;ant to a ll oyv the firewa ll to 
act as a se rve r lo r ce rtain services on the internet, and we trust our loca l netwo rk I'u ll y 
and hence we wi II not bl ock any 0 f the t I'<l ITic fro m the loc[ll net \\ urk , /\ I so, th is sc ri pt has 
as a main priority to onl y all ow trafli c that we ex pli citl y wa nt to a ll ow, To do thi s, we 
\\(lnt to set de l~lult po li cies within the cha ins to DR(W, Thi s will dlecti vcly ki ll a ll 
con necti ons and all packets that we do not expli citl y ~lilu\\ inside our network or our 
lirewall. 

We would al so like to let our loca l network do connec ti ons to the internet. Since the loca l 
network is full y trusted, we want to all ow all kind of tra ili c I'rom the loca l network to the 
internet. However, the Jnternet is most ddinitely not a trusted network and hence we 
want to bl ock them from ge lling to our local netwo rk . Based upon these general 
assumpti ons, let' s look [It what we need to do and \,vhat we do not need and \V,mt to do. 

(/:RWA~~ 
\. POLI CY: DR OP;' 
"-, ,/ "'-...._--- ---~- ... ". 

I ACCE PT 8 '181 y t h l n ~1 
11') 1'1'1 LMJ.) t l) ) nt '~ l n 8 t 
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First of' aiL vve want the local netvvork to be ab le to conncc t to the internet, of' course. To 
do thi s, we wi ll need to NAT all packets since none ol ' thc loca l computers have real IP 
addresses. /\ 11 a i' this is done within the PREROUTI (i ch;lin. whic h is created last in 
this script. This means that we will also have to do sOllle lillering within the FORW/\RD 
chain s ince wc \\'ill otherwise all o\\ outsiders full access to our loca l netwo rl ·. We trust 
our local netwo rk to the full est, and because of that wc specilically a llow all traffi c from 
our loca l network to the internet. Since no one on the Internet should be all owed to 
contact our local network computers. we wi ll want to block all trani c i"rolll the Intcrnet to 
om loca l netwo rk except al ready es tabli shed and related co nnec ti ons, whi ch in turn will 
a ll ow all return trarll c frolll the internet to our loca l network. 

As there is no se rvice provided by internal network to the internet. Therefo re, I have 
decided to all ow' HTTP. fTP & SS]-I access to the actua l firewa ll. All o f' these protoco ls 
arc avai lable on the ac tual firewa ll , and hence it should be all owed through the IN PUT 
chain . and we l1l:l:d to allow thl: rdurn tral'fic through thl: OUTPUT chain . However, we 
also trus t the loca l nct\\ork rull ). ~1I1d the lou l back dl: \ ice and IP address are al so trusted . 
Because or thi s, we want to add spec ial l'UIeS to allow all lral'llc ["rom thc loca l netwo rk as 
we ll as the loopback netwo rk intcr f~lce. Also. we do not wa nt to all ow specific packe ts or 
packet headers in speci fic conj unctions. nor do we wan t to allow some IP ranges to reach 
the [irewa ll from the Internet. For instance. the 10.0.0.0/8 add ress range is rese rved Jor 
loca l networks and hence we wo uld normall y not wa nt to allow packets from such a 
address range since they would certainly be spoofed. 

Since we ha ve an FTP se rver running on the se rve r. ,IS well as the fact we want to 
tra ve rse as i"ew rul es as poss ible, we add a rule whi ch lets all establi shed ane! related 
tl'llf 'fi c through at the top or the INPUT chain. For the S~1 1ll e reason. vve wa nt to split the 
rul es dovm into subchai ns. By doing thi s, our packets \\ ill hopcl'ull y onl y need to traverse 
as few rules as poss ible. By traversing less rules, we make the rul ese t less timeconsuming 
f'o r each packeL and reduce red undancy within the netwo rk . 

In thi s script. we choose to spli t the different packets dO\\I1 by their protoco l family, for 
example TCP, UDP or ICMP. All TCP packe ts travc rse a spec ifIC chain named 
"tcp_packets". whi ch will contain rules for all TCP ports and protoco ls that we want to 
all ow. Also, we want to do so me ex tra checking on the TCP packets, so 'vve would li ke to 
create one more subchain ('o r all packets that are accepted for lI sing va lid port numbers to 
the til'C\\a ll . Thi s chain we choose to ca ll the all owed chai n. and should co ntain a few 
ex tra checks bc lt) re fina ll y acceptillg the packe t. As [or leM P packets, these will traverse 
the "icmp_packcts" chain. r:inall )'. we have the UD P p,-Ickets whi ch needs to be dea lt 
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with . These packets, we send to the "udp_packcts" chain whi ch hand les :1 11 incoming 
UD P packets. All incoming UDP packets should be sent to thi s chain , and if they are of 
an allowed type we should accept them immediately without any further checking. 

/--- -~- . --. - -..-.~ .... 

(
OUTPUT ", 

POLICY: DROP ) 

....... ---~ - ._-,,-" 

.A.CC EPT 8v8 lylliin ,;! 
fl om 1 n I) I] 1 

I.':' ~~CE::'- ~ '. '; ',": " ":; ' : .:. C; (. c PT 8v8 1yth l11(l 
i . ~ ~ 
, .- ., .... . :.' . ,:: '0' • 1;---r"I " ~' . :,' . ', : 0 " .' I . ' J_ • _ _ 'i ,_ ._. __ '-1 

Fi nall y. we have the lirewa ll s OUTPUT chai n. Since we actuall y trust the lirewa ll quite a 
10L we all m\- preLLy much all traffic leaving the firevva ll. We do not do any specific user 
hl ocking. nOl' do we do any blocking of specific protoco ls. However, we do not want 
people to use thi s bm: to spoo f packets leaving the I'irewa ll itse lf. and hence we on ly want 
to allow traffic I'rom the iP add resses ass igned to the firewa ll itse lL We \.vou ld most likely 
implement thi s by adding rules that ACCEPT all packets leaving the firewall in case they 
come from onc of the IP addresses assigned to the firewall , and if not they will be 
dropped by the d e l ~lult poli cy in the OUTPUT chain . 

8.6 .4 Setting up default policies 

Quite carlyon in the process or creating our rui cset. \o\'C set up the defau lt policies. We se t 
up the default polic ies on the different chains with a I ~ lirl }' simple command, as described 
bc low. 

iptablcs [-P (chain ) [pol icyl ! 

The d e l~1ult policy is used every time the packets do not match a rul e in the chain. For 
exampl e, lets say we gct a packet that match no single rule in our whole ruleset. If thi s 
happens, we must dec ide what should happen to the packet in question, and thi s is where 
the defau lt po licy comes into the picture. The default po li cy is used on all packets that 
does not match with any other rule in our ruleset. 

8.6.5 Setting up user specified chains in the filter table 

It is now time that we take care of sett ing up all the ru les and chains that we wi sh to 
create and to use. as well as all of the rulese ts within the chains. 

After thi s. we crea te the different specia l chains that we want to use with the -N 
command . Thc new chains are created and set up with no rul es inside of them. The chains 
we will use are. as pre\'iously described, icmp_pae kets, tcp_packets, 
udpinco ming_packets and the all owecl chain . whi ch is used by the tcpyackets chain. 
Inco ming packets on $I NET_I FACE, or ICM P type, \",ill be redirected to the chain 
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icmp_packets. Packets or TCP type , wi ll be red irected to the tcp_packcts chain and 
incoming packets of UDP type from $INET _IFACE go to udpincoming_packets cha in . 

The bad_tcp_packets cha in is devoted to contain rul es that inspccts incomi ng packets for 
malformcd headers or other prob lems. As it is, we have only chosen to inc lude a packet 
filter wh ieh blocks all inco ming TCP packets that are co nsidered as NEW but does not 
have the SYN bit sent. 

8.6.5.2 The allowed chain 

If' a packet comes in on $INET_IFACE ancl is or rep type, it trave ls through the 
tcp~)acke t s chain and if the connection is agains t a port that we want to all ow traJlic on, 
'vve \Na nt to clo so me final checks on it to sec if we ac tua ll y do wa nt to all cnN it or not. All 
of'these fina l chec ks are clone within the all owed chain. 

First of' a ll , we: check if the packet is a SYN packet. Ifit is a SYN packet, it is most likely 
to be the lirst packet in a new co nnecti on so, of course. we all oyv th is. Then we check if 
the packet comes fro m an ESTABLISHED or RELATED co nncc tion , if it cloes, then 
we. agai n of' course. all ow it. An ESTABLISHED connect ion is a connecti on that has 
seen tranic in both direc tions. and since we have seen a SYN packet. the connecti on then 
l1lust be in state ESTABLISHED, accord ing to thc state machine. The last rule in thi s 
chain will DROP every thing else. In thi s case this pretty mllch l1leans everything that has 
not seen trafTic in both dircction~, ie. we didn 't repl) to thl' SYN packet. or they are trying 
to start the co nnection with a non SYN packet. There is no practical usc of' not starting a 
co nnect ion with a SYN packet, except to portscan peop le pretty much . Therc is no 
currentl y ava ilabl c TCP/ IP impl ementation that supports opening a TCP co nn ect ion with 
so mething else than a SYN packet .hence DROP it since it is 99% sure to be a porlscan. 

8.6.5.3 The TCP chain 

The tcp_packets chain spec ifies what ports that are allowed to usc on the fIrewa ll from 
the Internet. A! tcp_packcts tells iptables in whi ch chain to add the new rule, the rule will 
be added to the end of the chai n. -p TCP tells it to matc h TCP packets and -s 0/0 matches 
all so urce addresses i"rom 0.0 .0 .0 with netmask 0.0.0.0. in other words oil source 
addresses. --d port 21 mcans destination port 2 1, in other words i I' the packet is dcsti ned 
for port 21 they also match. Ifa ll the criteria are matched. then the packet will be targe ted 
for the allowecl chain . If it doesn't match any of the rules. they will be passed back to the 
ori ginal chain that sent the packet to the tcp_packets chain . 

As it is now. J all ow TCP port 2 1. or FTP con tro l port. which is usecl to control FTP . If 
we do not want to allow FTP at all . \\C can Llnl ucld the ip_co nntrack_ rtp module and 
de lete the $IPTABLES -A tcp_packets -p Tep -s % --dpol·t 21 -j allowed linc from 
thc sc ript. 
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Port 22 is SS II, \\ hich is much better than allowing telnet on port 23. It is always a bad 
idea to give others than yo urse lf any kind or access to (\ lire'vvall box. Fircwa ll s should 
al\Vays be kept to a bare minimum and no more . 

Port 80 is IITTP. in other words our web scrwr. \\e can delete it i I' \\ 'c do not want to run 
a wcb sc rver directl y on thc lirewall. 

8.6.5A The UDP chain 

If we do gc t a LJDP packct on the INPUT chain , we send them on to 
udpincoming_packets 'where we once aga in do a match 1'01' the UDP protocol with -p 
UDP and then match everything \.vith a so urce address of 0.0.0 .0 and net l1l ask 0.0.0.0, in 
other wo rds everything aga in . Except thi s. we onl y accept specili c UDP ports that we 
\\'llllt to be open lo r hos ts on the Internet. We onl y nced to opcnup ports on our host if we 
are to run a se rve r on any UD P port. such as DNS etc. Packets that arc cntering thc 
lirewa ll and that are part of an already es tab lished co nnec ti on (by our local network) will 
automatically be accepted back in by the --state r:ST!\ I ) I , I S II F:D.RF:U\ 'n~ D rul cs at thc 
top o r the INPUT chain. 

8.6.5.5 The ICMP chain 

This is whcre Vie decide what lCM P types to all o\<v. Ir a packet or ICMP type co mes in on 
cthO on the INPUT chain. we thcn redirect it to the i ('mp_Pd " k et~ chain as explained 
bef'Ol'e . l!ere we check what kind o r ICM P types to <dIO\·v. For nO\v. I on ly allow 
inco ming lC ~P Echo rcqucsts. TTL cquals a during transit and TTL equals a J uring 
reassembly. The reaso n that we do not allow any other ICMP types pcr default here , is 
that almost all other ICMP types should be covered by the RELATED statc rules. 

The reason that I allow thcse ICMP packets are as 1'0110\0\'5 . Echo Requests are used to 
request an echo repl y. which in turn is used to mainl y ping other hos ts to see if they are 
avai labl e on any or the nctworks. Without this rule. other hosts wi ll not be ab le to ping us 
to see irwe arc a\ 'ailablc on any network con necti on. 

S.6.5.6 INPUT chain 

The INPUT chain uses mostl y other chains to do the hmd work. Thi s way we do not get 
too l11uch load [-'rol11 iptables, and it \V iii wo rk l11uch belter. Thi s is clonc by check ing lo r 
speciJ-ic detail s that should be the same for a lot or di ITerent packets. and then sending 
thosc packets !into specilic uscr specified chains. By doing thi s. wc can split down our 
rulcsct to contain much less rul es that needs to be traversed by each packet and hence the 
lirewall wi ll be put through a lot less overhead by packet filtering. 

First of all we do certain checks for bad packets. Thi s is done by scnding a ll TCP packets 
to the bad_tcp_packcts chain. This chain contains a l"e", rules that \V iII check for badl y 
formed packets or other anomali es that we do not want to accept. 
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At thi s point "ve start looki ng for traffic !~rolll genera ll y trusted networks. These include 
the local network adapter and all traffic coming from there, all traflic to and rrom our 
loopback interface. including all our currently ass igned IP addresses (this means all of 
them, including our Internet IP address). As it is. we have chosen to put the rule that 
allow's LAN activity to the !irewall at thc top. since our loca l network generates more 
traffic than the Intcrnet connection. This <.1l1o\\"s for less oyerhead used to try and match 
each packet \\ith celch rule and it is always a good idca to look through what kind of 
tranic mostly traverses the fi rewall. By doing this, we can shufne around the rules to be 
more effi cient, lead ing to less overhead on the firewall and less congestion on our 
netwo rk . 

After thi s, We match all TCP packets in the INPU T chai n that comes in on the 
SINET _lFACE inte r! ~lce. and send those to the tc _pac1zets , whi ch was prev iously 
described. Now we do the samc match lor UD P packe ts on the $INET IFACE and scnd 
those to the udpincoming_packets chain. and after thi s all ICMP packets are sent to the 
icmp_packets chain . Normall y, a firewall would be hardest hit by TCP packets, then LJ DP 
and last of thcm al I lCM P packets. 

13e lo re \ <\I e hit the d e ! ~llIlt poli cy of the IN PUT chain . wc log it so we may be able to find 
out abo ut poss ible prob lellls and/o r bugs. Though. we do not log more than ~ packets per 
Illinute as we do not W<lnt to !load our logs. also we se t ;1 pre!i\ to all log entries so we 
kn ovv where it ca me ["rom . 

Everything that has not yet been caught will be DROP'ed by the default po li cy on the 
INPUT hain . 

R.C>.5.7 FORWARO chain 

The FORWARD chain contains quite !CW ru les here. Wc have a single rule which scnds 
all packets to the balUcp_pac kets chain , \Vhich was also used in the INPUT chain as 
described previously. 

Alk r thi s !irst check lor bad TC P packets. we havc the Ill<lin rliles in the I:ORWARD 
chain. The !irst rule will all ow all traffic I··rom our $LA i\_/I<'AC I': to ~lI1y othcr interface 
to !"low free ly. without restri ctions. Thi s rule wi ll in other \\ cmls all o\\ all tral'lic from our 
I. AN to the Internet. The scco nd rule will all ow ESTABLIS I-If.:n LI nd RELATEDtrarli c 
back through the firewa ll. Thi s will in othcr \\ords all ow packets be lon gin g to 
connections that was initi ated from our internal netvvo rk to now free ly back to our loca l 
network. These ruks are requ ired ror our local netwo rk to be ab le to access the Internet. 
since the def'ault poli cy oj' the FO RW ARD chain was prev iously se t to DROP. I will 
allow hosts on our local network to connect to hos ts on the internet, but at the same time 
block hosts on the internet to connec t to thc hosts on our intcrnal network. 

Finally we alsb have a logging ru le whi ch will log pac kets that are not all owed in one or 
another wa)' to pass through the FORWARD chain. Thi s is e\ac tJ y the same rule as the 
one Ll sed in the I IPUT chain except ror the logging IXeli\. "IPT FORWARD pacl{et 
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died : " . The logging pre ti x is mai nl y used to separate log entri es, and may be used to 
distinguish log ent ries to find ou t where the packet was logged from and some header 
opti ons. 

8.0.5.8 OllTPUT chain 

Since the system is used as a Fire'vva ll and a wo rkstat ion currentl y, I allow almost 
everyth ing that goes out fr0111 it that has a source address $LOCA LH OST_IP, $LAN_IP 
or $STATIC_II) Last 0 [' all we log eve rything that ge ts dro pped. Finally we DROP the 
packet in the defaul t pol icy. 

8.6.5.9 PREROUTING chain 01" the nat table 

The PR EROUTING chain is prelly much what it says. it does netwo rk aclress translati on 
on packcts berore they actuall y hit the routing dec is ion th at sends them onwards to the 
I PUT or F0It-WA RD chains in the filter table. 

~U) .5 . 10 S tarting SNAT and th e POST ROUT ING chain 

First or all we acid a rule to the nat table, in the POSTROUT ING chain th at \,vi II NAT all 
packets go ing out on our interface connected to the In terne t. Thi s wo ul d be elhO. So all 
packets that match thi s rule will be So urce Netwo rk Add ress Translali oncc\ 10 look as it 
came 1'rom lirc\,."a]]" s interface. 
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8.7 Script 

I+ ! /b in/bash 
It I 

## Internet Coll figLl rat ion. 
# 
IN[T IP="192.168.0.2 14" 
INLT IFAC[="ethO" 

Ii# Loca l Area Network confi guratio n. 
II 
1/ LAN's IP range and local host JP . /24 means to onl y LI se the lirst 24 
if. bi ts orthe 32 bit IP adress. the same li S nctm<1sk 255 .255 .255 .0 
1+ 
Ij \ N I P= " 1 92 .16~ . 2 0IA" 

LAN IP 10\ G[="192.168 .20 1. 0/24" 
LAN BCAST ADRESS="1 92.168.201 .255 " - -

LAN lFACE="ethl" 

## Rese r\'cd/ P~' i va te IP Addresses #1+ 
R I~ SERV ED ET="0.0.0.0/8 1.0 .0.0/8 2. 0.0.0/8 5.0.0.0/8 7.0.0.0/8 23. 0.0.0/8 \ 

n O.0.O/8 3 1.0.0.0/8 36.0.0 .0/8 :17 .0. 0.0/8 39.0.0.0/8 \ 
4 1.0.0 .0/8 42.0.0.0/8 58.0.0.0/8 59.U.0.0/8 60.0 .0.0/8 \ 
67.0.0.0/868.0.0 .0/869 .0.0.0/8 70.0 .0.0/8 7 1.0.0.0 '872 .0.0 .0/8 
73 .0.0 .0/8 74 .0.0.0/8 75.0.0.0/8 76.0.0.0/8 77.0.0.0!8 78.0 .0.0/8 \ 
79 .0.0. 0/8 80.0.0.0/8 8 1.0.0.0/8 82. 0.0.018 83 .0.0.(}f8 \ 
84.0 .0.0/8 85 .0.0 .0/8 86 .0.0.0/8 87.0.0. 0/8 88. 0.0 .0/8 8lY .0. 0.0/8 \ 
90 .0.0.0/8 9 1 .0 .0.0/8 92 .0.0 .0/8 93 .0.0.0/8 94.0.0 .0/8 \ 

95.0.0.0/8 96.0 .0.0/8 97.0.0.0/8 98.0.0.0/8 99 .0.0 .0/8 100.0.0.0/8 
10 1.0.0 .0/8 102. 0.0.0/8 103.0.0.0/S I O--l- .U.00/8 105.0.0 .0/8 
106.0.0 .0/8 107.0.0.0/8 108 .0.0.0/8 I () l),O .O.O/8 I 10.0.0.0/8 \ 
I I 1.0.0 .0/8 112.0.0.0/8 I 13 .0.0. 0/8 I 14.0.0. 0/8 11 5.0.0.0/8 \ 
11 6.0.0.0/8 11 7.0 .0.0/8 118.0.0.0/8 11 9. 0.0.0/8 120.0.0.0/8 \ 
121.0.0.0/8 122.0.0.0/8 123.0.0.0/8 124.0.0.0/8 125.0 .0.0/8 \ 
126.0.0.0/8 127 .0.0 .0/8 197. 0.0.0/8 201 .0.0 .0/8 219.0.0.0/8 \ 
220.0 .0.0/8 22 1.0.0.0/8 222.0.0.0/8 223 .0.0.0/8 240 .0.0.0/8\ 
241.0.0.0/8 242.0.0.0/8 243.0 .0.0/8 244.0 .0.0/8 245.0.0.0/8 \ 
246.0 .0.0/8 247.0.0 .0/8 248.0 .0.0/8 249.0.0 .0/8 25 0.0.0.0/8 \ 
25 1.0.0.0/8 252 .0.0 .0/8 253.0.0.0/8 254.0 .(}(}/8 255 .0.0 .0/8" 
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## Localhost Co nfi guration 
if 
LO IFACE="lo" 
1.0 IP="1 27.0.0.1" 
tUIl PTablcs Con ligur;}tion. 
# 
I PT ABLES="/s bin/iptables" 

# #Rese t the d~13u l t poli cies in the (ilter tab le. 
# . 

$IPTABLES -P INPUT ACCEPT 
$IPTAB LES -P FORWARD ACCEPT 
$IPTABLES -P OUTPUT ACCEPT 

ff#- Resc t the dc l3ult policies in the nat table. 
#-
$IPTABLES -t nat -P PREROUTING ACCEPT 
$IPTABLES -t n;}t -p rO STROUTING ACC EPT 
$\PT/\BL ES -t nat -P OUTPUT ACCE PT 

tum.esc[ the delilliit pu li eies in the mangle table. 
If 

$IPTABLES -t mangle -P PR t: RO UTtNCJ ACCe;PT 
$IPTABLES -t Ill ;} ngle -P OUTPl lT /\ CCEPT 

I 

##- Flush all the rules in the tilter and nat tabl es. 
If 
$IPTAB Ll ': S -I: 
$lPTABLES -tnat -F 
$IPTABLES -t Ill;}ngle -F 

##Erase all chains that' s not defau lt in filter and nat tab le . 
# 
$\ PTABLCS -x 
$tPTAB I.LS -t nat -X 
$IPTABLES -t Illangle -x 

##Other Co nli gurati onfllf . 
# 
## Iproc CO l1f~g llra ti o n 

# 
echo "I" > Iproc/sys/net/ipv4/icmp_ignorc_bogus_error_responses 
# 
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tlllSd loca l pmt ran gc 
echo "327 6R 61000'" > Ipro c/~ys/neL/ ip\ '4 / ipJ oca l_po rL_ r,lI1ge 
II 
##Reducing DoS by inducing timeouts 
echo 30 > Iproc/sys/ncL/ipv4/tcp_ rin_timcout 
echo I 800 > Iproc/sys/net/i pv4/tcp _keepal i ve _ti me 
ec ho I > Iproc/sys/nct/ i pv4/tcp _ window _ sca l i ng 
ec ho 0 > Iproc /sy~/nc t / ip v4/tcp_sack 

cc ho 12RO > Iproc/sys/ncL/ ip \'4/tcp_ lin_timco ut 
ccho 30 > Iproc/sys/nct/ i pv4/tcp _ Ill (L' _ syn_ back log 

## Set the maxi mum number of connect ions to track, (Kernel Default : 2048) 
i r r -e Iproc/sys/net/ i pv4/ip _ con ntrack_max ]; then 

ccho "4096" > Iproc/sys/net/ ipv4/ip_conntrack_mC\x 
Ii 

Iffl Local port range I() r T (, P/ t lOP C() 11Il l'l't ioIlS 
i 1' 1 -e Iproc/sys/llct/ i pv4/ i p Jllcil _purl_ r,lI1gc I: thcll 

echo -e "3 2768\t61 000" > Iproc/sys/net/ ipv4IipJoca l_poru"ange 
Ii 

## Di sable TCP Exp li cit Co ngestion No tification Support 
# i r 1 -c Iproc/sys/net/i pv4/tcp _ cc n 1; then 
1/ cc ho "0" > Iproc/sys/nCl/ i pv4/tcp _ ecn 
!-I Ii 

## Disable so urce ro uting or packets 
ir I -c Iproc/sys/net/ ipv4/con flall/accept_source_routc 'I; then 

done 
Ii 

lo r i in Iproc/sys/nct/i pv4/con f/* laccept_ sourcc _route; do 
echo "0" > $i: 

U# Enable rp_ li lLcr 
i q -e Iproc/sys/net/i pv4/co n 1I<1 11 lrp _ Ii Itcr ]; then 

lor i in Iproc/sys/net/ i pv4/con Ii'*/rp _ fi Iter; do 
echo"l" > $i; 

done 

## Kil l Times tamps 
i 1"1 -e Iproc/sys/nct/ i pv4/tcp _timestamps :I; then 

echo "0" > Iproc/sys/netli pv4/tcp _ ti mestamps 
Ii 
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## Ignore any broaLic,\SI iCl11p echo requests 
il' l -e Iproc/sys/net/ i pv4/ ic111P_ echo __ ignorc _ broadcasts 1 ~ then 

ec 110 " I" > Iproc/sys/nctlipv4lic l11 p _echo _ ignorc _ broadcasts 
Ii 

1III Ignlll"c ,til iCl11 p echo requcsts on all intcrl~\ccs 
# ii ' 1 -c Iproc/sys/net/ipv4/icmp_ec ho_ ignorc_alll: thcn 
#- echo "0" > Iproc/sys/net/ ipv4/icmp_ccho_ igll()l"e_all 
# Ii 

f.I.# Log packets with imposs ibl e addresses to kernel log. 
il' l -c Iproc/sys/ncl/ ipv4/conf/alll log_martians J; then 

echo" I" .-' Iproc/sys/ ll et/ ipv4/conl/all / log_marti<lll s 
Ii 

## Don't accept ICrvIP redirects 
## Disable on all interfaces 
# if [ -e Iproc/sys/nct/ipv4/confla ll /accepU'ed irects J; then 
II ccho "0" > Iproc/sys/net/ ipv4/co nf/alllaccept_redirects 
II Ii 

#-# Di sable onl y on the exte rnal interlace. 
il'l -e Iproc/sys/net/ i pv4/con1l$lN ET_1 P/accepU'ed irects 1 ~ then 

echo "0" > Iproc/sys/net/ ipv4/conl/$INET_IP/acecPU'cdirec ts 
Ii 

## For dynamic addresses 
# if r -c Iproc/sys/net/i pv4/i p _ d ynaclclr ]; then 
#- cc ho "I" > Iproc/sys/nct/ ipv4/i p_clynaddr 
#- Ii 

##Enab le syncook ie protect ion 
il' l -r Iproc/sys/net/ ipv4/tcp_syncoo ki es I; then 

echo "CnJbli ng tcp_syncook ies" 
echo "I" > Iproc/sys/net/ ipv4/tcp_syncooki es 

fi 

## Enab le IP forwarding 
il' l -e /proc/sys/net/ip v4/ip_ for'v\arcll: thcn 

ccho " Enab ling iplo r'vvard ing" 

else 

Ii 

echo" I" > Iproc/sys/net/i pv4/ i p J'o rward 

echo "ERROR: Iproc/sys/net/ipv4/ip_ lo rward docs 11 0t ex ist" 
ee ho "(check i t)" 
echo 
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########### 
# 
1-1- Ruks set lip . 

# 
### Fi ller table 
#. 
##Se t policies, 
# . 

$IPTA13 LES -P INPUT DROP 
$IPTABL ES -I) OUTPUT DROP 
$IPTAB LES -P FO RWARD DROP 

## Crea te userspeci fi ed chains & Create chain lo r bad tcp packels 
## Create separale chains fa r [CM P. TCP and UD!> to tra verse 
# 
$1PTABLES -N all owed 
$ IPTABLES -N icmp_packets 
$IPTABLES -N tcp_packets 
$]PTABLES -N udpincomin g_packcts 
$lPTAB LES -N bad_ (cp _packets 

########################## 
## Spec ial Ch~ in SRC' _EGRESS 
# 
## Rules to Provide Egress Filtering Based on Source IP Address . 
# 
$IP,],Al:3LES -N SIZC EGRESS 
$IPTAB LES -F SRC EGRESS 
# 
## Class A Reserved 
$IPTABLES -A SRC_EGRESS -s 10.0.0.0/8 -.i DROP 
# 
## Class B Reserved 
$IPTABLES -A SRC_ EG RESS -s 172 .1 6.0.0112 -j DROP 
# 
## Class C Reserved 
$IPTABL ES -A S RCJ~G R ESS -s 192. 168.0.0/ 16 -.i DROP 
# 
## Class 0 Re!>erve c1 
$IPTABLES -A SRC_EGRESS -s 224.0 .0.0/4 -j DROP 
# 
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Ilfl Class l:: I\cscrved 
$IPTAI3LES -1\ SRC_EGRESS -s 2"40.0.0.0/5 -j DROP 
Ii 
I'or NET in $ RESERVI~ D _NET; do 
$IPTA13LES -A SRC I ~GRESS -s $1 ET -.i DROP 
done 
fI-# ------ ----- -------- ---- ---- ---- -- --- --- --- -- ----- --- -- --- ---- --- ---- ---- tf# 

HH####fI-#################### 
## Special Chain DST_EGRESS 
## Rules to Pro vide Egress Filtering Based on Destination II) I\ddrcss. 
# 
$IPTABL ES -1'1 DST EGRESS 
$IVrABLES -I: DST - EGRESS 
# 
1-1-# Class A Reserved 
$1 PTAI3L ES -/\ !)ST-, :CJ Rl~SS -d I O.O.O.O/X -.i DROP 
# 
## Class B Rescl'ved 
$IPTABLES -A DST _EGRESS -d 172. 16.0 .0/ 12 -j DROP 
# 
## Class C Reserved 
$IPT/\[3LES -/\ DST_LCJRESS -cl I92.1 68.0.0/ 16 -j DI\()!l 
# 
ri# Class 0 Reserved 
$IPTABLES -A DST_L::GRESS -cI 224 .0 .0 .0/4 -j DROP 
# 
## Class E Reserved 
$IPTABLES -y\ DST_EGRESS -cl240.0.0.0/5 -j DROP 
# 
lo r NET in $RESERVED NET; clo 
$TPTABLES -i\ DST_CGRESS -d $NET -j DROP 
cl one 
##------------------------------------------------------------------------## 

## Crea te content in use rspee i lied chains 
# 
# #bacl_ tep _packets chai n 
# 
$IPTABLES -A bacl_tcp_packets -p tcp I --s)'n -Ill state --state EW -j U)(j \ 
-- log-prefix "New not syn:" 
$]PTABLES -A bacl_tcp~)ackets -p tcp ! --syn -Ill statc --state NEW -j DROP 
# 
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# #all owed chain 
# 
$IPTAB I.ES -(\ a ll o\Ved -p TCP --syn -j ACCl::PT 
$IPTABLES -A all owed-p TCP -111 state --s tate ESTABLISI WI).RI ~ I .A ITD -. j ACCEPT 
$lPTABLES -A allowed -p TCP -j DROP 
# 

## TCP rules 
# 
$lPTABLES -A tcp_packets -p TCP -s 010 --d port 21 -. j all owed 
$IPTA BLES -A tcpyackets -p TC P -s 0/0 --dport 22 -j a ll owed 
$IPTABLES -A tcp_packets -p TCP -s 010 --dport 80 -j a ll owed 
# 

## lJDP ports 
#-
#$IPTABLES -A udpincoming_packets -p UDP -s 010 --des tinati on-port 53 -j ACCEPT 
#$IPTABLES -A uclpincoming_paekets -p UDP -s 010 --des tination-port 123 -j ACCEPT 
$lPTABLES -(\ uclpineoming~)aeke t s -p UDP -s 0/0 --des tinati on-pon 2074 -. j ACCE PT 

## ICMP rules 
# 

## Echo Reply (pong) 
$IPT ABLES -A 'icl11p_packcts p icmp -- icmp-typc echo-reply -j ACCTPT 

## Destination Unreachab le 
$IPTABLES -A icmp_packets -p icmp -- icmp-type destinat ion-unreachab le \ 

-. j ACCT PT 

## Accept Pings## 

$IPTAB LES -/\ i C l11 p~)ac kct s -p icmp --i cl11p-type ec ho- reques t -.j ACCE PT 

## Accept Pings at the rate 0[' one per second ## 

#$IPT ABLES -A icmp_packets -p icmp -- icmp-type ec ho- reques t \ 

#- 111 limit --limit I/second -j ACCEPT 

## LOG all pin gs 11# 

#$ IPT/\131.LS -/\ icml' _rl' ljll cs t -p icmp -- icmp-type ec ho- requcst \ 

#-m lilllit -- lillli t :)/i lliIlU lc -.j LOc.; -- log- le ve l $LOG_LLV U . \ 
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iI -- log-preli:\ "P INC;:" 

## TTL Exceeded (traeeroulc) 

$lPTA13L I::S -1\ iClllp_reques t -p icmp --icmp-type time-exceeded -j ACCEPT 

$IPTABLES -A icmp_packels -p lCMP -s % --icmp-type 8 -j ACCEPT 
$IPTABLES -r\ ielllp_packels -p ICMP -s % --icmp-type II -j ACCEPT 

### 
# INPUT chain 
# 
if DROP packets· not destined lo r the internalIP address o l' lhe lirewa ll. 

$IPTABLES -A INPUT -i $L!\ N_ IFACF -d ' $LAN_ IP -. j DROP 

## Filter out Reserved/Pri va te I P addresses b~1 se cl on so urce I P. 

$lPTABLES -A INPUT -i $ INET_IfACE -j SRC_EGRt::SS 

#-# Filter out Reserved/Pri va te I P addresses based on destinat ion IP . 

$IPTAI3lJ:S -h INPUT -i $ INET II ;ACI ~ -j DST L~C;RLSS - . -

$IPTABLES -A INPUT -p lcp -j bacl_lcp_packets 

#-
# Ru les 1"01' special netvvorks not part of the Internet 
# 
$IPTA13LES -A INPUT -p ALL -i $LANJFACE -s $l/\ N_ IP_RANGE -. j ACCE PT 
$IPTABLES -A IN PUT -p ALL -i $LOJFACE -s $LO_IP -j ACCEPT 
$IPTABLES -A INPUT -p ALL -i $LO_IFACE -s $LAN_ IP -j ACCE PT 
$IPlABLES -A INPUT -p ALL -i $LO_IFACE -s $INI-:T_ IP -j ACCTPT 
$IPTABLES -/\ INPUT -p ALL -i $LANJFACE -cI $ LAN_BCAST_ADR I~SS-
.i ACCE PT 

It 
f/ Rules lor incoming packets from the internct. 
# I 

$IPTAI3LES -A INPUT -p ALL - cI $INE1'_IP - m state --state ESTAB Ll SHED,\ 

RELATED -j ACCEPT 
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$ IPTI\I3L~S -A INPU T -p TCP -i $ IN I~T_IFACI:: -.i tcp_packets 
$IPTABLES -A INPUT -p UDP -i $INET_IFACE -j llclpincoming_packets 
$IPTABLES -A 'INPUT -p ICMP -i $INET_IFACE -j iC111p_packets 

It 
if I,og packets th ~ll don 't 1ll8tch the ::lbove . 
# 

$IPTABLES -A INPUT -m limit -- limit 3/minllte --limit-burst 3 -j LOG \ 
--log- leve l DEBUG --Iog-prelix "IPT INPUT p8cket died : " 

# 
# FOR W AR lj ch8in 
# 
## DRO P any attempted NEW co nnec ti ons to the internal netvvo rk. 

$lPTABLES -A FORWARD -i $INI':::T IFACE -c1 $LAN IP RI\NGE -111 state \ 

--statc NEW -j DROP 

## DROP any outbound tranic to the internal network lhat is trying to 

## establish ~ l NLW clln ncct ion. 

$IPTABLES -1\ FO RW I\RD - 0 $LAN IFACE -c1 $LAN IP RANGE \ 

-m state --st::l te NLW -j DROP 

## DROP ec ht~ rep ly packets coming into the internal intcrl~lce. 

$IPTABLES -A FORWARD -0 $LAN_IFACE -p icmp --iclllp-type echo-req uest \ 

-j DROP 

## DROP anything not headed for the internal network. 

$IPTABLES -A FORWARD -i $INLT I F /\C I~ -d I $LI\ N IP RANGE - j DROP 
.- - - . 

## Filter out Rcsc n 'cd/Pri va tc IP addrcsses based on So urce IP . 

$IPTABLES -A FORWARD -i $lNET_TFACE -j SRC_EG RESS 

$lPTABLES -A FORWARD -0 $INET_IFACE -s I $LAN_IP _RANGE ~i \ 
SRC_EGRES~ 

94 



## Fi lter out Reservec.i /PrivJ te IP addresses based on destinati on IP . 
! 

$IPTJ\BLCS -i\ I:ORWi\RD -0 $INET_IFAC E -j DST_LGR CSS 

Ili/ I:il ler out Rese rved/Pri vate IP add resses based on Destination IP. 

$IPTABLES -AF:ORWARD -i $LAN_ll-;' ACE -j DST_ CGRCSS 

$IPTABLES -/\ I:ORWARD -0 $LAN_IFACE -.j SRC_ I:CiRESS 

# Bad TCP packets we don 't wan t 
# 

$IPTi\l3LLS -i\ "'OR W i\Rl) -p tcp -j bmUcp_packcls 

fI 
# Accept the packets we actuall y want to lo rvvard 
# 

$IPTABLES -A FORWARD -i $LAN_IFACE -j ACCE PT 
$IPTABLES -A .FORW ARD -111 state --state ESTABLISHED.RELA TED -j ACCEPT 

1/ 
IT 

f.I Log packets that don 't match the above . 
# 

$IPTJ\BLES -A FORWARD -l1l limit -- limit 3/min ute -- limit-hu rst 3 -.j LOCI \ 
-- log- leve l DEBUG -- log-prefix "IPT FORWARD packel died: " 

# 
If OUTPUT clla in 
# ' 

## DROP anything not coming from the firewall. 

$IPTi\BLES -/\ OUTPUT -0 $LAN_IFACE -s ! $LAN_IP -.j DROP 

## OU TP UT on ·the ex l<.; rnal interface 

11# Fi lter out Rese rved/Pri va te IP addresses based on so urce IP. 

$IPTABLES -A OUTPUT -0 $CXTERNi\ L -j SRC_L·: C;r\[~ SS 
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U# Fi lle r out Rescr\'cd/Pri\ 'atl' IP add resses based on destination IP , 

$IPTABLES -A OUTP UT - 0 $EXTERNA L -j DST_EG RLSS 

# Bad TCP packets \\'(~ don't want. 
U 

$1 PTAI3Ll::S -A OliTP UT -p tcp -j bad_tcp_packcts 

if 
# Special OUTPUT rul es to dec ide whi ch IP's to all ow, 
# 

$IPTABLES -A OUTPUT -p ALL -s $LO _ IP -j ACC I-: PT 
$IPTABL ES -A OUTPUT -p ALL -s $LAN _") -,i AC(, ITT 
$IPTABLES -A OUTPUT -p /\1.1 , -s $INI:T_IP -,i /\('('1 ':1>"1' 

# 
# Log packets that don 't match the above, 
# 

$IPTABLES -k OUTPUT -m limit -- limit 3/minute -- limit-burst 3 -,i LOG \ 
--log- leve l DLl3l l(J -- Iog-prcli x "IPT OUTP UT packet di ed: " 

###### 
#NAT table 
# 
# Set po li cies & 
if Crea te user spec i li ed chains & Create content in user spce ilied chains 
# 
# PREROUTINCj chain 
#POSTROUTING chain 
1-1- Enabl e simple IP Forwarding and Net\\ ork Add ress Translation 
# 
$IPTABLES -t nat -A POSTROUTING -0 $lNET _IFACE -j SNAT --to­
source $INET IP 

## END 
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Glossary 

access control- The preven ti on of unauthori zed use of a resource includi ng the 
prevention of usc or a rcsource in an unauthorized manner 
bastion host - A heavi ly secured host. 
dcnial of service - The unauthorized prevention of authori zed access to reso urces or the 
delay ing of timc-critical operations 
DNS spoofing - Assuming the DNS name of another system by either corrupting the 
name service cache or a victim system, or by compromi sing a domain name server for a 
va lid domain, 
host - Any computer that is co nnected to a network, 
[CMP - Internet Control Message Protocol (RFC 792) 
Insidcr Attacl{ - An allack originat ing from inside a protected network, 
IP - Internet Protocol (RFC 79 1) 
IP body - contains the actual data in an IP packet 
IP packet - an [P packet is made up of an IP header and an IP body 
IP header - an IP hcader contains meta-data about the IP body (diagram rrom RFC 79 1) 

I 

o 'I 234 5 6 7 8 9 '10 '1'1'12 "13 '14 '15 '16"17 '18 '1 9 20 2'1 222 :l 24 2~ 2 (') 2 7 28 2~0303 '1 

IP Hdl Lengtr! TOS IDS,ECN Total L8llgtl-1 
Versioll 

lei ell ti fi c ati 011 - OF IvlF F ra~Wll e nt Offse t 

Heacler Cl18c !<sum Time To Liv'e Protocol Number 

32 bit Source Addr-ess 

32 bit Destination Address 

Options (0 to '10 WOI'ds of 32 Bits) 

IP Payload 
(includi ng header of highel' pl"Otocol) 

IP Spoofin g - An ,1 [[ , ICI\ whereby a system attempts to illi citl y impersonate another 
system by usi ng its I P Ilet \\ 01'1\ address, 
IPC - Interprocess commun ication 
Logging - The process of storing information about events that occurred on the firewa ll 
or network, 
Nctwork Add,·css Translation (NAT) - A process that modifies either the source IP 
address or dest ination IP address of an IP packet. 
packet - A unit of data exchange between hosts, 
RPC - Remote Procedure Call. 
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SUVCI" - a host that \'v ill pW\ 'ide a network se rvice to other hosts (i.e. accept new 
connections) 
TCP - Transm iss ion Con trol Protocol (RFC 793) 
TCP handshakc - a three step process that every (successful) TCP connection must 
follow 

cli ent server 
CU)SED LISTEN 

SYN SENT .3Yl·)( c) t 

SYH R(!~ID 

FIoCIZ (S~{l·.J ( G)) 
ESTAB 

TCP header - a TC P header contains meta-data about the TCP body (d iagram from RFC 
793) 

o 'I 234 567 8 Sl '10 1112 1 314 1516'17 '1 81~~202'1 222324 252627 282930 3'1 

Data 
Offse t 

Source POI-t 

CI18cksum 

Sequence r\l umber 

Aci-<nowleclgement 1\1 umber 

;L I ~ Z Z 
OJ U) rf! >-
<[ Q. a:: Ul LL 

Desti nati on Port 

Winclow 

Urgent Poi nter 

Options (0 to 10 Words of 32 Bits) 

TCP Pavloacl 

TCP/I P - evcn though cO l11l11 onl y spoken as if it's a single protoco l. TCP/IP is actuall y a 
Te l> tunnel uver thL' II I laye r 
Virtual Priva te Network - A network that appears to be a single protected network 
behind lirewa ll s. wh ich ac tuall y encompasses encrypted virtual links over untrusted 
networks. 
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