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Abstract

Two-dimensional semi-Dirac materials have quadratic dispersion relation
along one direction and linear dispersion relation, similar to low energy
graphene dispersion, along the other orthogonal direction. We study the
topological phase transition in such two dimensional systems. The semi-
Dirac Hamiltonian has two gapless Dirac nodes in the presence of time-
reversal symmetry and mirror symmetry. We show that by impinging light
on the surface of a semi-Dirac material, gap opens because of time-reversal
symmetry breaking and turning the system into a Chern insulator. Firstly,
we show that the intensity of circularly polarized light can be used as a
knob to induce topological states with non-zero Chern number in gapless
semi-Dirac system. Secondly, for a gapped semi-Dirac system, by fixing
the intensity and a frequency of the incident light, we induce topological
transition as a function of polarization of the incident light.
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Chapter 1

Introduction

In condensed matter physics, we are interested in understanding how order
emerges when a large number of simple constituents, such as ions, magnetic
moments or electrons interact with each other. For example, in crystalline
solids and magnets, the order is described through the symmetry breaking:
in crystal, ions are arranged periodically, thereby breaking continuous trans-
lational symmetry; in typical magnets, the rotational symmetry of spins is
broken.

In the 1980s, an important discovery was made by physicists that electrons
confined in two dimensions and subjected to a strong magnetic field manifest
the quantum version of the classical Hall e↵ect, and these are known as the
integer quantum Hall systems. In the integer quantum Hall e↵ect, lattice
background and electron-electron interactions do not play any significant
role; however, there exist systems where electron-electron interactions play
an important role called fractional quantum Hall systems. These systems
exhibit a novel type of order called topological order. The consequences
of this topological order are dissipation-less transport, emergent particles
having fractional charge and statistics, and quantized Hall conductivity.

The Landau-Ginzburg theory explained successfully the phase transitions
on the basis of symmetry breaking, like transition from liquid to solid due to
breaking of continuous translational symmetry. However, in the recent past,
new phase has been discovered which cannot be distinguished on the basis
of symmetry-breaking theory. So, the symmetry-breaking concept is not
enough to characterize di↵erent phases, and we need to define a topological
invariant to distinguish them. For example, in a topological insulator which
has a conducting boundary, the metallic boundaries stem from invariants
of topology, which remain unchanged until a material remains insulating.
In a topological insulator, we associate a topological invariant with the
electron’s wave function that can not change as long as the material remains
insulating [1].

The main objective of my thesis is to study how Chern insulating states
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arise in semi-Dirac materials. The Integer quantum Hall e↵ect is the first
example of a Chern insulator. It was first experimentally observed by K.
von Klitzing, G. Dorda, and M. Pepper that the Hall conductivity

�xy =
e2

2⇡h̄
n,

took precise integer values. Although we are familiar with quantization
of di↵erent observables for microscopic systems, but this was something
novel and also astonishing; it is the quantization of an emergent macroscopic
property in a dirty sample having large number of particles and its explanation
required a new perspective. It turn out that this something new is that
topology can play a an important role quantum many body systems [2]. In
fact, the Hall conductivity �xy is quantized because of topological invariance
of the Chern number. The Chern number is defined in terms of the Berry
curvature calculated for Bloch states, and it defines invariant of topology in
2D.

In this chapter, I discuss the topics that build foundation for Chern
insulators. Fist of all, I explore the concepts related to gauge transformations.
In the Schrödinger equation, we can remove electromagnetic gauge fields by
introducing a particular phase factor with the state function. However, if
we change a parameter in a Hamiltonian adiabatically, another phase factor
arises called Berry phase or geometric phase. This phase is arbitrary on an
open path in the parametric space, but well-defined in a closed path and can
not be removed by any gauge transformation. As an example, I calculate the
Berry phase of two level system, which underpins the basic understanding
of the Berry phase.

Secondly, I introduce the topological band theory. In the topological
band theory, we consider non-zero Berry phase, as a result the Berry phase
of electrons in two dimensional Bloch states is equal to 2⇡ times an integer
called the Chern number of a band.

Lastly, I discuss Time-Reversal Symmetry (TRS), and how the time-
reversal symmetry restricts the Berry phase. For a two dimensional lattice,
the Berry phase is an odd function in crystal momentum space if a system
has TRS. As a result, the Chern number is always zero for this case. So, to
get a non-zero Chern number, we need to break TRS of a Hamiltonian.

1.1 Gauge Transformations

In classical electrodynamics, the potentials (V,A) are not directly measurable,
and the physical quantities are the electric and magnetic fields. These fields
satisfy Maxwell’s equations. We can define new potentials in such a way
that the fields do not change: it is called the “Gauge Freedom”.

In quantummechanics, the potentials play a more significant role; because
they enter the Hamiltonians of charged particles. Although the theory is still
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gauge invariant, the potentials a↵ect the dynamics of charged particles in a
region where fields are zero, but potentials are non-zero.

1.1.1 Gauge Freedom in Classical Electromagnetism

The electric charge density ⇢(x, t) and electric current density J(x, t) are
sources of electromagnetic fields E(x, t) and B(x, t), and these fields satisfy
following Maxwell’s equations [3],

r ·E(x, t) =
⇢(x, t)

✏0
, r ·B(x, t) = 0, (1.1)

r⇥E(x, t) = �@B(x, t)

@t
, r⇥B(x, t), = µ0J(x, t) + µ0✏0

@E(x, t)

@t
. (1.2)

The magnetic field B(x, t) is divergenceless because there is no magnetic
monopole. Therefore, we can write the magnetic field in terms of curl of the
electromagnetic vector potential Aem(x, t),

B(x, t) = r⇥Aem(x, t), (1.3)

putting equation (1.3) in the first equation of equation (1.2),

r⇥E(x, t) = � @

@t
(r⇥Aem(x, t)),

r⇥
✓
E(x, t) +

@Aem(x, t)

@t

◆
= 0,

the quantity in the parenthesis of the above equation can be expressed as
the gradient of a scaler function; because gradient of a function is always
curl-less.

E(x, t) +
@Aem(x, t)

@t
⌘ �rV (x, t),

) E(x, t) = �rV (x, t)� @Aem(x, t)

@t
, (1.4)

where V (x, t) is a scalar potential. We have a freedom to define new
potentials (V 0(x, t),A0

em(x, t)) in terms of (V (x, t),Aem(x, t)) in such a
way such that E(x, t) and B(x, t) remain invariant. This freedom is called
“Gauge Freedom,”

A0
em(x, t) = Aem(x, t) +r⌘(x, t), V 0(x, t) = V (x, t)� @⌘(x, t)

@t
,

where ⌘(x, t) is an arbitrary scalar function. Putting in equation (1.3) and
(1.4)

B0(x, t) = r⇥A0
em(x, t),

= r⇥ (Aem(x, t) +r⌘(x, t)),
= r⇥Aem(x, t),
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which shows
B0(x, t) = B(x, t),

and

E0(x, t) = �rV 0(x, t)� @A0
em(x, t)

@t
,

= �r
✓
V (x, t)� @⌘(x, t)

@t

◆
� @

@t
(Aem(x, t) +r⌘(x, t)),

= �rV (x, t)� @Aem(x, t)

@t
� @

@t
(r⌘(x, t)�r⌘(x, t)),

= E(x, t).

Hence
E0(x, t) = E(x, t).

This shows that both E(x, t) and B(x, t) remain invariant by choosing this
specific gauge transformation. It is worthwhile to mention that integral of
the electromagnetic vector potential Aem on a closed path in real space is
gauge invariant [4]. In the following section, we discuss how electromagnetic
gauge transformations work in quantum mechanics.

1.1.2 Electromagnetic Gauge Freedom in QuantumMechanics

The Hamiltonian of a spin-less charged particle, having charge q and mass
m, in the presence of the potentials, Aem and V, is written as follows

Ĥ(x, t) =
1

2m
(p̂� qAem(x, t))2 + qV (x, t). (1.5)

The evolution of the state | si of the system in the Schrödinger picture is
given as,

ih̄
@ | s(x, t)i

@t
= Ĥ(x, t) | s(x, t)i ,

=


1

2m
(p̂� qAem(x, t))2 + qV (x, t)

�
| s(x, t)i ,

(1.6)

by using the electromagnetic gauge freedom

A0
em(x, t) = Aem(x, t) +r⌘(x, t), V 0(x, t) = V (x, t)� @⌘(x, t)

@t
,

where ⌘(x, t) is an arbitrary scalar function. The Hamiltonian becomes

Ĥ 0(x, t) =
1

2m

�
p̂� qA0

em(x, t)
�2

+ qV 0(x, t).
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Ĥ 0(x, t) satisfies the evolution equation (1.6), but with a new transformed
state �� 0

s(x, t)
↵
= eiq⌘(x,t)/h̄ | s(x, t)i . (1.7)

Proof:
From appendix A

�
p̂� qA0

em(x, t)
�2 �� 0

s(x, t)
↵
= eiq⌘(x,t)/h̄


(�ih̄r� qAem(x, t))2

⇥ | s(x, t)i
�
, (1.8)

operation of the transformed Hamiltonian on the proposed state in equation
(1.7) gives

Ĥ 0(x, t)
�� 0

s(x, t)
↵
=


1

2m

�
p̂� qA0

em(x, t)
�2

+ qV (x, t)

� q
@⌘(x, t)

@t

� �� 0
s(x, t)

↵
,

= eiq⌘(x,t)/h̄

(�ih̄r� qAem(x, t))2 + qV (x, t)

� q
@⌘(x, t)

@t

�
| s(x, t)i ,

= eiq⌘(x,t)/h̄

ih̄
@

@t
� q

@⌘(x, t)

@t

�
| s(x, t)i ,

= ih̄
@

@t

⇣
eiq⌘(x,t)/h̄ | s(x, t)i

⌘
,

= ih̄
@ | 0

s(x, t)i
@t

,

(1.9)

) Ĥ 0(x, t)
�� 0

s(x, t)
↵
= ih̄

@ | 0
s(x, t)i
@t

. (1.10)

This shows that we can remove the e↵ect of the gauge field by introducing
a phase factor with the wave function. So, the state function itself changes,
but probability density does not change. Similarly, we can remove the
vector potential in Hamiltonian (1.5) by introducing another phase called
“Aharanov-Bohm Phase”, which depends on the line integral of the vector
potential in real space. The Aharanov-Bohm phase is one of the examples
of the Berry phase or geometric phase, and it is well-defined in a closed
path [4]. In the next subsection, we formally introduce the Berry phase.
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1.2 Berry Phase

A general time independent Hamiltonian satisfies the following eigenvalue
equation

Ĥ |�mi = Em |�mi ,

and at any later time the system remains in mth eigenstate. Evolution of
the eigenstate is simply picking up a phase factor,

|�m(t)i = |�m(0)i e�iEmt.

However, if the Hamiltonian is time dependent, both eigenstates and eigenvalues
will be time dependent,

Ĥ(t) |�m(t)i = Em(t) |�m(t)i . (1.11)

A general state, which is a linear superposition of all eigenstates [4], is a
solution of the time dependent Schrödinger equation,

ih̄
@

@t
| s(t)i = Ĥ(t) | s(t)i . (1.12)

The general state can be described as

| s(t)i =
X

m

am(t)ei�m(t) |�m(t)i , (1.13)

where coe�cients am(t) are related to probability amplitude of finding the
system in eigenstate |�m(t)i at time t and

�m(t) ⌘ �1

h̄

Z
t

0
Em(t0)dt0,

is a generalized phase factor in the case when Em is time-dependent.
Substituting equation (1.13) in (1.12), we obtain

ih̄
@

@t

"
X

m

am(t)ei�m(t) |�m(t)i
#
= Ĥ(t)

"
X

m

am(t)ei�m(t) |�m(t)i
#
, (1.14)

ih̄
X

m


ȧm(t) |�m(t)i+ am(t)

����̇m(t)
E
+ i�̇m(t)am(t) |�m(t)i

�
ei�m(t)

=
X

m

am(t)ei�m(t)Ĥ(t) |�m(t)i ,
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ih̄
X

m

ȧm(t) |�m(t)i ei�m(t) +
X

m

am(t)
����̇m(t)

E

=
((((((((((((((X

m

am(t)ei�m(t)Ĥ(t) |�m(t)i

�
(((((((((((((((X

m

am(t)Em(t) |�m(t)i ei�m(t),

X

m

ȧm(t)ei�m(t) |�m(t)i = �
X

m

am(t)ei�m(t)
����̇m(t)

E
, (1.15)

multiplying both sides of equation (1.15) with
P

m0
h�m0(t)|,

X

m0

X

m

ȧm(t)ei�m(t) h�m0(t)|�m(t)i = �
X

m0

X

m

am(t)ei�m(t)
D
�m0(t)

����̇m(t)
E
,

X

m0

X

m

ȧm(t)ei�m(t)�m,m0 = �
X

m0

X

m

am(t)ei�m(t)
D
�m0(t)

����̇m(t)
E
,

ȧm0(t)ei�m0 (t) = �
X

m

am(t)ei�m(t)
D
�m0(t)

����̇m(t)
E
,

ȧm0(t) = �
X

m

am(t)ei[�m(t)��m0 (t)]

⇥
D
�m0(t)

����̇m(t)
E
. (1.16)

Di↵erentiating equation (1.11) w.r.t time,

@

@t

⇣
Ĥ |�m(t)i

⌘
=

@

@t
(Em(t) |�m(t)i),

˙̂H |�m(t)i+ Ĥ
����̇m(t)

E
= Ėm(t) |�m(t)i+ Em(t)

����̇m(t)
E
.

Multiplying the above equation with h�m0(t)| on both sides

h�m0(t)| ˙̂H |�m(t)i+ h�m0(t)| Ĥ
����̇m(t)

E
= Ėm(t) h�m0(t)|�m(t)i

+ Em(t)
D
�m0(t)

����̇m(t)
E

h�m0(t)| ˙̂H |�m(t)i+ Em0(t)
D
�m0(t)

����̇m(t)
E
= Ėm(t)�m,m0

+ Em(t)
D
�m0(t)

����̇m(t)
E
.

If m 6= m0, the above equation implies

h�m0(t)| ˙̂H |�m(t)i = [Em(t)� Em0(t)]
D
�m0(t)

����̇m(t)
E
, (1.17)

putting equation (1.17) in equation (1.16),

ȧm0(t) = �am0

D
�m0(t)

����̇m0(t)
E
�
X

m

am(t)ei[�m(t)��m0 (t)] h�m0(t)| ˙̂H|�m(t)i
Em � Em0

,
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the second term of the above equation contains a term, h�n(t)| ˙̂H|�m(t)i,
which depends on the rate of change of the Hamiltonian. When the Hamiltonian
is slowly changing with time, we can ignore this term. This approximation
is called “adiabatic approximation”,

) ȧm0(t) ⇡ �am0(t)
D
�m0(t)

����̇m0(t)
E
. (1.18)

Equation (1.18) is a 1st order linear di↵erential equation, and its solution
is,

am0(t) = am0(0) exp

⇢
i2
Z

t

0

D
�m0(t0)

����̇m0(t0)
E
dt0
�
,

= am0(0) exp{i�m0(t)}, (1.19)

where

�m0(t) ⌘ i

Z
t

0

D
�m0(t0)

����̇m0(t0)
E
dt0,

= i

Z
t

0

⌧
�m0(t0)

����
@

@t0
�m0(t0)

�
dt0,

(1.20)

finally, putting the value of am0(t) from equation (1.19) to equation (1.13),

| (t)i =
X

m

ei�m(t)ei�m(t) |�m(t)i . (1.21)

Thus, in the case of adiabatic evolution, the system remains in the mth
eigenstate by picking an extra phase factor. This new phase is called the
Berry phase or geometric phase. Let |�mi be time-dependent because some
parameters ⇤(t) are changing in the Hamiltonian, these parameters have
explicit time dependence

Ĥ = Ĥ(⇤1(t),⇤2(t),⇤3(t),⇤4(t),⇤5(t)........,⇤N (t)),

then the state will depend on these parameters

|�mi = |�m(⇤1(t),⇤2(t),⇤3(t),⇤4(t),⇤5(t)........,⇤N (t))i ,

taking partial derivative w.r.t time,

@�m
@t

=
@�m
@⇤1

@⇤1

@t
+
@�m
@⇤2

@⇤2

@t
+
@�m
@⇤3

@⇤3

@t
+
@�m
@⇤4

@⇤4

@t
+ ........+

@�m
@⇤N

@⇤N

@t
,

it can be written in the form

@�m
@t

= r⇤�m · d⇤
dt

,
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where

r⇤ ⌘ ŝ1
@

@⇤1
+ ŝ2

@

@⇤2
+ ŝ3

@

@⇤3
+ ŝ4

@

@⇤4
+ ......+ ŝN

@

@⇤N

,

is a generalized gradient operator and ŝ1, ŝ2, ŝ3, ŝ4....., ŝN are unit vectors
along⇤ 1(t),⇤2(t),⇤3(t),⇤4(t), ......,⇤N (t), respectively. Equation (1.20) becomes

�m(t) = i

Z ⇤f

⇤i

h�m|r⇤�mi · d⇤.

If the Hamiltonian returns to its original form after time T, then geometric
phase implies

�m(T ) = i

I
h�m|r⇤�mi · d⇤ =

I
A · d⇤,

where A = i h�m|r⇤�mi is called Berry connection.
For instance, if a Hamiltonian depends on k and is periodic with respect to
k

Ĥ = Ĥ(k(t)),

its Berry phase is

�m(T ) = i

I
h�m(k)|rk�m(k)i · dk. (1.22)

1.2.1 Properties of Berry Phase

• If the parametric space is one dimensional and the Hamiltonian is
periodic in time having time-period T then the Berry phase vanishes.

• Along a closed path in parametric space (which is atleast 2-dimensional),
the Berry phase is gauge invariant.

Proof:
The Berry phase for an open path is

�m(t) = i

Z ⇤f

⇤i

h�m(⇤)|r⇤�m(⇤)i · d⇤,

=

Z ⇤f

⇤i

A · d⇤,

(1.23)

where A(⇤) is the Berry connection. If we redefine new instantaneous state
as

|�m(⇤)i !
���0m(⇤)

↵
= e�i⇠(⇤) |�m(⇤)i ,

11



where ⇠(⇤) is an arbitrary function. The new Berry connection is

A0(⇤) = i
⌦
�0m(⇤)

��r⇤�
0
m(⇤)

↵
,

= i
D
�m(⇤)e�i⇠(⇤)

���r⇤e
�i⇠(⇤)�m(⇤)

E
,

= i
D
�m(⇤)e�i⇠(⇤)

���
⇣
�ir⇤⇠(⇤)e�i⇠(⇤) + e�i⇠(⇤)r⇤

⌘
�m(⇤)

E
,

= e�i⇠(⇤)ei⇠(⇤)r⇤⇠(⇤) h�m(⇤)|�m(⇤)i
+ e�i⇠(⇤)ei⇠(⇤)i h�m(⇤)|r⇤�m(⇤)i ,

first term of above equation is h�m(⇤)|�m(⇤)i = ; because eigenvectors
are normalized,

A0(⇤) = A(⇤) +r⇤⇠(⇤), (1.24)

equation (1.24) shows that the Berry connection is gauge dependent and
transforms like electromagnetic vector potential, as defined in subsection
(1.1.1). The Berry phase transforms as follows:

�0m(t) =

Z ⇤f

⇤i

A0(⇤) · d⇤,

=

Z ⇤f

⇤i

(A(⇤) +r⇤⇠(⇤)) · d⇤,

= �m(t) +

Z ⇤f

⇤i

r⇤⇠(⇤)) · d⇤,

) �0m(t) = �m(t) + ⇠(⇤f )� ⇠(⇤i). (1.25)

Equation (1.25) shows that although the geometrical phase is arbitrary in
any open path in parametric space, it is completely well-defined on a closed
path. On a closed path ⇠(⇤f ) = ⇠(⇤i), as a result,

�0m(t) = �m(t),

on any closed path. As an example, I calculate the Berry phase of two level
system in the next subsection.

1.2.2 Two-Level Hamiltonian:

In quantummechanics, a two-level system is a system having two independent
states, and a two dimensional Hilbert space describes this system. Examples
of the two-level system are a spin half particle in a magnetic field, qubit
algebra for quantum computing, and neutrino oscillations, etc. Furthermore,
in condensed matter systems, graphene Hamiltonian, semi-Dirac Hamiltonian,
and the Su-Schrie↵er-Heeger (SSH) model, etc., are examples of two-level
systems.
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For a general two-level system, the Hamiltonian can be written in terms
of Pauli matrices � as

Ĥ(k) = d(k) · � + E(k) . (1.26)

We can neglect the second term in the Hamiltonian; because it does not
a↵ect eigenvectors

Ĥ(k) = dx�x + dy�y + dz�z,

=

✓
dz dx � idy

dx + idy �dz

◆
.

(1.27)

Energy Spectrum:

Ĥ2 = (di�i)(dj�j),

= (didj)(�i�j),

= (didj)(�i,j + i✏ijk�k),

= d · d,

) E(k) = ±
p
d · d = ±|d(k)|. (1.28)

Eigenvectors:
For eigenvectors, it is convenient to transform the Hamiltonian into spherical
polar co-ordinates

dx(k) = |d(k)| sin ✓ cos�, dy(k) = |d(k)| sin ✓ sin�,
dz(k) = |d(k)| cos ✓,

putting these in equation (1.26)

Ĥ(k) = |d(k)|
✓

cos ✓ sin ✓e�i�

sin ✓ei� � cos ✓

◆
. (1.29)

For eigenvectors

Ĥ(k) |�i = E |�i , |�i =
✓
a
b

◆
,

substituting

|d(k)|
✓

cos ✓ sin ✓e�i�

sin ✓ei� � cos ✓

◆✓
a
b

◆
= ±|d(k)|

✓
a
b

◆
,

it implies

(cos ✓)a+ sin ✓e�i�b = ±a,

sin ✓ei�a� (cos ✓)b = ±b,

13



solving the above equations for positive and negative energy bands, E =
±|d(k)|, we get

|�+i =

0

B@
cos

✓

2
e�i�

sin
✓

2

1

CA, |��i =

0

B@
cos

✓

2
ei�

sin
✓

2

1

CA.

Berry Phase Calculation:
If we change the parameter k in the Hamiltonian adiabatically without band
gap closing, we can calculate the the Berry phase. By using the definition
of the Berry phase from equation (1.22)

�+ = i

I
h�+|r�+i · dk,

we convert line integral on a closed path into a surface integral by using
Stokes’ theorem

�+ =

Z
(r⇥A) · d2k,

where

A = i h�+|r�+i . (1.30)

Using gradient operator in spherical polar co-ordinates

r�+ =
@�+

@d
r̂ +

1

d

@�+

@✓
✓̂ +

1

d sin ✓

@�+

@�
�̂,

putting the value of �+ in the above equation and taking partial derivative
w.r.t ✓ and �,

r�+ =
1

2d

0

B@
� sin

✓

2
e�i�

cos
✓

2

1

CA✓̂ � i

d sin ✓

 
cos

✓

2
e�i�

0

!
�̂,

putting this result in equation (1.29) and taking inner product

A =
i

2d

✓
cos

✓

2
ei� sin

✓

2

◆
0

B@
� sin

✓

2
e�i�

cos
✓

2

1

CA✓̂

� i2

d sin ✓

✓
cos

✓

2
ei� sin

✓

2

◆ 
cos

✓

2
e�i�

0

!
�̂,

=
1

d sin ✓
cos2

✓
✓

2

◆
�̂,

(1.31)
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for the Berry curvature we need to calculate curl of A,

r⇥A =
1

d sin ✓

@

@✓

✓
sin ✓

cos2(✓/2)

d sin ✓

◆
r̂,

= � 1

2d2
r̂.

Finally, the Berry phase becomes

�+ =

Z
� 1

2d2
r̂ · r̂d2d⌦ = �1

2

Z
d⌦ =

�1

2
⌦,

where ⌦ is solid angle swept by d̂(k)

) �+ =
�1

2
⌦,

=
�1

2

⇣
Solid angle traced by d̂(k)

⌘
.

(1.32)

Similarly, for the negative energy band, the Berry phase is 1/2⌦.

Figure 1.1: The Berry phase is one half times the solid angle traced by d̂(k).

In the subsequent section, I discuss topological band theory, which builds
the foundation for studying solids with non-trivial topological properties.
In this theory, the electronic wave function has non-zero Berry phase; it
addresses the question of how the non-zero Berry phase a↵ects the dynamics
of electrons on a lattice.

1.3 Topological Band Theory

In a crystalline solid, an electron feels a periodic potential due to ions. If
we ignore interactions among electrons, Hamiltonian of single electron can
be written as

Ĥ(x) =
p̂2

2m
+ V (x), (1.33)

where potential due to ions V (x) has discrete translational symmetry of
Bravais lattice with lattice vector R

V (R+ x) = V (x),
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and due to this

Ĥ(x+R) = Ĥ(x).

We exploit the discrete translational symmetry of lattice to calculate eigenstates
|�j(x,k)i of Hamiltonian (1.33). To do this, we define a discrete translational
T̂R operator

T̂R |�j(x,k)i ⌘ |�j(x+R,k)i ,

and |�j(x,k)i satisfies the energy eigenvalue equation

Ĥ(x) |�j(x,k)i = Ĥ(x) |�j(x,k)i ,

operating T̂R on both sides of the above equation and by using T̂RĤ(x) =
Ĥ(x+R)T̂R

T̂RĤ(x) |�j(x,k)i = Ĥ(x+R)T̂R |�j(x,k)i ,
T̂RĤ(x) |�j(x,k)i = Ĥ(x)T̂R |�j(x,k)i ,

where we have used Ĥ(x+R) = Ĥ(x) in the above equation

)
⇣
T̂RĤ(x)� Ĥ(x)T̂R

⌘
|�j(x,k)i = 0,

it implies h
T̂R, Ĥ(x)

i
= 0,

so, it means that both T̂R and Ĥ(x) share common eigenstates

Ĥ(x) |�j(x,k)i = Ej(k) |�j(x,k)i ,
T̂R |�j(x,k)i = �R |�j(x,k)i .

The translational operator has to satisfy following properties:

• Because each lattice site is identical and has discrete translational
symmetry equal to Bravais lattice vectorR, so operation of translational
operator should not change probability density

||�j(x,k)i|2 = ||�j(x+R,k)i|2. (1.34)

From the eigenvalue equation

���T̂R |�j(x,k)i
���
2
= |�R |�j(x,k)i|2,

||�j(x+R,k)i|2 = |�R|2||�j(x,k)i|2,
(1.35)

comparing equation (1.35) with (1.34)

) |�R|2 = . (1.36)
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• Two or more successive translations should be equal to sum of all
individual translations

T̂RT̂R = T̂R+R.

Let us operate twice

T̂RT̂R |�j(x,k)i = �R�R |�j(x,k)i ,
T̂R+R |�j(x,k)i = �R+R |�j(x,k)i ,

(1.37)

above equations imply
�R�R = �R+R, (1.38)

to satisfy equation (1.36) and (1.38), �R should be equal to eik·R

T̂R |�j(x,k)i = eik·R |�j(x,k)i . (1.39)

Let
|�j(x,k)i = eik·x |�j(x,k)i ,

this eigenfunction should satisfy the property defined in equation (1.39)

T̂R |�j(x,k)i = eik·(x+R) |�j(x+R,k)i ,
= eik·xeik·R |�j(x+R,k)i ,

(1.40)

if |�j(x,k)i is periodic in real space

|�j(x+R,k)i = |�j(x,k)i ,
) T̂R |�j(x,k)i = eik·R |�j(x,k)i ,

then the proposed eigenfunction satisfies equation (1.39). These eigenstates
are called “Bloch states”, where subscript j is the band index. The energy
eigenvalue equation states

Ĥ |�j(x,k)i = Ej |�j(x,k)i ,
Ĥeik·x |�j(x,k)i = Eje

ik·x |�j(x,k)i ,
e�ik·xĤeik·x |�j(x,k)i = Ej |�j(x,k)i ,

Ĥ(k) |�j(x,k)i = Ej(k) |�j(x,k)i , (1.41)

where

Ĥ(k) ⌘ e�ik·xĤeik·x

= e�ik·x
✓
p̂2

2m
+ V (x)

◆
eik·x,

Ĥ(k) =
1

2m
(p+ h̄k)2 + V (x).
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Ĥ(k) is called Bloch Hamiltonian. Substituting the value of Ĥ(k) in equation
(1.41)


1

2m
(p+ h̄k)2 + V (x)

�
|�j(x,k)i = Ej(k) |�j(x,k)i . (1.42)

Equation (1.42) is called Bloch’s equation andEj(k) defines the band structure
of the solid. If we displace k by reciprocal lattice vector k + G in Bloch’s
Hamiltonian, the Hamiltonian does not change; because all unique k lie in
the first Brillioun zone

Ĥ(k+G) = e�i(k+G)·xĤei(k+G)·x,

=
1

2m
(p+ h̄k+ h̄G)2 + V (x),

) Ĥ(k+G) = Ĥ(k).

(1.43)

It means, domain of crystal momentum is a d-dimensional torus. If we
adiabatically change the crystal momentum in the Bloch Hamiltonian with
out closing the band gap, we get non-zero Berry phase as discussed in section
1.2

Aj(k) = i h�j(x,k)|rk |�j(x,k)i , (1.44)

Bloch’s equation (1.42) is invariant under local phase shift in crystal momentum
space

|�j(x,k)i ! ei�(k) |�j(x,k)i .

Putting the new transformed eigenstate in equation (1.44),

A0
j(k) = Aj(k) +r�(k).

We see that Berry connection transforms like electromagnetic vector potential.
Although Aj(k) is gauge dependent, since, Bloch’s Hamiltonian is periodic
in crystal momentum space Ĥ(k + G) = Ĥ(k), so Berry phase is not
arbitrary

�j =

I
Aj · dk =

Z

S

Fj · dS, (1.45)

where Fj(k) = rk ⇥Aj(k) is called Berry curvature.
For any two dimensional Brillouin zone which has torus topology, the value
of the integral

1

2⇡

Z

S

Fj(k) · dS = Cj , Cj 2 , (1.46)

is an integer, and it is a topological invariant called the Chern number of
the jth band. The Chern number of a band of an insulator is a topological
invariant in a sense that we can continuously change the Hamiltonian of the
electrons on the lattice while keeping energy gaps separating the jth band
from the other bands open. In such a case, the Berry curvature continuously
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deforms, but its integral over the BZ, which is the Chern number, cannot
change. When we deform the electronic Hamiltonian on crystal lattice
in such a way that some energy gaps separating the jth band from the
other nearest bands are closed and reopened again, this deformation is not
adiabatic, and the Chern number might change.

In the next section, we derive a general result of the Berry curvature
for a two-level system. For a two-level system, we can calculate the Berry
curvature without calculating the eigenstates.

1.4 Berry Curvature of Two-Level System in 2D
k-Space

Hamiltonian of a two-level system is

Ĥ = d(k) · �,

where
d(k) = (dx(k), dy(k), dz(k)), k = (kx, kx).

It has two energy bands: one having positive energy and other with negative
energy, as solved in subsection (1.2.2). If we adiabatically change k, we can
define a Berry connection and a Berry curvature,

A±(k) = i h�±|@k�±i .

Where ± represents positive and negative energy bands respectively.

A±
j
(k) = i

⌦
�±
��@kj�±

↵
,

= i
@d↵
@kj

h�±|@d↵�±i ,

=
@d↵
@kj

A±
↵ (d),

where @d↵ is a component of the gradient operator and A±
↵ (d) is the Berry

connection in d space. The Berry curvature in k-space has only non-zero
z-components,

Fz(k) =
@A±

y

@kx
� @A±

x

@ky
,

=
@

@kx

✓
@d↵
@ky

A±
↵ (d)

◆
� @

@ky

✓
@d�
@kx

A±
�
(d)

◆
,

=
@d↵
@kx

@d�
@ky

 
@A±

↵

@d�
�
@A±

�

@d↵

!
,
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the expressions in the parenthesis are equal to the Berry curvature in d-space

Fz(k) =
@d↵
@kx

@d�
@ky

F�(d)✏↵�� ,

where

F�(d) = ⌥ d�

2|d|3
,

is a component of the Berry curvature for two level system in d-space. The
above expression can be written in the following form

Fz(k) = ⌥ d

2|d|3
· @d
@kx

⇥ @d

@ky
. (1.47)

The above expression is a general result for two-level system in 2D k-space,
and it is independent of the eigenstates of a two level-system. In the
next section, we introduce symmetries, especially time reversal symmetry.
Considerations based on symmetries lead to the simplification of intricate
problems in physics. In condensed matter systems, we can classify di↵erent
types of Hamiltonians based on underlying symmetries and predict certain
properties without knowing the exact form of Hamiltonian.

1.5 Time-Reversal Symmetry (TRS)

The time-reversal symmetry is an example of discrete symmetry. In classical
mechanics, we can easily find the time reversed variables by inverting the
sign of time. However, in quantum mechanics inverting sign of time like
| (x,�t)i does not work; because it does not satisfy the Schrödinger equation
[5]. In quantum mechanics, we need to define a time reversal operator that
must be anti-unitary.
In this section, we study the operation of time-reversal operator on operators
like position and momentum, which make us able to study time-reversal
symmetry of the Schrödinger equation. Lastly, we study how symmetries
restricts the Berry curvature of a band and what would be its consequences.

1.5.1 TRS in Classical Mechanics

In classical mechanics, motion of a classical particle in the presence of
potential V (x, t), in six dimensional phase space (x,p), is dictated by the
Newton’s equation of motion

mẍ = �rV (x, t). (1.48)
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If V is independent of time then

m
d2x(�t)

d(�t)2
= �rV (x),

TRS exists in the Newton’s law of motion. So, by reversing the time, a
classical particle traverses the same trajectory as for the forward time. If,
for example, a dissipative force acts on a classical particle, then this breaks
the TRS, and as a result, forward time and reversed time trajectory will not
be the same.

1.5.2 TRS in Quantum Mechanics

Let ⇥̂ is the time reversal operator such that its action on any state is defined
in the following way

⇥̂†Û(t)⇥̂ |↵i ⌘ Û(�t) |↵i . (1.49)

Û(t) = e�iĤt/h̄Û(0) is the unitary time evolution operator. Left multiplying
equation (1.49) by ⇥̂, and using the fact ⇥̂†⇥̂ = ; because the time reversal
operator should be either unitary or anti-unitary operator

Û(t)⇥̂ |↵i = ⇥̂Û(�t) |↵i ,

Expanding upto linear order in time

(1� iĤ�t

h̄
) |↵i ⇡ ⇥(

1 + iĤ�t

h̄
) |↵i ,

�iĤ⇥̂ = ⇥̂iĤ.

If ⇥̂ is an anti-unitary operator, its action on a complex number results
in complex conjugation of that number: ⇥̂i = �i⇥̂, putting in the above
equation

Ĥ⇥̂ = ⇥̂Ĥ,

)
h
Ĥ, ⇥̂

i
= 0,

time reversal symmetry exists if we define time reversal operator as anti-
unitary [5].
Example 01:
In classical mechanics, if a system has TRS then x(t) = x(�t), by using this
classical intuition, we can write

⇥̂ |xi = |xi ,
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x̂ |xi = x |xi , (1.50)

⇥̂x̂⇥̂†⇥̂ |xi = x⇥̂ |xi ,
) ⇥̂x̂⇥̂† |xi = x |xi , (1.51)

comparing equation (1.51) with (1.50)

⇥̂x̂⇥̂† = x̂.

Example 02:
The momentum operator picks minus sign by time reversal operation

⇥̂p̂⇥̂† = �p̂.

Proof:
As we know

[x̂, p̂] = ih̄,

(x̂p̂� p̂x̂) = ih̄,

⇥̂(x̂p̂� p̂x̂)⇥̂† = ⇥̂ih̄⇥̂†,

⇥̂x̂⇥̂†⇥̂p̂⇥̂† � ⇥̂p̂⇥̂†⇥̂x̂⇥̂† = �ih̄,

using
⇥̂x̂⇥̂† = x̂,

in the above equation

x⇥̂p̂⇥̂† � ⇥̂p̂⇥̂†x̂ = �ih̄,
h
x, ⇥̂p̂⇥̂†

i
= �ih̄,

If
⇥p̂⇥�1 = �p̂,

then
[x̂, p̂] = ih̄.

1.5.3 TRS of Schrödinger Equation

Let us consider evolution of a state of a spin-less quantum particle under a
general Hamiltonian Ĥ(x̂, p̂)

ih̄
d

dt
| s(t)i = Ĥ(x̂, p̂) | s(t)i .
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Acting with the time reversal operator on both sides of the above equation

⇥̂ih̄⇥̂†⇥̂
d | s(t)i

dt
= ⇥̂Ĥ(x̂, p̂)⇥̂†⇥̂ | s(t)i ,

�ih̄
d
���⇥̂ s(t)

E

dt
= Ĥ(x̂,�p̂) |⇥ s(t)i ,

ih̄
d
���⇥̂ s(t)

E

d(�t)
= Ĥ(x̂,�p̂)

���⇥̂ s(t)
E
, (1.52)

if
Ĥ(x̂,�p̂) = Ĥ(x̂, p̂),

then the Schrödinger Equation is time reversal invariant [6]. What will be
the form of time reversed wave functions in position representation?, to see
this, taking inner product with hx| on the both sides of above equation (1.52)

ih̄
d
D
x
���⇥̂ s(t)

E

d(�t)
= Ĥ(x̂,�p̂)

D
x
���⇥̂ s(t)

E
, (1.53)

consider expansion

| s(t)i =
Z

dx |xihx| | s(t)i ,

let
hx| s(t)i ⌘  s(x, t),

putting in the expansion

| s(t)i =
Z

dx s(x) |xi ,

operation time reversal operator on both sides

⇥̂ | s(t)i =
Z

dx⇥̂ s(x, t)⇥̂
†⇥̂ |xi ,

⇥̂ | s(t)i =
Z

dx⇥̂ s(x, t)⇥̂
† |xi ,

 (x, t) is a complex function, and when anti-unitary operator operates on
it, as a result, it gets conjugated, so the above equation becomes

⇥̂ | s(t)i =
Z

dx ⇤
s(x, t) |xi,
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taking inner product with hx0| on the both sides of the above equation

D
x0
���⇥̂ s(t)

E
=

Z
dx ⇤

s(x, t)
⌦
x0��x

↵
,

D
x0
���⇥̂ s(t)

E
=

Z
dx ⇤

s(x, t)�(x� x0),

)
D
x
���⇥̂ s(t)

E
=  ⇤

s(x, t),

for this case time-reversal operator acts like conjugation operator K̂. Substituting
this result in equation (1.53)

ih̄
@ ⇤

s(x)

@(�t)
= Ĥ(x̂,�p̂) ⇤

s(x, t),

if
Ĥ(x̂,�p̂) = Ĥ(x̂, p̂),

then  ⇤
s(x, t) is a solution of the time reversed Schrödinger Equation.

Let us check the Hamiltonian of a charged particle in magnetic field

Ĥ(x̂, p̂) =
(p̂+ qA)2

2m
+ V (x̂), (1.54)

for this case,
Ĥ(x̂,�p̂) 6= Ĥ(x̂, p̂),

so, TRS is broken for this case. Furthermore, above discussion is valid only
for the case of spin-less particles, and for particles having spin, we need to
modify the definition of time reversal operator.
For a particle having non-zero spin, TR operator is defined in |x,�zi basis
as [6]

⇥̂ = i�yK̂. (1.55)

1.5.4 Kramers Degeneracy

In general, if a particle has an integer spin then applying the TR operator
twice gives ⇥̂2 = . However, if a particle has half integer spin then ⇥̂2 =
� . This fact ⇥̂2 = � leads to the existence of the Kramers Degeneracy [6].
It states that when a system has TRS having a half integer spin, there exist
at least two states which have same energy, and also the states are mutually
orthogonal.
Proof:
Since due to time reversal symmetry Ĥ⇥̂ = ⇥̂Ĥ, let |�i be an eigenstate of
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the Hamiltonian with energy E

Ĥ |�i = E |�i ,

Ĥ
���⇥̂�

E
= Ĥ⇥̂ |�i ,

= ⇥̂Ĥ |�i ,

Ĥ
���⇥̂�

E
= E

���⇥̂�
E
, (1.56)

so, |�i and
���⇥̂�

E
states are degenerate having same energy E. Also,

D
�
���⇥̂�

E
=
D
⇥̂(⇥̂�)

����
E
,

=
D
⇥̂2�

����
E
,

D
�
���⇥̂�

E
= �h�|⇥�i , (1.57)

)
D
�
���⇥̂�

E
= 0. (1.58)

Equation (1.58) shows that |�i and
���⇥̂�

E
states are orthogonal to each other.

The definition of time reversal operator ⇥̂ = i�yK̂ and its consequence like
Kramers degeneracy is valid for systems having real spins. However, for
the systems having only pseudo spins, the time reversal operator is simply
⇥̂ = K̂.

1.5.5 Symmetry Restrictions on Berry Phase

If crystal has inversion symmetry then

|�j(x,k)i ! |�j(�x,�k)i = |�j(x,k)i ,

Berry connection of the jth band implies

Aj(k) = i h�j(x,k)|rk |�j(x,k)i ,
= �i h�j(�x,�k)|r�k |�j(�x,�k)i ,
= �Aj(�k),

Berry curvature for the jth band becomes

Fj(k) = rk ⇥Aj(k),

= r�k ⇥Aj(�k),

) Fj(k) = Fj(�k).

(1.59)
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However, if the system also has time reversal symmetry, then

⇥̂† |�j(x,k)i ⇥̂ !
���⇤j (x,�k)

↵
= |�j(x,k)i ,

and Berry connection implies

⇥̂†Aj(k)⇥̂ = ⇥̂†[i h�j(x,k)|rk |�j(x,k)i]⇥̂,

Aj(�k) = �i h�j(x,�k)|r�k |�j(x,�k)i ,
= i h�j(x,k)|rk |�j(x,k)i ,
= Aj(k),

and Berry connection becomes

⇥̂†Fj(k)⇥̂ = ⇥̂†[rk ⇥Aj(k)]⇥̂,

Fj(�k) = r�k ⇥Aj(�k),

= �rk ⇥Aj(k)

) Fj(�k) = �Fj(k).

(1.60)

From equation (1.59) and (1.60), it implies that, if a system has both space
inversion symmetry and time reversal symmetry, Berry curvature is equal to
zero for all values of k. If we only break the space inversion symmetry, we
get non-zero Berry curvature. However, the integration over 2D Brillouin
zone

1

2⇡

Z

BZ

Fj(k).d
2k = Cj ,

is called Chern number of the jth band, is still zero. Because due to TRS
symmetry,

Fj(�k) = �Fj(k), ) Cj = 0.

However, if we break the time reversal symmetry of a Hamiltonian, Cj is
always an integer [6].
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Chapter 2

Su-Schrie↵er-Heeger(SSH)
Model

In this chapter, I discuss the SSH model, a 1D topological model. The salient
features of topological insulators are that gapless states exist at the interface
of two distinct topological phases, the existence of topological invariants, and
fractionalization of electric charges. The SSH model manifests these features
of a topological insulator. The topological invariant for this 1D case is the
winding number, which plays the same role as the Chern number in 2D does.
The winding number is the number of times d wraps around the origin in
dx and dy plane. We can distinguish di↵erent topological phases by the
winding number. Also, due to the quantization of the winding number, we
get quantized physical observables like electric polarization.

2.1 Polarization In 1D

At an elementary level, the electric polarization is defined as dipole moment
in a unit volume. Due to this polarization, there is bulk and surface charge
on an insulator. However, in 1D, polarization is equal to the end charge.
For a 1D band structure, polarization is related with Berry phase of the
occupied Bloch wave-functions around the 1D Brillouin zone,

P =
e

2⇡

X

n

I

BZ

An(k)dk. (2.1)

Where

An(k) = i h�n(x, k)|@k�n(x, k)i , (2.2)

and sum is over all occupied bands.
Proof:
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We introduce Wannier functions: which are superposition of Bloch states,
and these functions are normalizable,

|wn(x�R↵)i =
p
NL

2⇡

Z

BZ

dkeik(x�R↵) |�n(x, k)i ,

|�n(x, k)i =
1p
N

X

↵

eik(x�R↵) |wn(x�R↵)i ,

putting in equation (2.2),

An(k) =
i

N

X

↵

X

↵0

D
wn(x�R↵0)eik(x�R↵0 )

���@keik(x�R↵)wn(x�R↵)
E
,

=
i

N

X

↵

X

↵0

Z
dxe�ik(x�R↵0 )eik(x�R↵)i(x�R↵)w

⇤
n(x�R↵0)wn(x�R↵),

=
i

N

X

↵

X

↵0

Z
dxeik(R↵0�R↵)i(x�R↵)w

⇤
n(x�R↵0)wn(x�R↵),

putting in equation (2.1),

P =
e

2⇡

X

n

I

BZ

dk

Z
dx

i

N

X

↵

X

↵0

Z
dxeik(R↵0�R↵)i(x�R↵)w

⇤
n(x�R↵0)wn(x�R↵),

= � e

2⇡N

X

n

X

↵

X

↵0

Z
dx(x�R↵)

✓I

BZ

dkeik(R↵0�R↵)

◆
w⇤
n(x�R↵0)wn(x�R↵),

using, I

BZ

dkeik(R↵0�R↵) =
2⇡

a
�↵,↵0 ,

where a is length of the unit cell in 1D,

P = � e

2⇡Na

X

n

X

↵

X

↵0

Z
dx(x�R↵)

�
2⇡�↵,↵0

�
w⇤
n(x�R↵0)wn(x�R↵),

= � e

Na

X

n

X

↵

Z
dx(x�R↵)|wn(x�R↵)|2,

= � e

L

X

n

Z
dx
⇣
x|wn(x)|2

⌘
,

where L=Na is the length of the chain in 1D. The above equation is dipole
moment per unit length, which is equal to polarization in 1D. The quantity
1/⇡

H
BZ

An(k)dk in equation (2.1) is the winding number. The goal of
the next discussion is to introduce the SSH model, and by calculating the
winding number, we will be able to calculate the polarization.
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2.2 The SSH Model

The SSH model was developed as a basis for conducting poly-acetylene,
which is subjected to a staggering of the hopping amplitude at half-filling.
The staggering of the hopping amplitude stems naturally in many solid state
systems known as Peierls instability. Due to the staggering, a band gap
opens between two bands and the energy of the valence band is lowered.
Thus, the staggering is energetically more propitious. Poly-acetylene has
alternating single and double bonds, as shown in figure 2.1. It forms another
staggered state, which is topologically distinct from the first if we interchange
the position of the double bonds with the single bond, and considering that
double bond has a larger hopping amplitude than single bond. If we change
the staggering continuously, then we reach a critical point where band gap
closes and further change in staggering causes again band gap opening. Such
two topological phases are distinct in a way that: in one phase, the winding
number is equal to one, but in another phase, it is equal to zero. As a
result, 1D polarization is non-zero and quantized in one phase, but in the
other phase it is equal to zero. Chiral symmetry plays a crucial role, forcing
dz = 0.

Figure 2.1: The polyacetylene chain has alternating single and double bonds
that can be modelled with di↵erent hoping parameters for single and double
bonds.

• Tight-binding Hamiltonian

A tight-binding Hamiltonian for hoping of spinless electrons on a one dimensional
chain with staggered hopping amplitude can be written as,

Ĥ =
X

j

h
(t+ �t)ĉ†1j ĉ2j + (t� �t)ĉ†1j+1ĉ2j + h.c

i
, (2.3)

here we arbitrarily defined a unit cell having length a with two atoms labelled
by 1 and 2 with ĉ1j , ĉ2j and ĉ†1j , ĉ

†
2j are annihilation and creation operators

at site 1 and 2 respectively. The staggering is defined by �t, and it acts as
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band-gap parameter. By using Fourier transformation

ĉ1j =
1p
N

X

k

eikxj ĉ1k, ĉ2j =
1p
N

X

k

eikxj ĉ2k,

ĉ†1j =
1p
N

X

k

e�ikxj ĉ†1k, ĉ†2j =
1p
N

X

k

e�ikxj ĉ†2k,

putting these expressions in equation (2.3)

Ĥ =
1

N

X

j

X

k

X

k0

h
(t+ �t)ei(k

0�k)xj ĉ†1k ĉ2k0 + h.c
i
,

+
1

N

X

j

X

k

X

k0

h
(t� �t)ei(k

0�k�a)xj ĉ†1k ĉ2k0 + h.c
i
,

Ĥ =
1

N

X

k

X

k0

2

4(t+ �t)

0

@
X

j

ei(k
0�k)xj

1

Aĉ†1k ĉ2k0 + h.c

3

5,

+
1

N

X

k

X

k0

2

4(t� �t)e�ika

0

@
X

j

ei(k
0�k)xj

1

Aĉ†1k ĉ2k0 + h.c

3

5,

using X

j

ei(k
0�k)xj = N�k,k0 ,

Ĥ =
1

N

X

k

X

k0

h
(t+ �t)

�
N�k,k0

�
ĉ†1k ĉ2k0 + h.c

i

+
1

N

X

k

X

k0

h
(t� �t)e�ika

�
N�k,k0

�
ĉ†1k ĉ2k0 + h.c

i
,

Ĥ =
X

k

h
(t+ �t)ĉ†1k ĉ2k + h.c

i
+
X

k

h
(t� �t)e�ikaĉ†1k ĉ2k + h.c

i
,

finally, the Hamiltonian becomes

Ĥ =
X

k

h
(t+ �t)ĉ†1k ĉ2k + (t+ �t)ĉ†2k ĉ1k

i

+
h
(t� �t)e�ikaĉ†1k ĉ2k + (t� �t)eikaĉ†2k ĉ1k

i
,

Ĥ =
X

k

h
(t+ �t) + (t� �t)e�ika

i
ĉ†1k ĉ2k

+
h
(t+ �t) + (t� �t)eika

i
ĉ†2k ĉ1k,
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above equation can be written as

Ĥ =
X

k

⇣
ĉ†1k ĉ†2k

⌘✓ 0 (t+ �t) + (t� �t)e�ika

(t+ �t) + (t� �t)eika 0

◆✓
ĉ1k
ĉ2k

◆
,

where

H(k) =

✓
0 (t+ �t) + (t� �t)e�ika

(t+ �t) + (t� �t)eika 0

◆
, (2.4)

by using Euler’s identity eika = cos ka+ i sin ka in equation (2.4)

H(k) =

0

BB@
0

(t+ �t)+(t� �t) cos ka
� i(t� �t) sin ka

(t+ �t)+(t� �t) cos ka
+ i(t� �t) sin ka

0

1

CCA,

H(k) = (t+ �t) + (t� �t) cos ka

✓
0 1
1 0

◆
+ (t� �t) sin ka

✓
0 �i
i 0

◆
,

H(k) = [(t+ �t) + (t� �t) cos ka]�x + [(t� �t) sin ka]�y

where

dx(k) = (t+ �t) + (t� �t) cos ka, dy(k) = (t� �t) sin ka, dz = 0,

and

�x =

✓
0 1
1 0

◆
, �y =

✓
0 �i
i 0

◆
,

are the Pauli matrices in pseudo-spin basis. H(k) can be written in the
following form

H(k) = d · � (2.5)

Let
t1 ⌘ t+ �t, t2 ⌘ t� �t,

then

dx(k) = t1 + t2 cos(ka), dy(k) = t2 sin(ka), dz = 0.

• Energy Spectrum:

E(k) = ±
p
d · d,

= ±
p
(t1 + t2 cos(ka))2 + (t2 sin(ka))2

) E(k) = ±
q
t21 + t22 + 2t1t2 cos(ka). (2.6)
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Case 01:
When �t > 0 then from equation (2.6) we can write,

E(k) = ±
q
t21 + t22 � 2t1t2 + 2t1t2 cos(ka) + 2t1t2,

= ±
p
(t1 � t2)2 + 2t1t2(1 + cos(ka)),

E(k) = ±

s

(2�t)2 + 4t1t2 cos2
✓
ka

2

◆
, (2.7)

there is a band gap at the end of BZ, as shown in figure (2.2).

-� - �
2

�
2

�
k

-3

-2

-1

1

2

3

E(k)

Figure 2.2: The plot of equation (2.7) when: a = 1, t1 = 2, t2 = 1.5.

For �t > 0, dx(k) is positive for all values of k, so d̂(k) does not sweep
out any solid angle, as shown in figure (2.3), by using general result
(1.32), the winding number is equal to zero for this case

� =
1

2
(Solid angle swept by d̂(k)),

= 0,

) P = 0.

Case 02:
When

�t = 0, ) t1 = t2 = t,
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Vector d

0.5 1.0 1.5 2.0 2.5 3.0 3.5
dx

-1.5

-1.0

-0.5

0.5

1.0

1.5

dy

Figure 2.3: Parametric plot of dx(k), dy(k): a = 1, t1 = 2, t2 = 1.5.

equation (2.7) implies

E(k) = ±
p
t2 + t2 + 2t2 cos(ka),

= ±
p
2t2 + 2t2 cos(ka),

E(k) = ±2t

����cos
✓
ka

2

◆����, (2.8)

band gap closes at the end of BZ, as shown in figure 2.4, this point

-� - �
2

�
2

�
k

-1

1
E(k)/t

Figure 2.4: Plot of equation (2.8), taking a=1.

is quantum phase transition point. Plot of dx(k) shows that it passes

33



through the origin, as shown in figure 2.5,

Vector d

0.2 0.4 0.6 0.8 1.0
dx

-0.4

-0.2

0.2

0.4

dy

Figure 2.5: Parametric plot of dx(k), dy(k): a = 1, t1 = 1, t2 = 1.

Case 03:
When �t < 0, band gap, which is equal to |4�t|, opens again at the
end of the BZ, as shown in figure 2.6, but in this case dx(k) has both

-� - �
2

�
2

�
k

-4

-2

2

4

E(k)

Figure 2.6: Plot of equation (2.7): a = 1, t1 = 2, t2 = 3.

positive and negative values, so that d̂(k) rotates by an angle of 2⇡,
as shown in the figure (2.7),
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Vector d

-1 1 2 3
dx

-2

-1

1

2

dy

Figure 2.7: Parametric plot of dx(k), dy(k): a = 1, t1 = 2, t2 = 3.

consequently,

� =
1

2
(Solid angle swept by d̂(k)),

=
1

2
(2⇡),

) P =
e

2
.

• Symmetry:
Only when dz = 0, there exists the sharp distinction between two
phases because of quantization of the winding number. If dz 6= 0
polarization varies from �t < 0 to �t > 0 continuously.

The condition dz = 0 is protected by chiral symmetry. If

�zĤ�z = �Ĥ,

then chiral symmetry exists. Let us check the chiral symmetry of the
SSH model,

�zĤ�z = �z(dx�x + dy�y)�z,

= �zdx(�x�z) + dy(�y�z), (2.9)

by using the following property of Pauli matrices,

{�x,�z} = 0, ) �x�z = ��z�x,
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{�y,�z} = 0, ) �y�z = ��z�y,

�zĤ�z = �zdx(��z�x) + �zdy(��z�y),
= �(�z�z)dx�x � (�z�z)dy�y,

= �( )dx�x � ( )dy�y),

) �zĤ�z = �Ĥ.

This shows that the SSH model has chiral symmetry. Chiral symmetry
leads to particle-hole symmetry.

2.2.1 Domain Wall States and the J-Rebbi Model

The interface between polyacetylene’s two ground states results in
a soliton state with a ±e/2 polarization on the boundary. In the
presence of such a domain wall, the system has a zero-energy mid-
gap state. This state is protected in a way that, without closing the
bulk energy gap, it is impossible to get rid of it. The fact that it is
on the interface of topologically distinct states can be traced back to
its creation. J-Rebbi first found these topological zero modes in the
1D field theory. The SSH model presents the J-Rebbi modes with its

functional understanding. Let |�t| << t and k =
⇡

a
+ q, |q| <<

⇡

a
. We

Figure 2.8: (a) An interface of the two distinct topological ground states in
the SSH model. (b) A normalizable state at the interface.

can expand dx and dy about
⇡

a
,

dx(k) = (t+ �t) + (t� �t) cos a(
⇡

a
+ q), dy(k) = (t� �t) sin a(

⇡

a
+ q),

dx(k) = (t+ �t) + (t� �t) cos(⇡ + qa), dy(k) = (t� �t) sin(⇡ + qa),
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expanding cosine and sine terms, we get

dx(k) = (t+ �t) + (t� �t) cos(⇡ + qa), dy = (t� �t) sin(⇡ + qa),

dx ⇡ (t+ �t) + (t� �t)(�1), dy ⇡ (t� �t)(�qa),

dx ⇡ �t = m, dy, ⇡ �atq = vq,

as a result, the Hamiltonian (2.5) becomes

Heff ⇡ �xm+ �yvq, (2.10)

replacing q ! �i @

@x
in the above equation, and allowing m to vary

spatially such that m changes sign about origin as show in figure (2.8b)

Heff ⇡ �xm(x) + �yv(�i
@

@x
). (2.11)

Equation (2.11) is a massive Dirac Hamiltonian having dispersion
relation E(q) = ±

p
v2q2 +m2. The given Hamiltonian has zero energy

modes at the domain wall called J-Rabbi zero mode.

Heff | i = 0,

where

Heff =

✓
0 m� v @

@x

m+ v @

@x
0

◆
, | 1i =

✓
0
�0

◆
, | 2i =

✓
1
0

◆
,

for 1st solution

Heff | 1i = 0,
✓

0 m(x)� v @

@x

m(x) + v @

@x
0

◆✓
0
�0

◆
= 0,

) (m� v
@

@x
)� = 0, (2.12)

solution of the above equation is

�0 = Ae1/v
R x
0 m(x0)dx0

. (2.13)

�0 is normalizable if m varies spatially and there is a kink about the
origin. This zero mode is topological because it does not depend on
the precise form of m(x0). It depends only on the change of sign.
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Chapter 3

Haldane Model

This model is an example of a topological insulator that goes beyond the
integer quantum Hall e↵ect. It reveals that a topological insulator is a
general concept, and it can arise in any insulating system. It also demonstrates
that as long as the topological index, the Chern number is non-zero, we
observe all topological phenomena expected for the integer quantum Hall
e↵ect; for example, quantization of the Hall conductivity and existence of
dissipation-less edge states.

Haldane model is a two-dimensional model lattice model that reveals
quantization of the Hall conductivity in a zero magnetic field. In the usual
quantum Hall e↵ect, the gap at Fermi level arises because of the splitting
of spectrum into Landau levels by the external magnetic field. However,
this model involves a two-dimensional honeycomb lattice on which electrons
have gapless linear dispersion relation at the end of the Brillouin zone
(graphene spectrum). The gapless spectrum is protected by the following
symmetries: inversion symmetry and time-reversal symmetry. If we break
inversion symmetry, the system becomes a trivial insulator, but if we break
the time reversal symmetry, the system behaves like integer quantum Hall
system with Hall conductivity �xy = ±e2/h. However, if both symmetries
are broken, they compete with each and their relative strength decides the
state.

Between the Haldane model and the conventional quantum Hall system,
there are two major di↵erences.

• The net B field in the Haldane model is zero while the quantum Hall
e↵ect has a uniform B field.

• There is a strong lattice background in the Haldane Model; however,
quantum Hall e↵ect requires a weak lattice potential.
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3.1 Model Hamiltonian

In this model, we consider honeycomb lattice having two sub-lattices,
A and B, as shown in figure 3.1. We take real nearest hopping amplitude
t1 because it encloses zero net magnetic flux, but second nearest neighbours
hopping is complex because it encloses non-zero magnetic flux. The
complex hopping amplitude t2ei�, where ei� is called the Aranabov
phase, is responsible for breaking the time-reversal symmetry. We

Figure 3.1: The honeycomb lattice with complex second hopping amplitudes.
The arrows connecting lattice site A and B shows the direction of time: both
have opposite arrows.

break the inversion symmetry by introducing on-site energy +M for
the lattice A and -M for the lattice B. Including all these ingredients;
the tight-binding Hamiltonian can be written as

Ĥ = �t1
X

<ij>

⇣
â†
i
b̂j + h.c

⌘
� t2

X

<<ij>>

⇣
ei�â†

i
âj + h.c

⌘

� t2
X

<<ij>>

⇣
e�i�b̂†

i
b̂j + h.c

⌘
+M

X

i

â†
i
âi �

X

i

b̂†
i
b̂i.

(3.1)

Where â†
i
and b̂†

i
are creation operators, âj and b̂j are annihilation

operators on lattice A and B at site i and j respectively, < .. >
represents nearest neighbours hopping and << .. >> next nearest
hopping in the lattice. The first term in the Hamiltonian represents
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nearest hopping, the second term shows second nearest hopping along
the arrows connecting lattice A sites, the third term includes second
nearest hopping along the reversed arrows connecting B sites, the
second last term is on-site energy M at A , and the last term is on-site
energy -M at site B.

We can diagonalize this Hamiltonian by transforming it into momentum
space. By using the following Fourier transformation

âi =
1p
N/2

X

k

e�ik·xi âk, b̂i =
1p
N/2

X

k

e�ik·xi b̂k,

â†
i
=

1p
N/2

X

k

eik·xi â†k, b̂†
i
=

1p
N/2

X

k

eik·xi b̂†k,

the first term of the Hamiltonian yields

Ĥ = �t1
2

N

X

i

X

k,k0

3X

↵=1

⇣
eik

0·xie�ik·(xi+a↵)â†k0 b̂k + h.c
⌘

� t2
2

N

X

i

X

k,k0

3X

↵=1

⇣
ei�eik

0·xie�ik·(xi+b↵)â†k0 âk + h.c
⌘

� t2
2

N

X

i

X

k,k0

3X

↵=1

⇣
e�i�eik

0·xie�ik·(xi+b↵)b̂†k0 b̂k + h.c
⌘

+M
2

N

X

i

X

k,k0

⇣
eik

0·xie�ik·xi â†k0 âk � eik
0·xie�ik·xi b̂†k0 b̂k

⌘
,

by using the identity
P

i
e�i(k�k0)·xi = N/2�k,k0 , the above Hamiltonian

simplifies to

Ĥ = �t1
X

k

3X

↵

⇣
e�ik·a↵ â†kb̂k + eik·a↵ b̂†kâk

⌘

� t2
X

k

3X

↵

⇣
ei�e�ik·b↵ â†kâk + e�i�eik·b↵ â†kâk

⌘

� t2
X

k

3X

↵

⇣
e�i�e�ik·b↵ b̂†kb̂k + ei�eik·b↵ b̂†kb̂k

⌘

+M
X

k

⇣
a†kâk � b†kb̂k

⌘
.
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The above Hamiltonian can be written in matrix form as

Ĥ = �
X

k

⇣
â†k b̂†k

⌘
0

@
t2
P3

↵=1

�
ei(k·b↵��) + e�i(k·b↵��)

�

+M t1
P3

↵=1 e
�ik·a↵

t1
P3

↵=1 e
ik·a↵ t2

P3
↵=1

�
ei(k·b↵+�) + e�i(k·b↵+�)

�
�M

1

A

⇥
✓
âk
b̂k

◆
.

Let

H(k) ⌘
✓
t2
P3

↵=1

�
ei(k·b↵��) + e�i(k·b↵��)

�
+M t1

P3
↵=1 e

�ik·a↵

t1
P3

↵=1 e
ik·a↵ t2

P3
↵=1

�
ei(k·b↵+�) + e�i(k·b↵+�)

�
�M

◆
,

then

Ĥ = �
X

k

⇣
â†k b̂†k

⌘
H(k)

✓
âk
b̂k

◆
. (3.2)

Let

Haa(k) = t2

3X

↵=1

⇣
ei(k·b↵��) + e�i(k·b↵��)

⌘
, Hab(k) = t1

3X

↵=1

e�ik·a↵ ,

Hbb(k) = t2

3X

↵=1

⇣
ei(k·b↵+�) + e�i(k·b↵+�)

⌘
, Hba(k) = t1

3X

↵=1

ek·a↵ ,

and by using Euler identity ei✓ = cos ✓+i sin ✓, the above expressions become

Haa(k) = 2t2

3X

↵=1

cos(k · b↵ � �),

Hbb(k) = 2t2

3X

↵=1

cos(k · b↵ + �),

Hab(k) = t1

3X

↵=1

[cos(k · a↵)� i sin(k · a↵)],

Hba(k) = t1

3X

↵=1

[cos(k · a↵) + i sin(k · a↵)],

then H(k) becomes

H(k) =

✓
Haa(k) +M Hab(k)

Hba(k) Hbb(k)�M

◆
.

The above Hamiltonian can be written in the pseudo-spin basis:

H(k) =
Haa(k) +Hbb(k)

2
+ t1

3X

↵=1

[cos(k · a↵)�x + sin(k · a↵)�y]

+
Haa(k)�Hbb(k)

2
�z +M�z, (3.3)
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where

Haa(k) +Hbb(k) = 4t2 cos�
3X

↵=1

cos(k · b↵), (3.4)

Haa(k)�Hbb(k) = �4t2 sin�
3X

↵=1

sin(k · b↵). (3.5)

Substituting equation (3.4) and (3.5) in equation (3.3)

H(k) = 2t2 cos�
3X

↵=1

cos(k · b↵) + t1

3X

↵=1

[cos(k · a↵)�x + sin(k · a↵)�y]

+

"
M � 2t2 sin�

3X

↵=1

sin(k · b↵)

#
. (3.6)

From the geometry of the honeycomb lattice in figure (3.1)

a1 = (0, a), b1 =

 
�
p
3a

2
,
3a

2

!
,

a2 =

 
�
p
3

2
,
�a

2

!
, b2 =

 
�
p
3a

2
,
�3a

2

!
,

a3 =

 p
3

2
,
�a

2

!
, b3 =

⇣
�
p
3a, 0

⌘
.

It is evident that H(k) 6= H(�k), the last term in the Hamiltonian breaks
the time reversal symmetry as long as � 6= n⇡. If we take � = 0 and M=0,
Hamiltonian (3.6) reduces to tight-binding graphene Hamiltonian, which has
gapless linear spectrum at K0 = 4⇡/3

p
3a(1, 0) and K0

0 = 4⇡/3
p
3a(�1, 0)

at the end of the BZ. The energy spectrum of Hamiltonian (3.6) is

E±(k) = 2t2 cos�
3X

↵=1

cos(k · b↵)± |t1|

vuut
"

3X

↵=1

cos(k · a↵)
#2

+

"
3X

↵=1

sin(k · a↵)
#2

vuut+

"
M � 2t2 sin�

3X

↵=1

sin(k · b↵)

#2
.

At K0 point, the energy gap � is

� = E+(K0)� E�(K0), (3.7)

= 2
���M � 3

p
3t2 sin�

���,
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and at K0
0 point

� = E+(K
0
0)� E�(K

0
0), (3.8)

= 2
���M + 3

p
3t2 sin�

���.

Equations (3.7) and (3.8) show that the system remains gapless until both
M=0 and � = 0. Let us expand Hamiltonian (3.6) in the vicinity of K0 and
K0

0. To do this, putting k = K0 + q and k = K0
0 + q in the Hamiltonian

and keeping terms upto linear order in qx and qy. The Hamiltonian around
K0 becomes

Ĥ(q) ⇡ vF (qx�x + qy�y) +
h
M � 3

p
3t2 sin�

i
�z. (3.9)

We can write equation (3.9) in the form of two-level Hamiltonian

Ĥ(q) ⇡ dK0 · �, (3.10)

where dK0 = (vF qx, vF qy,M � 3
p
3t2 sin�) and = (�x,�y,�z) are Pauli

matrices in pseudo-spin basis. Similarly in the proximity of K0
0 point, the

Hamiltonian becomes

Ĥ(q) ⇡ vF (qx�x � qy�y) +
h
M + 3

p
3t2 sin�

i
�z. (3.11)

The above Hamiltonian can also be written in two-level system Hamiltonian
as

Ĥ(q) ⇡ dK0
0
· �, (3.12)

where dK0
0
= (vF qx,�vF qy,M + 3

p
3t2 sin�) and vF = 3/2at1 is the Fermi

velocity.

3.1.1 Berry Curvature and Chern number Calculation

Hamiltonian (3.9) and (3.10) are two-level Hamiltonian, so we can use
equation (1.47) to calculate the Berry curvature around K0 and K0

0 points

F±(q) = ⌥ dK0

2|dK0 |
3 · @dK0

@qx
⇥ @dK0

@qy
,

= ⌥ 1

2|dK0 |
3

������

vF qx vF qy M � 3
p
3t2 sin�

vF 0 0
0 vF 0

������
,

after simplification, it implies

F±(q) = ⌥ v2
F

2|dK0 |
3 ⇥

⇣
M � 3

p
3t2 sin�

⌘
. (3.13)

43



Similarly around K0
0, the Berry curvature becomes

F±(q) = ± v2
F

2|dK0 |
3 ⇥

⇣
M + 3

p
3t2 sin�

⌘
. (3.14)

Equations (3.13) and (3.14) show that the sign of Berry curvature around
two Dirac points depends on relative strength of inversion symmetry breaking
term M and the time-reversal breaking term 3

p
3t2 sin�, and their relative

strength determines the Chern number which is defined as

C± =
1

2⇡

Z

S

F±(q)d
2q. (3.15)

For M <
��3
p
3t2 sin�

��, the Berry curvature has same sign, so each node
contributes ⌥1/2 and ⌥1/2 to the Chern number ⌥1. However, for M >��3
p
3t2 sin�

��, two nodes’ Berry curvature has opposite sign, as a result, the

Chern number vanishes in this regime. When M =
��3
p
3t2 sin�

��, it acts as
phase transition point by making system gapless at one of two Dirac points.
We can draw a phase diagram for Chern numbers as

Figure 3.2: Phase diagram of the Chern insulator. Inside the coloured region
the condition M <

��3
p
3t2 sin�

�� leads to non-zero Chern number. The
points on curved boundary line acts as phase transition points. In the rest
of the region M >

��3
p
3t2 sin�

�� implies zero Chern number.
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Chapter 4

Floquet Theory and
Semi-Dirac Hamiltonian

It has recently been shown that periodic perturbations can be used as a
versatile experimental knob to access new phases that cannot be reachable
in equilibrium systems; for example, synthetic matter and quantum motors,
etc. This new arena of research is called “Floquet Engineering”, and it has
revitalized interest in periodically driven systems [7].

In the simplest case, we consider a monochromatic external driving
perturbation, defined by a driving amplitude and a single frequency. The
dynamics of the periodically driven systems can be intricate, but it simplifies
if we study it in two extreme cases, under the slow and fast driving perturbatio-
ns. In the first case, the system closely follows the instantaneous Hamiltonian.
However, in the second scenario, when the driving frequency is high compared
with the non-driven model’s natural frequencies, the system e↵ectively experi-
ences a static potential that can be a function of the driving amplitude.

In this chapter, first of all, I introduce the Floquet theory, which is
applicable for periodically driven systems far away from the adiabatic limit.
Secondly, by using the Floquet theory, I study how new topological phases
emerge in a semi-Dirac material by irradiating the material with electromagn-
etic waves.

4.1 Floquet Theorem

To study periodically driven systems far away from adiabatic limit, we use
the Floquet theorem. It states that the evolution operator can be written
as

Ûs(t2, t1) = e�iK̂s(t2)e�iĤF (t2�t1)eiK̂s(t1). (4.1)

K̂s(t) = K̂s(t + T ) is a periodic hermitian operator and ĤF is a time-
independent Hamilton Floquet operator. In addition, we have no unique
choice for the periodic operator K̂s(t) and Floquet Hamiltonian ĤF , there
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is some flexibility to describe them. There are di↵erent convenient gauge
choices that depend on the details of the setup. Although these choices are
equivalent, but they lead to di↵erent approximation schemes.

The Stroboscopic Floquet Hamiltonian and the P-Operator

The formalism of Floquet’s theorem gets simplified if we observe the system
stroboscopically, i.e. at times t2 = t1 + NT , where NT is the stroboscopic
time measured in units of the driving period [7]. The time evolution operator
of a time dependent Hamiltonian is

Ûs(t2, t1) = T̂r exp

✓
�i

Z
t2

t1

dt0Ĥ(t0)

◆
,

T̂r is the time-ordering operator. The evolution operator can be written as

Ûs(t2, t1) =
Y

t1t
0
jt2

exp
h
�iĤ(t0j)(t

0
j+1 � t0j)

i
,

it is invariant under discrete translation in time as

(t1, t2) ! (t1 +NT, t2 +NT ),

where N is an integer. We can use the factorization property of the evolution
operator: Ûs(t2, t1) = Ûs(t2, t0)Ûs(t0, t1) for any arbitrary time t0, by using
this

Ûs(t0 + 2T, t0) = Ûs(t0 + 2T, t0 + T )Ûs(t0 + T, t0),

= Ûs(t0 + T, t0)Ûs(t0 + T, t0),

=
h
Ûs(t0 + T, t0)

i2
,

generalizing this

Ûs(t0 +NT, t0) =
h
Ûs(t0 + T, t0)

i
N

. (4.2)

With the time-independent stroboscopic Floquet Hamiltonian ĤF [t0], we
may describe evolution within one cycle as,

Ûs(t0 +NT, t0) = exp
⇣
�iĤF [t0]NT

⌘
, (4.3)

where ĤF [t0] depends upon choice of t0, which is a gauge choice. The
evolution operator implies

Ûs(t2, t1) = Ûs(t2, t0 +NT )Ûs(t0 +NT, t0)Ûs(t0, t1),

= Ûs(t2, t0 +NT )
h
Ûs(t0 + T, t0)

i
N

Ûs(t0, t1),

= Ûs(t2, t0 +NT ) exp
⇣
�iĤF [t0]NT

⌘
Ûs(t0, t1), (4.4)
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the above equation can be written as,

Ûs(t2, t1) = Ûs(t2, t0 +NT ) exp
⇣
iĤF [t0](t2 � t0 �NT )

⌘

⇥ exp
⇣
�iĤF [t0](t2 � t1)

⌘
exp
⇣
iĤF [t0](t0 � t1)

⌘
Ûs(t0, t1). (4.5)

Let us define

P̂s(t2, t0 +NT ) ⌘ Ûs(t2, t0 +NT ) exp
⇣
iĤF [t0](t2 � t0 �NT )

⌘
,

P̂s(t1, t0) ⌘ Ûs(t1, t0) exp
⇣
iĤF [t0](t1 � t0)

⌘
,

Equation (4.5) can be expressed as

) Ûs(t2, t1) = P̂s(t2, t0 +NT ) exp
⇣
�iĤF [t0](t2 � t1)

⌘
P̂ †
s (t1, t0). (4.6)

Let us further simplify P̂s(t2, t0 +NT ),

P̂s(t2, t0 +NT ) = Ûs(t2, t0 +NT ) exp
⇣
iĤF [t0](t2 � t0 �NT )

⌘
,

by using the factorization property of the evolution operator, we can write

P̂s(t2, t0 +NT ) = Ûs(t2, t0)Ûs(t0, t0 +NT ) exp
⇣
iĤF [t0](t2 � t0 �NT )

⌘
,

using equation (4.3)

P̂s(t2, t0 +NT ) = Û(t2, t0) exp
⇣
iĤF [t0]T

⌘
exp
⇣
iĤF [t0](t2 � t0 �NT )

⌘
,

= Ûs(t2, t0) exp
⇣
iĤF [t0](t2 � t0)

⌘
,

= P̂s(t2, t0).

Equation (4.6) becomes

Ûs(t2, t1) = P̂s(t2, t0) exp
⇣
�iĤF [t0](t2 � t1)

⌘
P̂ †
s (t1, t0). (4.7)

Let us define

P̂s(t2, t0) = Ûs(t2, t0) exp
⇣
iĤF [t0](t2 � t0)

⌘
⌘ exp

⇣
�iK̂F [t0](t2)

⌘
,

P̂ †
s (t1, t0) = exp

⇣
iĤF [t0](t0 � t1)

⌘
Ûs(t0, t1) ⌘ exp

⇣
iK̂F [t0](t1)

⌘
.

Equation (4.6) implies

Ûs(t2, t1) = exp
⇣
�iK̂F [t0](t2)

⌘
exp
⇣
�iĤF [t0](t2 � t1)

⌘

⇥ exp
⇣
iK̂F [t0](t1)

⌘
.

(4.8)

The above result is the evolution operator written in the form of kick
operator K̂F [t0], which explicitly depends on the gauge choice t0. Notice
that, with the above definition, the operator P̂s is periodic P̂s(t2+NT, t0) =
P̂s(t2, t0+NT ) = P̂s(t2, t0). Also P̂s(t0+NT, t0) = 0, for an arbitrary integer
N. It means at stroboscopic times kick operator vanishes.

In the next section, let us rewrite the Floquet’s result in di↵erential form.
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4.1.1 Floquet Hamiltonian in di↵erential Form

The evolution operator satisfies the following evolution equation

i
@Ûs(t2, t1)

@t2
= Ĥ(t2)Ûs(t2, t1). (4.9)

Di↵erentiating equation (4.7) w.r.t t2

i
@Ûs(t2, t1)

@t2
= i

@P̂s(t2, t0)

@t2
exp
⇣
�iĤF [t0](t2 � t1)

⌘
P̂ †
s (t1, t0)

+ P̂s(t2, t0)ĤF [t0] exp
⇣
�iĤF [t0](t2 � t1)

⌘
P̂ †
s (t1, t0),

(4.10)

comparing equation (4.10) with (4.9),

Ĥ(t2)Ûs(t2, t1) = i
@P̂s(t2, t0)

@t2
exp
⇣
�iĤF [t0](t2 � t1)

⌘
P̂ †
s (t1, t0)

+ P̂s(t2, t0)ĤF [t0] exp
⇣
�iĤF [t0](t2 � t1)

⌘
P̂ †
s (t1, t0).

Right multiplying by P̂s(t1, t0) exp
⇣
iĤF [t0](t2 � t1)

⌘
on both sides of the

above equation

Ĥ(t2)Ûs(t2, t1)P̂s(t1, t0) exp
⇣
iĤF [t0](t2 � t1)

⌘
= i

@P̂s(t2, t0)

@t2
+ P̂s(t2, t0)ĤF [t0].

Putting

P̂s(t1, t0) = Ûs(t1, t0) exp
⇣
iĤF [t0](t1 � t0)

⌘

in the previous equation

Ĥ(t2)Ûs(t2, t1), t0)Ûs(t1, t0) exp
⇣
iĤF [t0](t1 � t0)

⌘
exp
⇣
iĤF [t0](t2 � t1)

⌘

= i
@P̂s(t2, t0)

@t2
+ P̂s(t2, t0)ĤF [t0],

using the factorization property: Ûs(t2, t1), t0)Ûs(t1, t0) = Ûs(t2, t0),

Ĥ(t2)Ûs(t2, t0) exp
⇣
iĤF [t0](t2 � t0)

⌘
= i

@P̂s(t2, t0)

@t2
+ P̂s(t2, t0)ĤF [t0],

) Ĥ(t2)P̂s(t2, t0) = i
@P̂s(t2, t0)

@t2
+ P̂s(t2, t0)ĤF [t0].

Left multiplying the above equation by P̂ †(t2, t0),

ĤF [t0] = P̂ †
s (t2, t0)Ĥ(t2)P̂s(t2, t0)� iP̂ †

s (t2, t0)
@P̂s(t2, t0)

@t2
, (4.11)
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equation (4.11) gives us a relation between actual time-dependent Hamiltonian
and the Floquet Hamiltonian, and it also shows that there exists a periodic
operator P̂s such that left hand side of equation (4.11) is independent of
time, allowing us to map actual time-dependent Hamiltonian Ĥ(t2) to the
time-independent Floquet Hamiltonian ĤF [t0].

Another possibility for application of equation (4.11) is it allows us to do
reverse engineering. Once we choose a Floquet’s Hamiltonian ĤF [t0] with a
periodic operator P̂s having interesting properties, we can get actual time-
dependent Hamiltonian Ĥ(t) by using equation (4.11), and by knowing the
time-dependent protocol Ĥ(t), we can implement experimentally to realize
those properties [7].

In the next section, we try to write the evolution operator in terms of a
unique Floquet Hamiltonian, which is gauge independent.

4.1.2 The Non-Stroboscopic Floquet Hamiltonian and the
Kick Operator

In the previous section, we showed that one can choose a family of stroboscopic
Floquet Hamiltonian ĤF [t0], each of which gives evolution operator at strobo-

scopic times Ûs(t0 + NT, t0) = exp
⇣
�iĤF [t0]NT

⌘
. There are di↵erent

Floquet gauge choices t0, and these stroboscopic Floquet Hamiltonians choices
are gauge equivalent [7].

On the other hand, because t0 is a gauge choice, all these Hamiltonians
are gauge equivalent to some fixed Floquet Hamiltonian ĤF , therefore there
exists a family of hermitian operators K̂(t0) called kick operators such that

ĤF = exp
⇣
iK̂F (t0)

⌘
ĤF [t0] exp

⇣
�iK̂F (t0)

⌘
. (4.12)

By construction, in this case, Floquet gauge dependence is carried by the
kick operator K̂F , and it is periodic: K̂F (t0 +NT ) = K̂F (t0). We can write
the P̂ in terms of the kick operator K̂, and it is our next discussion.

4.1.3 Relation between the Kick Operator and the P-Operator

From equation (4.3)

Ûs(t0 +NT, t0) = exp
⇣
�iĤF [t0]NT

⌘
,

using the unitarity property of the evolution operator: ÛsÛ
†
s = ,

Ûs(t0 +NT, t0) = Û †
s (t0 + �t, t0)Ûs(t0 + �t, t0) ˆexp(�iĤF [t0]NT )

⇥ U †
s (t0 + �t, t0)Ûs(t0 + �t, t0).
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If
Ûs(t0 + �t, t0)ĤF [t0]Û

†
s (t0 + �t, t0) = ĤF [t0 + �t], (4.13)

the evolution operator becomes

Ûs(t0 +NT, t0) = Û †
s (t0 + �t, t0) exp

⇣
�iĤF [t0 + �t]NT

⌘

⇥ Ûs(t0 + �t, t0).
(4.14)

By using the definition of P-operator

P̂s(t0 + �t, t0) = Ûs(t0 + �t, t0) exp
⇣
iĤF [t0]�t

⌘
,

if �t ! 0
P̂s(t0 + �t, t0) = Ûs(t0 + �t, t0),

substituting this result in equation (4.13)

ĤF [t0 + �t] = P̂s(t0 + �t, t0)ĤF [t0]P̂
†
s (t0 + �t, t0). (4.15)

From equation (4.12) substituting the value of ĤF [t0]

ĤF [t0 + �t] = P̂s(t0 + �t, t0) exp
⇣
�iK̂F (t0)

⌘
ĤF exp

⇣
iK̂F (t0)

⌘

⇥ P̂ †
s (t0 + �t, t0),

(4.16)

by definition

ĤF [t0 + �t] = exp
⇣
�iK̂F (t0 + �t)

⌘
ĤF [t0] exp

⇣
iK̂F (t0 + �t)

⌘
, (4.17)

comparing equation (4.17) with (4.16)

P̂s(t, t0) = exp
⇣
�iK̂s(t)

⌘
exp
⇣
iK̂s(t0)

⌘
. (4.18)

substituting the result from equation (4.18) in equation (4.7)

Ûs(t2, t1) = exp
⇣
�iK̂s(t2)

⌘
exp
⇣
iK̂s(t0)

⌘
exp
⇣
�iĤF [t0](t2 � t1)

⌘

exp
⇣
�iK̂s(t0)

⌘
exp
⇣
iK̂s(t1)

⌘
,

(4.19)

from equation (4.12)

exp
⇣
iK̂s(t0)

⌘
ĤF [t0] exp

⇣
�iK̂s(t0)

⌘
= ĤF ,

Ûs(t2, t1) = exp
⇣
�iK̂s(t2)

⌘
exp
⇣
�iĤF (t2 � t1)

⌘
exp
⇣
iK̂s(t1)

⌘
. (4.20)

Equation (4.20) is a Floquet theorem result. Equations (4.8) and (4.20)
show that we can write the evolution operator in term of time-independent
Floquet Hamiltonian ĤF [t0] or ĤF and the time dependence is carried by
fast oscillating operators P̂ or K̂, respectively. We can also simplify by
expanding them. In the next section, we address how we can expand these
operators.
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4.1.4 Inverse Frequency Expansion for the Floquet Hamiltonian

A Floquet hamiltonian can not be obtained in a closed form, other than in a
few exceptional cases. An important limit where one can define the Floquet
Hamiltonian at least perturbatively applies to rapid driving situations where
the deriving frequency is much higher than all of the natural frequencies
of the system. For instance, the driving period is small compared to the
oscillation period for a pendulum. In this limit, the system has a hard time
absorbing energy from the drive, resulting in a virtual process that dresses
the low-energy Hamiltonian.
The Magnus Expansion for the stroboscopic Floquet Hamiltonian is a very
e�cient tool for calculating the Floquet Hamiltonian in the high-frequency
limit [7], which is a perturbative method to find ĤF [t0],

Ûs(t0 + T, t0) = Tr exp

✓
�i

h̄

Z
t0+T

t0

dtĤ(t)

◆
,

using equation (4.3) we can write the above equation as

Ûs(t0 + T, t0) = exp

✓
�i

h̄
ĤF [t0]T

◆
.

Taking natural log on the both sides of the above equation

�i

h̄
ĤF [t0]T = ln


Tr exp

✓
�i

h̄

Z
t0+T

t0

dtĤ(t)

◆�
,

ĤF [t0] =
ih̄

T
ln


Tr exp

✓
�i

h̄

Z
t0+T

t0

dtĤ(t)

◆�
,

expanding the exponential and taking care of time-ordering because generallyh
Ĥ(t), Ĥ(t0)

i
6= 0

ĤF [t0] =
ih̄

T


�i

h̄

Z
t0+T

t0

dtĤ(t)

+
(�i)2

2! h̄2

Z
t0+T

t0

dt1

Z
t1

t0

dt2
h
Ĥ(t1), Ĥ(t2)

i

+
(�i)3

3! h̄3

Z
t0+T

t0

dt1

Z
t1

t0

dt2

Z
t3

t0

dt3

⇥
⇣h

Ĥ(t1),
h
Ĥ(t2), Ĥ(t3)

ii
+ (1 $ 3)

⌘
+ .....

�
.

(4.21)

We can represent ĤF [t0] in a perturbative series:

ĤF [t0] =
1X

n=0

Ĥ(n)
F

[t0], (4.22)
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comparing equation (3.21) with (3.20)

Ĥ(0)
F

[t0] =
1

T

Z
t0+T

t0

dtĤ(t), (4.23)

and

Ĥ(1)
F

[t0] =
1

2ih̄T

Z
t0+T

t0

dt1

Z
t1

t0

dt2
h
Ĥ(t1), Ĥ(t2)

i
, (4.24)

as T =
2⇡

!
, the higher order terms in the expansion (4.21) are suppressed

with increasing driving frequency, making this formalism valid.

4.2 Semi-Dirac Hamiltonian

We present a basic Hamiltonian to explain the movement and the merging
of Dirac points in the two-dimensional electronic spectrum. This merging
is a topological transition that separates a semi-metallic phase having two
gapless Dirac nodes from an insulating phase with a gap. A tight-binding
Hamiltonian, with three equal hopping parameters between nearest neighbours,
describes the spectrum of graphene, which is a honeycomb lattice. The
considerable development of research on graphene is partly because of its
unusual spectrum, displaying linear spectrum at the corner of the Brillouin
zone close to two special points K and K0 called Dirac points. Dirac-like
Hamiltonian describes its low-energy, massless quasi-particles

Ĥ = �ih̄vF� ·r,

where vF ⇡ 106ms�1 is the Fermi velocity and � = (�x,�y) are the Pauli
matrices [8].

It has been realized that, by tuning the hopping parameters, new interesting
physics can emerge, in particular, the presence of a topological transition
dividing a semi-metallic phase with two Dirac points from the insulating
phase when one of the three hopping amplitudes is modified [9]. In this
case, low energy Hamiltonian becomes

H(q) =

0

B@
0 ��+

q2x
2m?

� ivF qy

��+
q2x
2m?

+ ivF qy 0

1

CA,

where � = 2t� t0. This Hamiltonian has the following properties:

• We can move the Dirac points inside the BZ by varying one of the
hopping parameters t0, and two Dirac points can merge with each
other. So, we can change the topology of BZ by varying t0.
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• It is a combination of two di↵erent types of dispersion relations: Linear
spectrum in one crystal momentum direction and quadratic spectrum
in the other direction.

Although such variations in hopping parameters in graphene may not
be possible; a staggered hopping parameter could be found in other systems
such as V O2/T iO2 nano-structures or an artificial lattice of cold atoms where
the movement of Dirac points can be intrigued by adjusting the intensity of
laser fields.

First, we take a honeycomb lattice with three di↵erent hopping parameters,
as shown in figure 4.1, and write tight-binding Hamiltonian to develop the
semi-Dirac Hamiltonian,

Figure 4.1: A honeycomb lattice with di↵erent nearest hopping parameter
t1, t2, and t3.

Tight-Binding Hamiltonian:

Ĥ = �
X

<ij>

tij
⇣
â†
i
b̂j + h.c

⌘
,

taking di↵erent hopping parameters for three nearest directions

Ĥ = �
X

i2A
t1
⇣
â†
i
b̂i+�1 + h.c

⌘
�
X

i2A
t2
⇣
â†
i
b̂i+�2 + h.c

⌘

�
X

i2A
t3
⇣
â†
i
b̂i+�3 + h.c

⌘
.

(4.25)

To diagonalize the Hamiltonian, we use Fourier transformation to convert it
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into k-space

âi =
1p
N/2

X

k

eik·ri âk, b̂i+�1 =
1p
N/2

X

k

eik·(ri+�1)b̂k,

â†
i
=

1p
N/2

X

k

e�ik·ri â†k, b̂i+�1 =
1p
N/2

X

k

e�ik·(ri+�1)b̂†k,

1st term of equation (4.25) becomes

�
X

i2A
t1â

†
i
b̂i+�1 = �t1

2

N

X

i2A

X

k

X

k0

e�i(k0�k)·reik·�1 â†k0 b̂k,

= �t1
2

N

X

k

X

k0

eik·�1
⇥P

i2A e�i(k0�k)·r⇤â†k0 b̂k. (4.26)

By using the following identity,
X

i2A
e�i(k0�k)·r = �k,k0

N

2
,

substituting it in equation (4.26)

�
X

i2A
t1â

†
i
b̂i+�1 = �t1

2

N

X

k

X

k0

eik·�1

�k,k0

N

2

�
â†k0 b̂k,

= �t1
X

k

eik·�1 â†kb̂k.

Finally, the first term in k-space becomes

) �
X

i2A
t1
⇣
â†
i
b̂i+�1 + h.c

⌘
= �t1

X

k

⇣
eik·�1 â†kb̂k + h.c

⌘
, (4.27)

similarly 2nd and 3rd term of Hamiltonian (4.25) in k-space can be written
as

�
X

i2A
t2
⇣
â†
i
b̂i+�2 + h.c

⌘
= �t2

X

k

⇣
eik·�2 â†kb̂k + h.c

⌘
, (4.28)

and

�
X

i2A
t3
⇣
â†
i
b̂i+�3 + h.c

⌘
= �t3

X

k

⇣
eik·�3 â†kb̂k + h.c

⌘
. (4.29)

Substituting results from equation (4.27), (4.28), and (4.29) in equation
(4.25), the Hamiltonian in k-space becomes

Ĥ = �t1
X

k

⇣
eik·�1 â†kb̂k + e�ik·�1 b̂†kâk

⌘

� t2
X

k

⇣
eik·�2 â†kb̂k + e�ik·�2 b̂†kâk

⌘

� t3
X

k

⇣
eik·�3 â†kb̂k + e�ik·�3 b̂†kâk

⌘
.

(4.30)
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The right-hand side of equation (4.30) can be written in matrix form as

Ĥ =
⇣
â†k b̂†k

⌘✓ 0 t1eik·�1 + t2eik·�2 + t3eik·�3

t1e�ik·�1 + t2e�ik·�2 + t3e�ik·�3 0

◆✓
âk
b̂k

◆
.

Let

f(k) = t1e
ik·�1 + t2e

ik·�2 + t3e
ik·�3 ,

=
3X

↵=1

t↵e
ik·�↵ ,

Ĥ =
⇣
â†k b̂†k

⌘✓ 0 f(k)
f⇤(k) 0

◆✓
âk
b̂k

◆
,

=
⇣
â†k b̂†k

⌘
H(k)

✓
âk
b̂k

◆
,

where

H(k) ⌘
✓

0 f(k)
f⇤(k) 0

◆
. (4.31)

We can simplify f(k) by writing exponential factors in terms of Bravais
lattice vectors, a and b

f(k) = t1e
ik·�1 + t2e

ik·�2 + t3e
ik·�3 ,

= eik·�3
�
t1eik·(�1��3) + t2eik·(�2��3) + t3

�
,

(4.32)

from geometry of figure (4.1), we can write as

�1 � �3 = a, �2 � �3 = b.

Equation (4.32) becomes

f(k) = eik·�3
�
t1eik·a + t2eik·b + t3

�
,

= eik·�3g(k).

Substituting the value of f(k) in equation (4.31)

H(k) =

✓
0 eik·�3g(k)

e�ik·�3g⇤(k) 0

◆
. (4.33)

For the dispersion relation, using following eigenvalue equation.

|H(k)� E(k) | = 0,
����

�E(k) eik·�3g(k)
e�ik·�3g⇤(k) �E(k)

���� = 0,

E2(k) = e�ik·�3g(k)eik·�3g⇤(k),

= |g(k)|2,
) E(k) = ±|g(k)|,
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the phase factors e�ik·�3 and eik·�3 play no role in the dispersion relation of
the above Hamiltonian. So, these factors can be ignored.
Let us simplify the problem by taking two hopping parameter equal

t1 = t2 = t, t3 = t0,

g(k) = t
�
eik·a + eik·b

�
+ t0, (4.34)

where a = a0(

p
3

2
,
3

2
), b = a0(

�
p
3

2
,
3

2
) are elementary vectors of Bravais

lattice, a0 is the inter-atomic distance as shown in figure 4.1. When t = t0

gap closes at the two points K0 and K0
0 which are located at the of the

Brillouin zone, so when t = t0

K0 =
2⇡

3
p
3a0

�
1,
p
3
�
, K0

0 =
2⇡

3
p
3a0

�
�1,

p
3
�
.

As t0 increases, the two point K and K0 come towards each other, their
relative position is given by

K/K 0 =

 
± 2

3a0
arctan

r
4t2

t0
� 1,

2⇡

3a0

!
.

When t0 = 2t, these points merge into a single point D0 = (0,
2⇡

3a0
), and for

t0 > 2t a band gap opens between the two bands. Putting the value of a
and b in equation (4.34)

g(k) = t exp

✓
3ia0ky

2

◆"
exp

 p
3ia0kx
2

!
+ exp

 
�
p
3ia0kx
2

!#
+ t0,

) g(k) = 2t exp

✓
3ia0ky

2

◆
cos

 p
3a0kx
2

!
+ t0. (4.35)

Expanding equation (4.35) about D0: let ky =
2⇡

3a0
+ qy, ky = 0 + qx

g(q) = 2t exp

✓
3ia0
2

(
2⇡

3a0
+ qy)

◆
cos

 p
3a0qx
2

!
+ t0

g(q) ⇡ �2t

✓
1 +

3ia0
2

qy

◆✓
1� 3

4
a20q

2
x

◆
+ t0,

keeping qx and qy upto lowest order,

g(q) ⇡ t0 � 2t+
3

2
ta20q

2
y � 3ia0tqx.
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Let

� ⌘ 2t� t0, m? ⌘ 1

3a20t
, vF ⌘ 3a0t,

) g(q) ⇡ ��+
q2x
2m?

� ivF qy. (4.36)

The low energy e↵ective Hamiltonian becomes

H(q) ⇡

0

B@
0 ��+

q2x
2m?

� ivF qy

��+
q2x
2m?

+ ivF qy 0

1

CA, (4.37)

the dispersion relation is

E(q) = ±

s✓
q2x
2m?

��

◆2

+ v2
F
q2y .

Figure 4.2: Left: plot of the dispersion relation taking a=1, c=1, �= �5.
Right: plot of the dispersion relation when a=1, c=1, �= �1. These plot
manifest that increasing the value of �= �5 to � = �1 the Dirac point
move in BZ and come closer to each other.

Results:
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Figure 4.3: Left: Inside the BZ, the two Dirac points merges when � = 0.
Right: Further increasing � causes the a band gape opening. Plot is for the
case when: � = 1, a=1, and c=1.

• For� > 0, we have two gapless Dirac points at points (±
p
2m?�, 0).

Furthermore, these points move close to each other by increasing the
value of � from negative towards zero, as shown in figure 4.2.

• For � = 0 = t0� 2t, two Dirac points merge into each other, as shown
in the left figure 4.3.

• For� > 0, a band gap opens as shown in the right figure 4.3.
Time Reversal Symmetry:
The e↵ective Hamiltonian in equation (4.37) can be written in the
form of two level Hamiltonian,

Ĥ0(q) = d(q) · �

where d(q) =
�
aq2x ��, vF qy, 0

�
, q =

�
qx, qy

�
is the crystal momentum

in 2D, � =
�
�1,�2,�3

�
are the Pauli matrices in the pseudo-spin basis,

a is related with inverse of quasi-particle mass along x-axis, vF is the
Dirac velocity along y-axis, and � is the gap parameter.
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Let us check the time reversal symmetry of the semi-Dirac Hamiltonian

⇥̂H0(q)⇥̂
† = K̂H0(q)K̂

⇤,

= K̂
�
dx�x + dy�y

�
K̂⇤,

=
�
d⇤x�

⇤
x + d⇤y�

⇤
y

�
K̂K̂⇤,

=
�
dx�x � dy�y

�
,

because of q ! �q, dy ! �dy,

) ⇥̂Ĥ0(q)⇥̂
† = Ĥ0(�q).

The Hamiltonian has time-reversal symmetry. If we add a perturbation
like �H = m�z in the semi-Dirac Hamiltonian, it opens a band gap.
It leads to a non-zero Berry curvature, but the system is still time-
reversal invariant. As a result, the Chern number will be zero. So,
this perturbation cannot change the band’s topology. We need to
break the time-reversal symmetry of the semi-Dirac Hamiltonian if
we want to change the band topology. In the next step, we apply a
periodic time-dependent perturbation in the form of electromagnetic
radiations. This perturbation breaks the time reversal-symmetry of
the Hamiltonian, and we can expect a change in the band topology.

4.3 Floquet Theory

Now we investigate the e↵ect of time-dependent perturbation in the
form of radiations having vector potentialA(t) = A0

�
sin!t, sin(!t+ �)

�
,

where ! is angular frequency and � is the polarization of the incident
light. Here, we have ignored the spatial dependence of vector potential;
because the wavelength of the incident light is larger than the sample
size. The vector potential breaks the time-reversal symmetry of the
Hamiltonian, so we can expect a topological phase transition, having
a non-zero Chern number in this scenario [10]. By using minimal
coupling

qx ! qx + eAx qy ! qy + eAy
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Ĥ(q, t) =
h
a
�
qx + eAx

�2 ��
i
�x +

⇥
vF
�
qy + eAy

�⇤
�y

=
h
a
�
qx + eA0 sin!t

�2 ��
i
�x +

⇥
vF qy + evFA0 sin(!t+ �)

⇤
�y

=
�
aq2x + e2A2

0 sin
2(!t) + 2eaqxA0 sin!t��

�
�x

+
⇥
cqy + ecA0 sin(!t+ �)

⇤
�y

= (aq2x ��)�x + vF qy�y +
�
e2A2

0 sin
2(!t) + 2eaqxA0 sin!t

�
�x

+
�
evFA0 sin(!t+ �)

�
�y,

Ĥ(q, t) = Ĥ0(q) +H1(q, t)�x +H2(q, t)�y, (4.38)

where

H1(q, t) ⌘
ae2A2

0

2

�
1� cos 2!t

�
+ 2aeA0qx sin!t,

H2(q, t) ⌘ vF eA0 sin(!t+ �).

Because the frequency of the impinged light is much higher than the
natural frequencies, such as the oscillation frequencies of atoms in the
system, we can use the Floquet principle to obtain an e↵ective time-
independent Hamiltonian. By using the Magnus expansion developed
in section 4.1.4 and taking t0 = 0 initial time,

ĤF (q) ⇡ Ĥ(0)
F

+ Ĥ(1)
F

, (4.39)

where

Ĥ(0)
F

(q) =
1

T

Z
T

0
Ĥ(q, t)dt, (4.40)

Ĥ(1)
F

(q) =
1

2ih̄T

Z
T

0
dt1

Z
t1

0
dt2
h
Ĥ(q, t1), Ĥ(q, t2)

i
. (4.41)

Substituting the value of Ĥ(q, t) from equation (4.38) in equation
(4.40)

Ĥ(0)
F

(q) =
1

T

Z
T

0
Ĥ(q, t)dt,

=
1

T

Z
T

0

�
Ĥ0(q) + Ĥ1(q, t)�x + Ĥ2(q, t)�y

�
dt,

=
1

T

Z
T

0

✓
Ĥ0(q) +

ae2A2
0

2

�
1� cos 2!t

�
+ (2aeA0qx sin!t)�x

+ (vF eA0 sin(!t+ �))�y

◆
dt,

Using 1/T
R
T

0 dt(sin!t) = 0 and 1/T
R
T

0 dt(cos 2!t) = 0

) Ĥ(0)
F

(q) = Ĥ0(q) +
ae2A2

0

2
�x. (4.42)
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Substituting the value of time dependent Hamiltonian in equation
(4.41)

Ĥ(1)
F

(q) =
1

2ih̄T

Z
T

0
dt1

Z
t1

0
dt2
h
Ĥ(q, t1), Ĥ(q, t2)

i
,

=
1

2ih̄T

Z
T

0
dt1

Z
t1

0
dt2


Ĥ0(q) +H1(q, t1)�x +H2(q, t1)�y

, Ĥ0(q) +H1(q, t2)�x +H2(q, t2)�y

�
,

(4.43)

the integrand of above the equation contains commutation relations of
the time-dependent Hamiltonian at di↵erent times, which are solved
in the appendix B. From equation (B.15) in the appendix

Ĥ(1)
F

=
⇥
m0 + �q2x + �qx + ⌘qxqy

⇤
�z. (4.44)

Summing H(0)
F

and H(1)
F

, equation (4.39) yields

ĤF = Ĥ0(q) +
ae2A2

0

2
�x +

⇥
m0 + �q2x + �qx + ⌘qxqy

⇤
�z,

=
�
ak2x ��

�
�x + vF qy�y +

ae2A2
0

2
�x +

⇥
m0 + �q2x + �qx + ⌘qxqy

⇤
�z,

=

✓
ak2x +

ae2A2
0

2
��

◆
�x + vF qy�y +

⇥
m0 + �q2x + �qx + ⌘qxqy

⇤
�z,

(4.45)

let � ⌘ ae2A2
0

2
� � and meff ⌘ m0 + �q2x + �qx + ⌘qxqy, equation (4.45)

becomes

ĤF (q) =
�
ak2x + �

�
�x + vF qy�y +meff�z,

= h(q) · �,

with h(q) = (ak2x+�, vF qy,meff ) and the dispersion relation is: E(qx, qy) =

±
q
(ak2x + �)2 + v2

F
q2y +m2

eff
. Note that due to incident light a band gap

opens between Dirac nodes. Also, the term meff responsible for band gap

opening, breaks the time reversal symmetry of the Hamiltonian: ⇥̂meff ⇥̂† 6=
meff . We need to calculate the Berry curvature to determine the Chern
numbers. By using the definition of the Berry curvature for two level system
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from equation (1.46)

F (qx, qy) = ⌥ h

2|h|3
· @h
@qx

⇥ @h

@qy
,

= ⌥ 1

2|h|3

������

ak2x + � vF qy meff

2aqx 0 2�qx + � + ⌘qy
0 vF ⌘qx

������
,

= ⌥ 1

2|h|3
⇥
�
�
aq2x � �

�
� ⌘qy

�
aq2x + �

�
+ 2am0qx � 2��qx

⇤
.

(4.46)

It is evident that F (qx, qy) 6= �F (�qx,�qy), as a result of broken time-
reversal symmetry.

4.3.1 Chern number calculation for gape-less Semi-Dirac system

For circularly polarized (� = ±⇡/2) light: m0 = 0 and � = 0, the Berry
curvature implies

F (qx, qy) = ⌥ 1

2|h|3
⇥
�
�
aq2x � �

�
� ⌘qy

�
aq2x + �

�⇤
. (4.47)

Case 01:
For � > 0 with circularly polarized light, there are two Dirac nodes with
band gap, as shown in the left figure 4.4. In the proximity of band minima
we can approximate h by keeping lowest order terms in qx and qy

ĥ(q) ⇡ (�, vF qy, � qx). (4.48)

The dispersion relation becomes E±(qx, qy) ⇡ ±
q
�2 + v2

F
q2y + �2q2x, which

is a gapped Dirac spectrum. The total Berry flux for this gapped system
in ⌥2⇡sgn(�), where ⌥ corresponds to positive and negative energy bands.
the polarization of light determines the sign of �. Consequently, two Dirac
nodes contribute ⌥(1/2 + 1/2) = ⌥1 to the Chern number.
Case 02:
When � = 0, plotted on the right side of figure 4.4, the two Dirac nodes
merge into each other with band gap closing. This point acts as critical
point, which separates Chern insulating phase from the topologically trivial
phase.
Case 03:
For � < 0, the spectrum becomes gapped again, as shown in figure 4.5.
In this case, the Chern number turns out to be zero. Thus, varying the
intensity of light, we can drive the topological phase transition in the system
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Figure 4.4: Left: Plot of the dispersion relation when � > 0. For this
case, we have two gapped Dirac nodes inside BZ. Right: Plot of the energy
spectrum when � = 0. Both plots show that the topology of band structure
changes by varying the intensity of circularly polarized light.

4.3.2 Chern Insulating States in Gapped Semi-Dirac System

If we break both the inversion symmetry, by introducing perturbation term
�H = m�z, and time-reversal symmetry, by shining polarized light on the
surface of the semi-Dirac system, we expect that the system would mimic
the phase diagram of Haldane model. The gapped semi-Dirac Hamiltonian
is given as

Ĥg(q) = Ĥ0(q) +m�z, (4.49)

this Hamiltonian has broken inversion symmetry. Due to the asymmetric
Berry curvature, its Chern number is zero representing a trivial insulator.
When we shine a light on the Semi-Dirac material, light field A(t) couples
with the momentum as discussed in the previous subsection, the Hamiltonian
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Figure 4.5: Plot of the dispersion relation when � = �0.5. In this case, two
Dirac points merge into each other with a band gap. This phase acts as a
trivial insulating phase.

becomes

Ĥg(q, t) = Ĥ0(q) +H1(q, t)�x +H2(q, t)�y +m�z. (4.50)

Following the same procedure to calculate the Floquet Hamiltonian it becomes

Ĥ(0)
F

(q) = Ĥ0(q) +
ae2A2

0

2
�x +m�z,

Ĥ(1)
F

(q) =
⇥
m0 + �q2x + �qx + ⌘qxqy

⇤
�z + �ĤF .

(4.51)
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The extra term �ĤF comes because of non-zero �Ĥ term in Hamiltonian
(4.49), and it is calculated in the appendix C. From equation (C.2), substituting

the value of �Ĥ(1)
F

(q) in equation (4.51)

Ĥ(1)
F

(q) =
⇥
m0 + �q2x + �qx + ⌘qxqy

⇤
�z �

2vF eA0 cos�

h̄!
�x +

4eaA0qx
h̄!

�y,

by adding Ĥ(0)
F

(q) and Ĥ(1)
F

(q), which is equal to required Floquet Hamiltonian

ĤF (q) = Ĥ0(q) +
ae2A2

0

2
�x +m�z +

⇥
m0 + �q2x + �qx + ⌘qxqy

⇤
�z

� 2vF eA0 cos�

h̄!
�x +

4eaA0qx
h̄!

�y,

where
Ĥ0(q) = (aq2x ��)�x + vF qy�y.

Let

⇤ ⌘ 2vF eA0 cos�

h̄!
, � ⌘ 4eaA0

h̄!
,

the Floquet Hamiltonian can be written in the form of two level Hamiltonian
as

ĤF (q) = hg(q) · �.

where
hg(q) =

�
aq2x + � �m⇤, vF qy +m�qx,m+meff

�
, (4.52)

and � = (�x,�y,�z) are Pauli matrices in pseudo-spin basis.
Berry Curvature Calculation:
We can use the definition (1.47) to calculate the Berry curvature

F (qx, qy) = ⌥ hg

2|hg|3
· @hg

@qx
⇥ @hg

@qy
,

= ⌥ 1

2|hg|3

������

aq2x + � �m⇤ vF qy +m�qx m+meff

2aqx m� 2�qx + � + ⌘qy
0 vF ⌘qx

������
,

= ⌥ vF

2|hg|3


�(aq2x � �)� ⌘qy(aq

2
x + �) +m⇤(qy⌘ + � + 2mqx)

�
a+ �⇤� ⌘�(aq2x � �)/vF

�
�m2qx⌘⇤�/vF

�
.

Again F (qx, qy) 6= F (�qx,�qy), as a consequence of broken time reversal
symmetry.
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Figure 4.6: (a) Phase diagram of photo-induced Chern insulating states in
gapless semi-Dirac system. (b) Phase diagram of Chern numbers in gapped
semi-Dirac system as function of m and �.

4.3.3 Chern number calculation for gapped Semi-Dirac system

The Berry curvature in this case is a function of mass m and polarization �.
As a result, if we fix the intensityA0 and the frequency ! of the incident light,
by varying m and polarization �, the gapped semi-Dirac system imitates the
phase diagram of the Haldane model as shown in the figure In figure 4.6(b)
the boundaries of blue region represent m0 case when one of the Dirac nodes
become gapless, and they act like critical points for phase transition. When
|m| < |m0| two Dirac nodes have opposite sign, and they contribute 1/2, 1/2
or -1/2,-1/2, to the Chern number, where sign depends on the polarization.
However, when |m| > |m0|, two Dirac nodes contribute with opposite signs,
as a result, the Chern number vanishes in this region.
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Conclusions

The crux of my thesis is summarized as:

• Topological insulator is a generic concept that can arise in di↵erent
materials in one and two dimensional systems.

• Non-zero Berry phase of electronic wave function can lead to non-
trivial topological phenomena in gapped systems.

• We can deform a topological Hamiltonian without changing topological
index as long as system remains an insulator. This is one of the defining
properties of topological insulators and it leads to quantization of
physical properties like 1D polarization and Hall conductivity etc.

• In case of electronic Hamiltonian on a honeycomb lattice, low-energy
spectrum is gapless because of time-reversal symmetry and space inver-
sion symmetry, and we need to break time-reversal symmetry of the
Hamil-tonian to get topological non-trivial Chern insulating states.

• We can move Dirac nodes inside BZ by varying nearest neighbour
hopping parameters, and they can even merge into each other. If we
take one out of the three nearest hopping parameter di↵erent from rest
of the two, we get semi-Dirac Hamiltonian in the vicinity of two Dirac
nodes.

• Semi-Dirac Hamiltonian is time-reversal invariant. We can break the
TRS by introducing time-dependent perturbations like shining of electr-
omagnetic radiations on the material. As a result, Chern insulating
states arise.

• In a gapless semi-Dirac system, by using circular polarized light we
can induce Chern insulating states by varying the intensity of incident
light. Hence, the intensity acts as experimental knob.

• In a gapped semi-Dirac material, by fixing the intensity and frequency
of the incident light we can induce topological transition obtaining a
phase diagram which is similar to Haldane’s model phase diagram.
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Appendix A

Gauge Transformation in
Quantum Mechanics

�
p̂� qA0

em(x, t)
� �� 0

s(x, t)
↵
= (�ih̄r� qAem(x, t)� qr⌘(x, t)) exp{iq⌘(x, t)/h̄}

⇥ | s(x, t)i ,

=
((((((((((((((((
q exp{iq⌘(x, t)/h̄}(r�) | s(x, t)i
� ih̄ exp{iq⌘(x, t)/h̄} |r s(x, t)i
� qAem exp{⌘(x, t)/h̄} | s(x, t)i

�
((((((((((((((((
q exp{iq�(x, t)/h̄}(r⌘) | s(x, t)i,

= �ih̄ exp{iq⌘(x, t)/h̄} |r s(x, t)i
� qAem exp{iq⌘(x, t)/h̄} | s(x, t)i ,

�
p̂� qA0

em(x, t)
� �� 0

s(x, t)
↵
= �ih̄ exp{iq⌘(x, t)/h̄} |r s(x, t)i

� qAem exp{iq�(x, t)/h̄} | s(x, t)i ,
(A.1)
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taking dot product between (p̂� qA0
em(x, t)) and equation (A.1),

�
p̂� qA0

em(x, t)
�2 �� 0

s(x, t)
↵
=
�
p̂� qA0

em(x, t)
�
·
�
p̂� qA0

em(x, t)
� �� 0

s(x, t)
↵

= (�ih̄r� qAem(x, t)� qr⌘(x, t))·
(�ih̄ exp{iq⌘(x, t)/h̄} |r s(x, t)i � qAem exp{iq⌘(x, t)/h̄} | s(x, t)i)

=
(((((((((((((((((((((

�ih̄q exp{iq⌘(x, t)/h̄}r⌘(x, t) · |r s(x, t)i
� h̄2 exp{iq�(x, t)/h̄}

��r2 s(x, t)
↵

+ ih̄q exp{iq⌘(x, t)/h̄}(r ·Aem) | s(x, t)i

�
((((((((((((((((((((

q2 exp{iq�(x, t)/h̄}(Aem ·r�) | s(x, t)i
+ ih̄q exp{iq⌘(x, t)/h̄}Aem · |r s(x, t)i
+ ih̄q exp{iq⌘(x, t)/h̄}Aem · |r s(x, t)i
+ q2A2

em exp{iq⌘(x, t)/h̄} | s(x, t)i

+
((((((((((((((((((((

ih̄q exp{iq⌘(x, t)/h̄}r⌘(x, t) · |r s(x, t)i

+
((((((((((((((((((((

q2 exp{iq⌘(x, t)/h̄}(Aem ·r⌘) | s(x, t)i,
= exp{iq⌘(x, t)/h̄}[� h̄2r2 | s(x, t)i

+ ih̄q(r ·Aem) | s(x, t)i
+ 2ih̄qAem ·r | s(x, t)i+ q2A2

em s(x, t)],

�
p̂� qA0

em(x, t)
�2 �� 0

s(x, t)
↵
= exp{iq⌘(x, t)/h̄}


(�ih̄r� qAem(x, t))2

⇥ | s(x, t)i
�
. (A.2)
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Appendix B

Floquet Theory

I ⌘

Ĥ0(q) +H1(q, t1)�x +H2(q, t1)�y

, Ĥ0(q) +H1(q, t2)�x +H2(q, t2)�y

�
,

=
h
Ĥ0(q), Ĥ0(q)

i
+
h
Ĥ0(q), Ĥ1(q, t2)�x

i
+
h
Ĥ0(q), H2(q, t2)�y

i

+
h
H1(q, t1)�x, Ĥ0(q)

i
+ [H1(q, t1)�x, H1(q, t1)�x]

+ [H1(q, t1)�x, H2(q, t2)�y] +
h
H2(q, t1)�y, Ĥ0(q)

i

+ [H2(q, t1)�y, H1(q, t2)�x]

+ [H2(q, t1)�y, H2(q, t2)�y],

(B.1)

1st commutators becomes

h
Ĥ0(q), Ĥ0(q)

i
= 0,

2nd commutation relation in equation (B.1) implies
h
Ĥ(q), H1(q, t2)�x

i
=
⇥�
dx�x + dy�y

�
, H1(q, t2)�x

⇤
,

= dxH1(q, t2)[�x,�x] + dyH1(q, t2)[�y,�x],

= dyH1(q, t2)(�2i�z),

)
h
Ĥ(q), H1(q, t2)�x

i
= �2iH1(q, t)dy�z, (B.2)

3rd commutation relation implies
h
Ĥ0(q), H2(q, t2)�y

i
=
⇥�
dx�x + dy�y

�
, H2(q, t2)�y

⇤
,

= dxH2(q, t2)[�x,�y] + dyH2(q, t2)[�x,�x],

= dxH2(q, t2)(2i�z),
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)
h
Ĥ(q), H2(q, t2)�y

i
= 2iH2(q, t2)dx�z, (B.3)

h
H1(q, t1)�x, Ĥ0(q)

i
= H1(q, t1)

⇥
�x,
�
dx�x + dy�y

�⇤
,

= dxH1(q, t1)[�x,�x] + dyH1(q, t1)[�x,�y],

= dyH1(q, t1)(2i�z),

)
h
H1(q, t1)�x, Ĥ0(q)

i
= 2iH1(q, t1)dy�z, (B.4)

the 4th term in equation (B.1) vanishes

[H1(q, t1)�x, H1(q, t2)�x] = H1(q, t1)H1(q, t2)[�x,�x],

= 0,

[H1(q, t1)�x, H1(q, t2)�x] = 0, (B.5)

similarly

[H2(q, t1)�y, H2(q, t2)�y] = 0. (B.6)

The 7th term implies

h
H2(q, t1)�y, Ĥ0(q)

i
= H2(q, t1)

⇥
�y,
�
dx�x + dy�y

�⇤
,

= dxH2(q, t1)[�y,�x] + dyH1(q, t1)[�y,�y],

= dxH2(q, t1)(�2i�z),

)
h
H2(q, t1)�y, Ĥ0(q)

i
= �2iH2(q, t1)dx�z, (B.7)

the second last term implies

[H2(q, t1)�y, H1(q, t2)�x] = H1(q, t2)H2(q, t1)[�y,�x],

= H1(q, t2)H2(q, t1)(�2i�z),

) [H2(q, t1)�y, H1(q, t2)�x] = �2iH1(q, t2)H2(q, t1)�z (B.8)

the last term becomes

[H1(q, t1)�x, H2(q, t2)�y] = H1(q, t1)H2(q, t2)[�x,�y],

= H1(q, t2)H2(q, t1)(2i�z),

) [H1(q, t1)�x, H2(q, t2)�y] = 2iH1(q, t1)H2(q, t2)�z. (B.9)

71



Putting the results from equation (B.2) to (B.9) in equation (B.1), the
integrand simplifies to

I = �2iH1(q, t2)dy�z + 2iH2(q, t2)dx�z + 2iH1(q, t1)dy�z

� 2iH2(q, t1)dx�z � 2iH1(q, t2)H2(q, t1)�z

+ 2iH1(q, t1)H2(q, t2)�z,

= {H1(q, t1)�H1(q, t2)}dy(2i�z)
+ {H2(q, t1)�H2(q, t1)}dx(2i�z)
+ {H1(q, t1)H2(q, t2)�H1(q, t2)H2(q, t1)} (2i�z),

(B.10)

substituting the value of I in equation (4.43)

Ĥ [1]
F
(q) =

�z
h̄T

Z
T

0
dt1

Z
t1

0
dt2{H1(q, t1)�H1(q, t2)}dy

+
�z
h̄T

Z
T

0
dt1

Z
t1

0
dt2{H2(q, t1)�H2(q, t1)}dx

+
�z
h̄T

Z
T

0
dt1

Z
t1

0
dt2


H1(q, t1)H2(q, t2)

�H1(q, t2)H2(q, t1)

�
.

(B.11)

1st integral in equation (B.11)

Z
T

0
dt1

Z
t1

0
dt2{H1(q, t1)�H1(q, t2)}dy

=
ae2A2

0

2

Z
T

0
dt1

Z
t1

0
dt2{cos 2!t2 � cos 2!t1}

+ 2eaA0qx

Z
T

0
dt1

Z
t1

0
dt2{sin!t1 � sin!t2},

=
ae2A2

0

2

Z
T

0
dt1

⇢✓Z
t1

0
dt2 cos 2!t2

◆
� t1 cos 2!t1

�

+ 2eaA0qx

Z
T

0
dt1

⇢
t1 sin!t1 �

✓Z
t1

0
dt2 sin!t2

◆�
,

=
ae2A2

0

2

Z
T

0
dt1

⇢
sin 2!t1

2!
� t1 cos 2!t1

�

+ 2eaA0qx

Z
T

0
dt1

⇢
t1 sin!t1 �

1

!
(1� cos!t1)

�
,

= 2eaA0qx

⇢
�T

!
� T

!

�
.

=
�4eaA0qxT

!
,
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The following results were used in the above integral

Z
T

0
dt1 sin 2!t1 = 0,

Z
T

0
dt1(t1 cos 2!t1) = 0,

Z
T

0
dt1(t1 sin 2!t1) = �T

!
,

Z
T

0
dt1

Z
t1

0
dt2{H1(q, t1)�H1(q, t2)}dy =

�4eaA0qxT.

!
(B.12)

The second integral in equation (B.11) implies

Z
T

0
dt1

Z
t1

0
dt2{H2(q, t1)�H2(q, t1)},

= vF eA0

Z
T

0
dt1

Z
t1

0
dt2{sin(!t2 + �)� sin(!t1 + �)},

= vF eA0

Z
T

0
dt1

⇢✓Z
t1

0
dt2 sin(!t2 + �)

◆
� t1 sin(!t1 + �)

�
,

= vF eA0

Z
T

0
dt1

⇢
1

!
(cos�� cos(!t1 + �))� t1 sin(!t1 + �)

�
,

= vF eA0

⇢
T cos�

!
+

T cos�

!

�
,

=
2vF eA0T cos�

!
,

Z
T

0
dt1

Z
t1

0
dt2{H2(q, t1)�H2(q, t1)} =

2vF eA0T cos�.

!
(B.13)
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The third integral in equation (B.11) implies

Z
T

0
dt1

Z
t1

0
dt2{H1(q, t1)H2(q, t2)�H1(q, t2)H2(q, t1)}

=

Z
T

0
dt1H1(q, t1)

✓Z
t1

0
dt2H2(q, t2)

◆

�
Z

T

0
dt1H2(q, t1)

✓Z
t1

0
dt2H1(q, t2)

◆
,

= vF eA0

Z
T

0
dt1H1(q, t1)

✓Z
t1

0
dt2 sin(!t2 + �)

◆

�
Z

T

0
dt1H2(q, t1)

✓Z
t1

0
dt2

ae2A2
0

2
(1� cos 2!t2)

+ 2aeA0qx

Z
t1

0
dt2 sin!t2

◆
,

=
vF eA0

!

Z
T

0
dt1H1(q, t1)(cos�� cos(!t1 + �))

�
Z

T

0
dt1H2(q, t1)

⇢
ae2A2

0

2

✓
t1 �

cos 2!t2
2!

◆
+

2aeA0qx
!

(1� cos!t1)

�

=
vF eA0 cos�

!

Z
T

0
dt1H1(q, t1)�

vF eA0

!

Z
T

0
dt1H1(q, t1) cos(!t1 + �)

� ae2A2
0

2

Z
T

0
dt1H2(q, t1)t1 +

ae2A2
0

4!

Z
T

0
dt1H2(q, t1) cos 2!t1

� 2aeA0qx
!

Z
T

0
dt1H2(q, t1) +

2aeA0qx
!

Z
T

0
dt1H2(q, t1) cos!t1

=
vF eA0 cos�

!

Z
T

0
dt1

⇢
ae2A2

0

2

�
1� cos 2!t1

�
+ 2aeA0qx sin!t1

�

� vF eA0

!

Z
T

0
dt1

⇢
ae2A2

0

2

�
1� cos 2!t1

�
+ 2aeA0qx sin!t1

�
cos(!t1 + �)

� avF e3A3
0

2

Z
T

0
dt1(t1 sin(!t+ �)) +

avF e3A3
0

4!

Z
T

0
dt1 sin(!t1 + �) cos 2!t1

� 2avF qxe2A2
0

!

Z
T

0
dt1 sin(!t1 + �) +

2avF qxe2A2
0

!

Z
T

0
dt1 sin(!t1 + �) cos!t1,
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the following results are used in the above integral

Z
T

0
dt1 cos(!t1 + �) sin!t1 =

�1

2
sin�,

Z
T

0
dt1 cos 2!t1 = 0,

Z
T

0
dt1 cos(!t1 + �) cos 2!t1 = 0,

Z
T

0
dt1 sin!t1 = 0,

Z
T

0
dt1 sin(!t1 + �) cos!t1 =

1

2
sin�,

Z
T

0
dt1

Z
t1

0
dt2{H1(q, t1)H2(q, t2)�H1(q, t2)H2(q, t1)}

=
vF eA0 cos�

!
⇥ ae2A2

0

2
⇥ T cos�+

aqxvF e2A2
0

!
⇥ T sin�,

+
vF eA0 cos�

!
⇥ ae2A2

0

2
⇥ T cos�+

aqxvF e2A2
0

!
⇥ T sin�,

=
vF eA0 cos�

!
⇥ ae2A2

0

2
⇥ 2T cos�+

aqxvF e2A2
0

!
⇥ 2T sin�,

(B.14)

substituting above results in equation (B.11)

Ĥ [1]
F
(q) =

�z
h̄T

⇥ �4eaA0qxT

!
⇥ vFky

+
�z
h̄T

⇥ 2vF eA0T cos�

!
⇥
�
aq2x ��

�

+
�z
h̄T

⇥ vF eA0 cos�

!
⇥ ae2A2

0

2
⇥ 2T cos�

+
�z
h̄T

⇥ aqxvF e2A2
0

!
⇥ 2T sin�.

Let

⌘ ⌘ �4aeA0vF
h̄!

, � ⌘2aeA0vF
h̄!

cos�,

m0 ⌘
vF eA0

h̄!

�
ae2A2

0 � 2�
�
, � ⌘2avF e2A2

0

h̄!
sin�,

Ĥ(1)
F

=
⇥
m0 + �q2x + �qx + ⌘qxqy

⇤
�z. (B.15)
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Appendix C

Gapped semi-Dirac
Hamiltonian

From the subsection

�Ĥ(1)
F

(q) =
1

2ih̄T

Z
T

0
dt1

Z
t1

0
dt2
nh

Ĥ(q, t1),m�z
i
+
h
m�z, Ĥ(q, t2)

io
.

(C.1)
Let

B ⌘
h
Ĥ(q, t1),m�z

i
+
h
m�z, Ĥ(q, t2)

i
,

putting the value of Ĥ(q, t1) and Ĥ(q, t2) from section (4.3) and evaluating
the commutator

B = 2im�x(H2(q, t1)�H2(q, t2)) + 2im�y(H1(q, t2)�H1(q, t1)).

Putting the value of B in equation (C.1)

�Ĥ(1)
F

(q) =
1

2ih̄T

Z
T

0
dt1

Z
t1

0
dt2{2im�x(H2(q, t1)�H2(q, t2))}

+
1

2ih̄T

Z
T

0
dt1

Z
t1

0
dt2{2im�y(H1(q, t2)�H1(q, t1))},

=
m�x
h̄T

Z
T

0
dt1

Z
t1

0
dt2{(H2(q, t1)�H2(q, t2))}

+
m�y
h̄T

Z
T

0
dt1

Z
t1

0
dt2{(H1(q, t2)�H1(q, t1))}.

The integrand in the above equation has been already evaluated in equation
(B.12) and (B.13),

�Ĥ(1)
F

(q) = �m�x
h̄T

⇥ 2vF eA0T cos�

!
+

m�y
h̄T

⇥ 4eaA0qxT

!
,
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after simplification

) �Ĥ(1)
F

(q) = �2vF eA0 cos�

h̄!
�x +

4eaA0qx
h̄!

�y. (C.2)
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