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Abstract

Survey statistician’s purpose has always been to produce the best estimates of unknown
population parameters. In survey sampling, the selected sample might contain tied values.
The idea of ranking with tied values takes the variation of the auxiliary variable into account.
We have propose a two-fold application of auxiliary information in which auxiliary information
is supported by original and ranked auxiliary variables. Simple and stratified random sampling
schemes are used to establish mathematical developments. The results align perfectly with the
idea of using auxiliary information to help estimate the required characteristics.We observe
that using relevant information more thoroughly enhances the efficiency of the estimation
process. Up to the first level of approximation, we formulate expressions for the bias and
mean square errors of the proposed estimators. We conduct a theoretical assessment of the
suggested estimators. We employed real-world data sets to demonstrate, through numerical
analysis, how the proposed estimators perform, thus corroborating our theoretical conclusions.
The analysis demonstrated that the proposed estimator performed better than the existing

estimators.



Chapter 1

Introduction

1.1 Background of the study

Many researcher’s primary focus has always been on determining the many traits and Popu-
lation statistics, including measures like average, variability, and proportion, but examining
the entire population is challenging. Due to limited resources such as time, labour or money,
having access to every member of the population is frequently neither feasible nor practical.
To address this issue, we choose a manageable subset of a population that is Reflective of the
whole population.

In statistical analysis, the act of choosing a certain number of observations from a larger
population is known as sampling. Various sampling designs, like simple random sampling,
stratified random sampling, systematic sampling, and cluster sampling, are employed to select
samples from a larger population, and their choice depends on the specific type of study being
conducted, which spans virtually every facet of human activity.

Sampling is the structured method of choosing a sample that accurately represents a
population in research, enabling us to draw conclusions about the entire population. The
advantages of sampling is the possibility of saving money and human resources. Within
a given sample size, the goal of sample selection is to optimise estimation accuracy while
avoiding bias. This is critical since bias can undermine information integrity and affect a

researcher’s findings.

1.2 Survey Sampling

Sample survey uses the sampling method to survey only a part of the population rather than
the complete population in order to estimate the Characteristics of a population (such as
average, median, variance, mode, total, ratio, distribution function). A sample survey is
a method of determining features of a population or universe by analysing a subset of it.
Researchers, organisations, and government bodies all around the world use these methods
to investigate, make taxes, price fixing, and minimum wage decisions, as well as plan and

project future economic structure. Sample surveys have several advantages, including the fact
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that they are simple, inexpensive, and require a smaller scale of operation, which decreases
the time required to collect and process data. It enables the measuring of demographic
features that would otherwise be impossible to quantify. Importantly, in order to make exact

inferences, sample surveys must acquire a population-representative sample.

1.3 Auxiliary information

Estimators can become more precise when auxiliary information is employed, particularly
when there is a correlation between the study variable and the auxiliary variables. Auxiliary
variables are information available for all units of the population before data collection on the
study variable. The researchers utilize these information in developing efficient estimators.
Using auxiliary data to estimate the population parameter, Neyman (1938) improved his
results. In the literature of survey sampling, various methods exist to enhance the efficiency
of population mean estimations through the incorporation of auxiliary information. These
methods encompass ratio, product, and regression approaches. By effectively utilizing auxiliary
information, we can decrease the mean square error (MSE) of the estimator, resulting in a
more efficient estimation.When there’s a positive correlation between the study variable (V)
and the auxiliary variable (X), the ratio estimator is the optimal choice for estimating the
population mean. Conversely, when they exhibit negative correlation, the product estimator
is the more efficient option. The ratio estimator is most effective when there is a linear
relationship between the study variable and the auxiliary variable, and the regression line
intersects the origin. However, if the regression line doesn’t pass through the origin, the ratio
estimator loses its effectiveness, and the preference shifts to the regression estimator. A large
number of researchers work with supplementary data in the form of variables. Cochran (1977)
centered his work on employing them during the stage of estimation aimed at enhancing the
efficiency of the estimators.

In the field of survey sampling, the use of auxiliary information has a history of being
applied. Hansen and Hurwitz (1943) suggest incorporating auxiliary data when selecting
samples with varying probabilities. Koyuncu and Kadilar (2009a) introduces a set of estimators
that utilize auxiliary information within the context of stratified random sampling. Numerous
authors have developed different estimators to enhance ratio estimations in simple random
sampling by incorporating auxiliary variables, including Upadhyaya and Singh (1999), Sisodia
and Dwivedi (1981), Singh and Tailor (2003), Shabbir and Gupta (2007), and Khoshnevisan
et al. (2007). Modifications were made to ratio estimators in the context of stratified
random sampling by Kadilar and Cingi (2003), Shabbir and Gupta (2005), Kadilar and
Cingi (2005),Koyuncu and Kadilar (2009a), Koyuncu and Kadilar (2009b) to enhance the
effectiveness of the estimators.

When there is a correlation between the values of the study variable and the auxiliary
variable, the study variable values are also correlated with the rankings of the auxiliary variable.

Utilizing the idea, Haq et al. (2017) introduced a novel estimator for the mean of a finite
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population, which utilizes dual sources of auxiliary information, including auxiliary variables
and their rankings. The bias and mean squared error (M SFE) of the proposed estimator
were calculated using a first-order approximation. Both theoretical analysis and empirical
studies indicate that the suggested estimator performs better than all other commonly used
estimators.

Yaqub et al. (2017) addressed the problem of estimating the finite population mean
that utilizes the auxiliary information and ranks of the auxiliary variable in the presence of
non-response. Up to the first order of approximation, expressions for bias and mean squared
error of considered estimators are generated. Numerical study suggests that the proposed
estimator is more efficient than the usual estimators.

Shabbir and Gupta (2019) presented an extensive range of estimators for finite population
variance within the framework of stratified sampling, which includes the utilization of auxiliary
variables and their respective rankings. The bias and mean square estimator were calculated
using a first-order approximation. The outcomes illustrate that the proposed generalized class
of estimators is superior in efficiency compared to the traditional sample variance estimator..

Javed and Irfan (2020) expanded upon the concept introduced by Haq et al. (2017) to
develop novel exponential-type estimators optimized for estimating the mean of a finite
population within a stratified random sampling framework. The bias and mean squared error
were calculated for the suggested estimators. The numerical findings indicate that these
estimators outperform the competition in terms of efficiency

Ahmad et al. (2021) introduced an enhanced set of estimators for the mean of a finite
population within the context of stratified random sampling. Bias and mean square error
estimates were calculated for both the proposed and existing estimators using a first-order
approximation. The results from the simulation study led to the conclusion that the suggested
family of estimators performed superiorly.

When information regarding the study variable is lacking, the utility of supplemental
knowledge becomes vital. Ullah et al. (2021) introduces a novel exponential-type estimator
for estimating the mean of a finite population within a simple random sampling framework.
Mathematical expressions for the bias and mean squared error were derived of the proposed
estimator using a first-order approximation. Both theoretical analysis and empirical studies
consistently showed that the proposed estimator surpasses existing estimators in terms of
percentage relative efficiency.

The utilization of dual auxiliary information is instrumental in enhancing estimator
efficiency. In pursuit of this objective, Irfan et al. (2022) introduced exponential estimators of
the difference type, leveraging dual auxiliary information, for estimating the population mean
in the context of simple random sampling. Mathematically, the bias and mean squared error
of the proposed estimators were defined. Empirical and simulation outcomes, considering
mean square errors and percentage relative efficiencies, consistently demonstrated that the
suggested estimators outperformed their counterparts.

In their work, Shabbir and Onyango (2022) introduced an enhanced unbiased estimator for
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estimating the mean of a finite population. This was achieved by utilizing a single auxiliary
variable along with its ranking, incorporating the Hartley-Ross procedure, particularly
when certain parameters of the auxiliary variable are known. Mathematical expressions for
the bias and mean square error (or variance) of the estimator are derived up to the first-
order approximation. The proposed unbiased estimator outperformed all other considered

estimators.

1.4 Sampling Methods

The primary goal of sampling theory is to gauge characteristics of the population, specifically
the population mean. In the survey sampling literature, there are several approaches and
sample procedures that are extensively used for estimating characteristics of the population. To
improve the accuracy of the mean estimators, auxiliary information is typically used throughout
the sampling and/or estimating stages. When the study variable strongly correlates with
the auxiliary variable, we anticipate that the ratio between the study and auxiliary variables
will exhibit less variability compared to the study variable alone. Conversely, when there
is a negative correlation between the study and auxiliary variables, the product method of
estimation becomes the preferable choice. When contrasted with the conventional mean-per-
unit estimator under simple random sampling (SRS), these estimators are known to have
lower variances under certain conditions. To properly begin statistical research, the sampling
technique and estimators to be used must be clearly determined.

Numerous sampling techniques have been developed to obtain effective estimations of
attributes, with simple random sampling and stratified random sampling being the most

prevalent methods.

1.4.1 Simple random sampling

Simple random sampling (SRS) is the most commonly used data collection strategy when
we need to draw conclusions about a population through the analysis of only a portion of
it. When the population units are homogeneous, the results are more precise. In SRS, each
individual unit of a population is chosen at random, so that each sample has the same chance
of being chosen at any point of the process. There are two methods for drawing a sample from
SRS: one is with replacement scheme and the other is without replacement. In the context of
simple random sampling with replacement (SRSWR), every unit within the population has
an identical likelihood of being chosen and replaced before drawing the next sample unit. In
sampling without replacement (SRSWOR), a subset of the observations is chosen at random,

and once chosen, an observation cannot be chosen again.
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1.4.2 Stratified random sampling

When the population units are heterogeneous, SRS is not successful because the selected
sample may not be a good representative of the population, and the estimator’s precision
falls as a result. To address this issue, stratified random sampling is used. The sampling
approach of stratified random sampling splits the entire population of interest into strata,
which are homogeneous groups from which samples are taken separately and independently.
These classifications must be mutually exclusive or non-overlapping. The stratum should
contain uniform units, or variability within subgroups should be minimal, but diversity
between subgroups should be maximal. Many allocation methods are used to calculate sample
size, including proportional allocation, equal allocation, optimum allocation, and Neyman’s

allocation.

1.5 Tied Ranks

A simple rank is a number assigned to a single sample item based on its position in the sorted
list. The first item is given a rank of one, the second a rank of two, and so on. There could be
two or more observations with the same rank. These are known as tied values. When two or
more values are tied, the mean of their ranks is assigned to each. There would be no change
in the ranks of the other values. For instance, if we have 1,2,3,4,4,4,5,6,6 as the dataset then
the 4’s and 6’s are tied values. Tied data is a concern because identical numbers must now
be transformed into rank. Sometimes ranks are assigned at random, while other times an
average rank is used. Ranking is a strategy that is often used in Non-parametric Statistics.
Most significantly, a methodology for breaking tied ranks must be provided in order for the

result to be consistent.

1.6 Motivation for this research

Tied ranks are used in research when there are two or more observations that have the same
value. It can happen for various reasons, such as measurement error, rounding, or limitations
of the measurement instrument. In some cases, tied ranks can be problematic when computing
statistical tests or measures that assume unique ranks, such as the Spearman correlation
coefficient or the Mann-Whitney U-test. Simple ranks are equally spaced and does not take
the variation into account, while tied rank are not equally spaced and better represents the
scattered the data set. So, it is expected that the estimator using tied ranks would perform
better than those using simple ranks as it takes the variation of the auxiliary variable into

account.
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1.7 Thesis outline

The remainder of this thesis is organized as follows: Chapter 2 provides a review of relevant
literature. In Chapter 3, we develop an estimator for estimating the mean of a finite population
under simple random sampling, utilizing auxiliary information through tied ranks. Chapter 4
extends this concept to stratified random sampling. Finally, chapter 5 presents the conclusions

drawn from the research conducted in this thesis.



Chapter 2
Literature Review

The purpose of this research is to derive an estimate for the mean of the finite population by
incorporating auxiliary data. As many authors have contributed to this with an aim and have
suggested improved estimators of the population parameters. Some of them are listed here.

Laplace (1820) was the first to use supplementary data to estimate the population. The
work of Neyman (1938) is regarded as preliminary work in which supplementary data is used
to improve an estimator. Numerous statisticians specializing in surveys have contributed
thereafter to estimate the finite population mean and other population characteristics using
auxiliary data to enhance efficiency of estimators. The traditional unbiased estimator for the

mean per unit is represented as y = Y ; y;/n, and its associated variance is provided as
- o2 2
Var(y) = \Y=C, (2.1)

where A = (1 — f)/n and C, = SZ/}_/ which is the coefficient of variation.

Cochran (1940) introduced the incorporation of an auxiliary variable in the estimation
process and introduced the ratio estimator for the population mean. It’s widely recognized
that ratio-type estimators excel over the sample mean per unit estimator when there’s a
strong positive correlation between the study variable and an auxiliary variable, and the

regression line goes through the origin. The usual ratio estimator is

F e

SRS

X (2.2)

where y represents the sample mean of the study variable, x signifies the sample mean of the
auxiliary variable, and X denotes the population mean of the auxiliary variable.

The Bias and MSE of usual estimator are

A

Bias(Yg) = AY[C? — p,,. - Cx - Cy] (2.3)
MSE(Yg) = \Y2(C2 4 C2 — 2p,, - C - Cy) (2.4)

where C, = S} /Y and C, = S?/X are the population coefficient of variation and p,, =
Syz/SySs be the correlation coefficient of Y with X.
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The proposal for the linear regression estimator came from Hansen et al. (1953), and is
defined as
Yir =g +b(X —7) (2.5)

V(i) = AS3(1 - p2,) (2.6)

where b = S,,/S? is the regression coefficient.

The goal of survey statisticians has been to search for the best estimates of unknown
population parameters. Khoshnevisan et al. (2007) proposed a comprehensive class of
estimators denoted as EQ/K, encompassing various adapted ratio-type estimators proposed by
different authors as specific instances. This class is defined as
aX +b 7
—Y afaz +b) + (1 —a)(aX +0)] (2.7)

where a(# 0) and b’ can be functions or known constants that depend on any population

;»
|
|

parameters known, including coefficients of skewness such as (51(z), f2(z)), correlation
coefficient py,, coefficient of variation C;, etc.

Please observe that the mean per unit, ratio, and product estimators are instances of ?K,
given that « =a =1 and b =0, when g = 0,1 and —1, respectively.

In the framework of Simple Random Sampling Without Replacement (SRSWOR), we
obtain expressions up to the first-order approximation.

The Bias and M SE of ?K, where 0 = aX /(aX +b), are given by

A

Bias(Yi) = g¥ abA(gC2N0 — pr, C1C, ), (2.8)
MSE(Ve) = P2AC (1 + 220 S2 — 29005, S 2.9
(Vie) = V2ACH (1 + %" 5 = 2900pm ). (2.9)

The optimal values of (afg) yield the minimum Mean Squared Error (M SFE) for (SQ/K), and

this minimum M SFE is expressed as

MSEpin(Yic) 2 AV?C2(1 - 2,). (2.10)

The minimum Mean Squared Error (M SFE) coincides with the approximate variance of the
conventional linear regression estimator.The empirical findings demonstrate that the suggested
group of estimators exhibits greater efficiency compared to the currently available estimators.

Rao (1991) proposed an enhanced difference-type estimator, which is formulated as follows

Yap =g +1(X —7) (2.11)

where t; and t, are appropriately selected constants.

The Bias and MSE of Yg p are

Bias(Ya,p) =V (t, — 1) (2.12)
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MSE(Yip) = 2Y2 4+ £2Y°AC2 + 2X°AC2 + V2 — 26V — 246V X\ppy CoCy (2.13)
Differentiating (2.12) with respect to ¢; and t5, we get

1
0 T TG )

t2(opt) -

}_/Cypya: }
XCp[14+XC2(1 = p2,)

The optimal values yield the minimum Mean Squared Error (MSE) for lﬁ/R,D, and this
minimum M SE is expressed as

AY2C2(1 - p2,)
14+ AC2 (1= p2,)

I

(2.14)

MSEpin(Yan)

Bahl and Tuteja (1991) was a trailblazer in the development of exponential estimators in
simple random sampling. These estimators utilize an exponential function to estimate the
mean of a finite population, making use of information from a single auxiliary variable. The

suggested estimators are given by

- X -z
Y; =qye = 2.15
BT,R = Y €Xp <X+9‘3> ( )
2 r—X
Y, =ye = 2.16
BT,p = Y €Xp (X—i—m) ( )

The Biases and M SE’s of l_/BT7 r and }_/BT, p, respectively, are given by

~ _ 2
Bias(Ygr.z) = Y)\lgg‘” - p;,;yc;ccy] (2.17)
N _ 2
Bias(Yng) =Y\ [% — W] (218)
and _
- LAY2,
MSE(Yir.p) = T(4Cy +C2 = 49, C, ;) (2.19)
Y ~ AY? 2 2
MSE(Yprp) = T(40y +C2 + 49, C, ) (2.20)

In numerous practical scenarios, these estimators have demonstrated superior efficiency and
have been assessed for their precision in comparison to conventional mean per unit, ratio,
and product estimators.

Building upon the research conducted by Bahl and Tuteja (1991) as a foundation, Singh
et al. (2009) introduces a ratio-type exponential estimator for the estimation of the population

mean of the variable of interest. The Mean Squared Error (MSFE) equations for all the
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proposed estimators are derived and subsequently compared in the context of simple random

sampling without replacement (SRSWOR). The proposed estimator is

>

- a(X — )
s T VP (a(X + )+ 2b> (2.21)

Note that both the estimators of Bahl and Tuteja (1991) are special cases of EQ/S when (a= 1,
-1 and b= 0), respectively.

The bias and Mean Squared Error (MSE) of the proposed estimator are provided as

follows. 0
Bias(Ys) = YOA [32”@ - pmyCy] (2.22)
MSE(Ys) = Y2A[62C2 + C2 — 20p,,C.C, | (2.23)

The minimum Mean Squared Error (MSE) for }Q/S occurs at the optimal values, which are
expressed as
MSE,(Ys) 2 AY2CE(1 - pry) (2.24)

Grover and Kaur (2014) proposed a versatile category of exponential estimators based on

ratios by combining the estimators of Rao (1991) and Singh et al. (2009), given as

~ _ alX — T
Yoka = {wlgj + wo(X — j)} exp (a(X(—i— 7 —i—)2b> (2.25)

where w; and wo are appropriately selected constants.

The minimum MSFE of }_/GKG at the optimum values,

R B Ui ¢
) T B[+ AC2 (1 — p2,)]
and _
o YIPCE 4 8Cypy — MPCICpy — 46Cs(1 = ACH(1L — p3,))]
2P BXCL[1+ AC2(1 — p2,)]
is given by

AY2[64C2(1 — p2,) — M'Cit — 16X62C2C2(1 — p2,)]
64[1 + AC2(1 — p2,)]

MSEpin(Yere) = (2.26)
A simulation study was conducted to assess the comparative performance of the proposed
estimator in relation to several existing estimators. The findings from the study demonstrate
that the proposed estimator exhibits higher efficiency when compared to the existing ones.
In various methodologies and practical applications, traditional ratio, product, and classical
regression estimators are commonly employed to estimate unknown population parameters,
under the condition of a substantial correlation between the study variable and the auxiliary

variable.
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When there is a correlation between the study variable and the auxiliary variable, the
ranks of the auxiliary variable also exhibit a correlation with the values of the study variable.
Consequently, the ranked auxiliary variable can be regarded as a novel auxiliary variable.
Based on these ideas, Haq et al. (2017) Suggested an enhanced estimator for estimating the

mean of a finite population. The author suggested the following estimator.

- - _ B _ B a(X — 1
Yy, = [wly +wo (X — ) + w3(Ry — Tx)} exXp (a()_((+ z) —1—)2[)) (2.27)

where a and b are constants. The first-order approximation yields the bias and Mean Squared

Error (M SE) of the proposed estimator as

S 1 _ _ _ _
Bias(Yp,) = g[—8Y+4)\9C’x(XC’wwz+chrwgpxrz)—l—le [8+)\9C’x(306’x—40ypyz)]} (2.28)

MSE(Y},) = V2 + AXC2p(=Y 0 + Xws) + ARZC22 + AR, CoCr(—Y 0 + 2X o) w3,
+ Y21+ A(C2 + 0C.(0C, — 2C,pye) )]
+ im | = 8Y + AC. (0C,(—3Y 0 + 8Xw,)
+ 8R,0C, w3y, +4C, (YO — 2)_(w2)py$) — 8R$AC’yCrw3pyr$}
(2.29)

The values of wy, we, and w3 that optimize the expression (2.29) are determined by minimizing

it, resulting in the following values.

8 — \2C2
8 {1 +AC2 (1 - gw)}

v )‘9303 (_1 + pgzcrz) + (_809 + )‘9202024) (Py:c - p:crzpyrz)
+40C, (—1+ 02, ) {1+ 2 (1-@Q2,,. )}

Yxry

8XC, (—1+ 2, ) {1+ AC2 (1-Q2,,.)}

Y-TTy

Wi(opt) =

W2 (opt)

and

Y (8 = \0°C3) Cy (paraPys — Pyra)
8R,Cr (—1+ 2, ) {14+ AC2(1 -y 2r,2)}

W3(opt) =

Upon substituting the optimal values of wy, wy, and ws into equation (2.29) and performing
some simplifications, we arrive at the minimum Mean Squared Error (M SE) for Yy, which

is expressed as

(2.30)

2\ L AY{64C2 (1- @2, ) — M*CE — 16M2C2C2 (1 - Q2. )}
M5Enin (YPT> 64{1+xC2(1-@2,,.)}

Through a combination of theoretical analysis and numerical results, it is evident that the
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proposed estimator exhibits greater efficiency when compared to conventional estimators such
as the mean, ratio, product, exponential-ratio, exponential-product, and classical regression
estimators.

Javed and Irfan (2020) extended the idea of Haq et al. (2017) to the newly optimized
exponential-type estimators for estimating the mean of a finite population, utilizing an
auxiliary variable in a stratified random sampling framework. The dual utilization of the
auxiliary variable encompasses both the original auxiliary information and the ranked auxiliary

information. The initial proposed estimator is formulated as follows

2 U11 X 3_33,5 = . _ > _ X - jst
Ypr=——+—=1|Y 4 u1a( 4 — Zg) + u3(X — Tg) €x = 2.31
P1 9 (mst X > BT:t,AVG 12( t) 13( t) p (X n fst> ( )

where w11, 112 and w3 represent appropriately selected weights.
The Bias and MSFE of Yp; are as follows

(2.32)

- _ W _ bupY
B’iCLS(YPl) = (UH — 1)Y + % <U13X + Uill )

and

S _ 5 ~ ' 5
MSE(Yp)) & Y? [1 +ud (1 + Voo + ZVOM) + ufy R*Vigo + ufs R* Vs — s (2 + ZVooz)

+ 21612]N%(U13}/%V011 - U11V110> - u13é%02 (2];1611 — U + 1)}
(2.33)

The optimum weights w11, u12 and uy3 were obtained by minimizing (2.33) and are given as

follows
_ E1Ey — 2V Voo B3
Ull(opt) - E2E4 — 2E§
13,0y = 2V110(E1 By — 2Vo02Vooo 23) + Vori (E1 B3 — Vo2 Voao Es)
12/0pt) — ~
(p 2 RViso( B2y — 23)
and

~ VooeVooo By — B E3
u13(opt) - /

2R(EyEy — 2E2)

Upon replacing the optimal values of wujy, u12, and u;3 into equation (2.33) and simplifying
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further, we obtain the minimum Mean Squared Error (M SFE) for ?pl, given by

L Y
MSEmm(f,Pl(st)) = m [4‘/020]712 + (4Vo20 + 4Vi20 Voo — 4‘/1210 + 5V002V020)F22
+ (Voo Vozo — Va1 ) Fy — Voo (8 + 5V ) Fi Fy (2.34)

+ 2(2Vi10Vor1 — Vo20 Voo (Qk — 1))F2F3 — 2%02%20F1F31

The second Proposed estimator is given as

2 _ B _ 2(X — T4
Ypo = u14Yst + w15(Z — Zst) + u16(X — Tst) €xp <(X+xt>> (2.35)
st

The bias and MSE of fpr are

BZ'GS(YPQ) = Y[(UM — 1) + U16%02R} (236)

MSE(?]DQ) = Y2 [1 + Uil(]. -+ ‘/200) + U?5%20R2 —+ U%6‘/002R2 — 2’LL14 — 2U16%02R (2 37)

/ !/

- 2U14U16V002R(k - 1) + 2uisuis RRVo11 — 2U14U15RV110].
The minimum Mean Squared Error (MSE) for }ﬁ/pg is achieved at the optimal values, and it is
expressed as
V2
(1 + Vago) F
+ F? — 2(Vooo Fa — Vou1E5) (1 + Vago F5)

MSEmin<}_/P2(st)) = {(1 + Vo) Fy + Vooz (1 + Vago) F2 + Voo (1 + Vago) F

!

—2(WVi10Fs + Vooa(k — 1) F5 + F4)F7)}
(2.38)

The proposed estimators are underscored through empirical analysis using real-world data.
The numerical outcomes from these proposed estimators demonstrate their superior efficiency

compared to competing methods.



Chapter 3

Estimator of Finite Population Mean
Using Tied Ranks

The accuracy of an estimator can be enhanced through appropriate utilization of auxiliary
information, both during the estimation process and during the design phase. Usually, a
sampling frame is available along with the complete information of auxiliary variables in
the socio-economic and natural surveys. The symbols and notations used in subsequent

derivations are given in the following section.

3.1 Notations and symbols

Let N be the finite size of population consisting of units U = {U;, Us, ..., Uy }. Let a simple
random sample of size n be drawn from a population of size U without replacement. It
is assumed that the complete auxiliary variable information e.g. ranks of the auxiliary
variable and X is available and also the population parameters of the auxiliary X including
mean X, coefficient of variation, coefficient of kurtosis By(z) are also known. Let (y;, ;)
be the values of the study variable Y and auxiliary variable X for the i* unit of the
population, respectively. Let ?:Zf\il y;/N and X :Zfil x;/N be the population means
of study variable and auxiliary variables. Let S} = N (yi—Y)?/(N —1) and S? =

N (z; — X)?/(N — 1) be the corresponding population variances of the study variable and
auxiliary variable, respectively. Let y=>_", y;/n and z=Y"" , x;/n be the sample means
corresponding to population means. In the same way, let 512/ =" (yi —9)*/(n —1) and

s2 =31 (z; — 2)?/(n — 1) be the corresponding sample variances. Also, let C,, = s2/y and

C, = s2 /7 be the respective sample coefficient of variations corresponding of the population
coefficient of variations C, = S; /Y and C, = S?/X. Let p,, be the sample correlation

coefficient corresponding to the population correlation coefficient pg,.

14



Chapter 3. Estimator of Finite Population Mean Using Tied Ranks 15

3.2 Proposed estimator

When a substantial correlation exists between the study variable and the auxiliary variable,
it is reasonable to anticipate a correlation between the values of the study variable and the
ranks assigned to the auxiliary variable. Consequently, the variable containing these ranks
can be denoted as a novel auxiliary variable, referred to as the ranked auxiliary variable.
The efficiency of the estimator improves when it incorporates information from the ranked
auxiliary variable. Building on this concept, Haq et al. (2017) introduced a novel estimator
for estimating the mean of a finite population.

The estimator given by Haq et al. (2017) uses the idea of ranking which are equally
spaced values. Equally spaced ranks ignore the variation that exists within the population
of auxiliary variables. For example, consider a small population of patients in a hospital
whose ages are 12,23, 23,23, 31,39, 39,41,45, and 50. The usual ranks of these values are
1,2,3,4,5,6,7,8,9,10 which are equally spaced and ignore the variation of the auxiliary
variable. We proposed a technique that deals with tied ranks. The tied ranks of the above
population are 1,3,3,3,5,6.5,6.5,8,9,10. This ranking scheme incorporates the variation
of the auxiliary variable. The suggested estimator integrates auxiliary information in the
form of both a ranked auxiliary variable and another auxiliary variable. Furthermore, the
proposed estimator makes advantage of auxiliary data to improve efficiency and also decrease
the variation of the estimator.

Recalling that in the underlying finite population of U, x1, xs,...., xy are the N values
of X. Let 7,1, ryo, ..., Ty be the tied ranks of the X denoted by R,. Let S2,, R, and 7,
be the population variance, population mean and sample mean of R,, respectively where
S2 =N (rpi— R)?/(N—1), R, =YY r,:;/N=(N+1)/2 and 7, = X", 7,.;/n where
rz; denotes the ¢th value of the R, in the population U. Let the correlation coefficient between
the Z and R, be the p.,, = S..,/S.S,, where S.,. = >N (Z; — Z)(ry; — R.)/(N — 1) is the
population covariance between Z and R, for Z =Y, X. Let the coefficient of variation of R,
be C,. = S,./R,.

Table 3.1 lists specific members of the classes of ex1st1ng estlmator and the proposed
estimator. Using the values of @ and b, the sub cases of YHaq and Ypr can be developed.

The new proposed estimator based on tied ranks of the auxiliary variable is

?;T = w1y +we(X — &) + wy(Ry — 73)] exp (a(%(f;)?Qb)’ (3.1)

where a and b are suitable constants.

3.3 Properties of proposed estimator

In order to derive the properties, namely bias and Mean Squared Error (MSE), of the
proposed estimator, we define the following relative error terms based on the simple random

sample.
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Table 3.1: Some members of the existing and proposed estimator.

b Vi Vi

a
o T T
L (X)) Y, v
B(X) Cx VP v
Cx  fa(X) ?I({%z)q )
1 Py X ?Ig)q e
Cx  pyx ?1({?(; AJ;:(«G)
pyx  Cx 3?15& i;f«?)
/32(X ) Py x }:/I({i)q A;{?;
x(9

Qﬁll
=

,ep =% and ey = %, such that E(e;) =0 fori =0,1,2, i.e,

D
o
I
<

E(ey) = E(ey) = Ees) = 0 (3.2)

It is easy to compute the following relative error terms as:

L B
pe) =BT = - 07 = 20 e
B(ed) = E( _-f”“)z A A”Zf“ —ac
Bleoe) = 8150 ) (1) = 550 - i - X) = g Conta
= M SiS, = A CaCly
Bleqes) = E(g ;Y) ( Jgfx) I S SO

1
- ﬁ)\pT‘zySrzSy = )\pyrzcycrz7

E(eres) = E(“" __X> (” - Rz) L pGa— %) - Ry = X%xCov(i, )

X R, ) RX

1
= ——)\ e SISTJ: =\ xerwO’/‘a;‘
XR, " g

To determine the Bias and Mean Squared Error (M SFE) of the suggested estimator, we can
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express the proposed estimator ?,?‘T in terms of the relative error terms, yielding

. i o _ - a(X — )
Y, = [wly + wo (X — ) + w3 (R, — Tz)] exp <a()—( +7)+ 2b>

Vi, = [60 (14 e0) + wa(X — X(1+ 1)) +ws(Ro — Ro(1+ e2))]
a(X — X(1+e))
P <a()_( +X(1+e))+ 2b>

. : ; ; —aXe,
Yi =|wY(1+ —weXep —wsR, = = 3.3
Pr [ 1 ( 60) WaA €] — W3 62] €xp <2aX Y aXe, + 2b> ( )

Now consider the exponential term

—a)_(el )
(20X +2b)(1 + 52552

—CLX@l
exp = = = exp
2aX +aXe; +2b e

—661 )
2(1 + %)

— l—— 411
S 2 4 8
—fe; N 622
~ eX e
Pl 7
—fe 0<e
%1_<961+926%) (=5t + =)
2 4 2
Nl_%_i_mef_i_@zef
2 4 8
o1 ey | 30%7
2 8
We consider the relative error terms up to the first-order approximation. Also § = —aX /(aX +

b).
Substituting the exponential term in (3.3), we get

}Q/;T = [w1§7(1 +e) — woXeg — cugRIeQ} [1 — % + 3026%]

o+ (3.4)
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Expanding (3.4) and keeping the terms up to the order two in e;s, we can write

i Y V4 Ve 4 Y v - Yilbe,  Ynd
(Y;T - Y) =Y +Yw +Ywieg — Xwae; — Rywsey — wibey N wibepeq

2 2 (3.5)

)_(wgﬁe% R, wsbe ey 3§7w1926%
2 2 8 '

Now taking expectations on both sides of equation (3.5), We get

E(Y;, — V) = Bias(V3,)

o _ _ - Yuw0E
~ YV 4 Y + Ywi E(ey) — XwnE(er) — RywsE(es) — “”2(61)
?wlﬁE(eoel) XWQQE(€1)2 RxwgﬁE(eleg) 3}7W192E(61)2
B 2 * 2 * 2 * 8

Substituting the results of error terms computed earlier in the above expression

Ywi10ApeyCoCy  XwiAC?  Row3OMpa,, CoCr, 3Ywi 62XC?
2 LR 2 * 8

XA R ¥ Var®?AC?
UJQQG)\CSE . Rxcug@)\pzwszCrz Ve w19)\/;xnyCy n 3 wlg AC?

—Y +
1 _ _ _ _
g | = 8Y +40AC, (w2 X Cr + w3 Rapar, Cr,) + Y (8 — 40Xpey CoCy + BAG°CY)]

Bias(iﬁfP*T) > YV +Yuw -

I

12

The Bias of the suggested estimator can be expressed as follows.

Bias (}i;r) = é[ — 8Y +4M\0C, ()_(meQ + RﬂchwZ’:pxm) (3.6)

+ Ywi[8 4+ MC, (30C, — 4Cyp,. ) ||
Taking the square of (3.5) to find out its MSE,

Vi, — Y + Y, + Y % 5 Ywifer  Yiwf
(Yp, —Y)? = (— Y + Yw, + Ywieg — Xwoe, — Rywsey — wiler  Ywifeoey

2 2
Xwybe?  Rywsbeies  3Yw 6222
n 2001 | sveres 1 1) '
2 2 8
Expanding and keeping the terms up to order two in e;s, we get
N - - - - - - 320, 6262 -
(Vi — V)22 V2 + V22 + V222 + X2wle? + R, wle? — % 2V,

— 2&)1&)2)21_/6061 - 20J1W3YR$6062 — 2&)%?286061 + 2W2W3Xﬁm€162
+ 2&)1(,«)2)2?6%0 + u)1}72960€1 — ?Xwggef - W3}7R1961€2
+ w%YQQQe% + 2w1w3Y R Beqeq

After applying the expectation operator to both sides and simplifying the equation, we

obtain
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A

E(Yj, —Y)* = MSE(Y},)
> V2 4 AXC2y (=Y 0 + Xwn) + AR, C2w2 + AR, CoCr (=Y 0 + 2Xws)ws par,
+ Y] [1+ A(C2 +0C(0C, — 2Cypy)) |

1_ _ _ _ _
+ Y [ = 8Y + AC, (0C,(—3Y0 + 8Xwp) + 8Ro0C,wspar,

+ 4Cy(}79 — 2Xw2)pyx) — 8P:gc)\C’yCrw;),per
(3.7)

We calculated the Bias and Mean Squared Error (MSE) up to the first-order approxima-
tion. To find the optimal values of wy, we, and w3, we minimized equation 3.7 with respect to
w; where 7 ranges from 1 to 3. We set the derivative of the equation to zero and solved for w;

simultaneously, resulting in the following optimal values.

o 8 — \O2C?

1(opt) 8{1 + ACZ(1 — zz,mz)} &
- APC3(—1+ p2, )+ (—8C, + A2C2C,) (pyx — Pure Pyr.) ]
e +40C,(—1+ p2, ) (= 1+ AC2(1 - Q2,,.)) 39)
©r BXCal(—1+p2,,)[1+AC3(1 - Q2,,)]
and
}7 8 — )\9203 C xTT. T T

) = ( )Cy(pars Pya — Pyr) (3.10)

8RCh(—1+ p2, )[1+AC2(1 - Q2,,.)]

Y.TTy

where Qiml is the coefficient of multiple determination of Y on X and R, in simple random

sampling. It is given as ) ,
) . py:p + pyTz - QPyzpyrxp:m"x
e =02,

Now, by substituting the optimal values of wy, ws, and ws into equation (3.7) and conducting
some algebraic simplifications, we arrive at the minimum Mean Squared Error (M SFE) for
the proposed estimator Y, as

AY2[64C2(1 = Q2. ) — A'C — 16A62C2C2 (1 - Q2. )]

Y.ZTy Y.ITy

64[1+AC2(1 - @2, )]

Y.Try

112

MSEin(Y5,) (3.11)

3.4 Theoretical comparison

In this section, we have contrasted the minimum Mean Squared Error (M SE) of the proposed
estimator with that of several existing estimators. The obtained expressions are given in the
following section.

(a) Through a comparison between the proposed estimator and the traditional unbiased
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estimator, we have

MSEyin(Y2,) < MSE(Yx)

The condition is true if and only if

Y. Ty Y. Ty Y. Ty

641+ AC2(1 - Q2,,,)]

AY2(NOACH 4+ 1602 (4Q2 ,, + \2C%(1 — Q? + 64XCH(1 — Q2
| p(1Q ( )) +60G( Ioo Gy

Y.TTy

A A

(b) By comparing the proposed estimator (Y} ) and the usual ratio estimator (Yg) , we

have

MSEin(Y2) < MSE(Yy).
MSE(Yr) — MSEym(Y3) > 0.
The condition is true if and only if
y2 {22 + 802 (1-p2,) )
64{1+XC2 (1-p2,)}
AY2C2 (pyr, — Pyapar,)” (—8 + AP2C2)°
64(1—p2, ) {1+ 202 (1—-p2) {14 2C2 (1- Q2. )}

AY2(Cy — Cypye)’ +

(3.13)

+ > 0.

A

(c¢) By comparing the proposed estimator (Y7,.) and the Bahl and Tuteja (1991) ratio type

exponential estimator (Yzr ), we have
MSEin(Y3,) < MSE(Ygr.r)

MSE(Yprr) — MSEmin(Y,) > 0
The condition is true if and only if
Y2 {022 + 802 (1-p2,) )
64{1+C2(1-p2,)}
AY2C2 (pyr, — pyapor.)” (—8 + NO?C2)?
64(1—p2, ) {1+202 (1-p2) {14+ 2C2 (1- Q2. )}

v

4 (Oa: - QC(ypy:L’)2 +

(3.14)

+ > 0.

(d) By comparing the proposed estimator (}Q/;T) and Rao (1991) difference type estimator
(Yr.p), we have
MSEpin(V5,) < MSEpin(Yrp)

A

MSEpin(Yap) — MSEpin(Y3,) > 0
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The condition is true if and only if

N262Y2C2 {02C2 4+ 16C2 (1 — p2,) }
64{1+7C2 (1-p2,)}
NY2C2 (pye, — Pyapar,)” (—8 + A2C2)°
64 (1—p2, ) {1+AC2(1—p2 ) {1+ 22 (1-Q2,,.)}

(3.15)

+ > 0.

(e) By comparing the proposed estimator (Y},.) and the ratio type exponential estimator
(Yax.c), we have

MSEpin(Yerc) — MSEpmn(Y7,) > 0

The condition is true if and only if

AY2C2 (pyr, — pyoper,)’ (=8 + NO2C2)°
64 (1 - pg”) {1 +AC2 (1 - pgz)} {1 +AC2 (1 _ ;)}

>0 (3.16)

It’s important to note that all the conditions derived above, from (a) to (e), consistently
hold true. Consequently, the suggested estimator consistently outperforms and exhibits

greater efficiency than all the existing estimators.

3.5 Numerical comparison

In this section, we analyze various population datasets to conduct numerical comparisons
between the existing estimators and the proposed estimators. We assess the performance
of these estimators by examining the percentage of relative efficiencies (PRFEs). Below, we
provide a description of the population along with key data statistics.

Dataset 1. (source: Montgomery et al. (2021) , p.159)
y: Product Viscosity
x: Temperature

The summary statistics of the population are given as

N=17,n=10,Y = 2255, X = 4.382353, R, = 9,
Py = 0.6978707 , pyr. = 0.5473379 | p,., = 0.9743457,
C, = 0.244811 , C, = 0.412654 , C, = 0.557289 , Bo(x) = 2.344069

Dataset 2. (source: Montgomery et al. (2021), p.565)
y: PITCH (Results of the pitch carbon analysis test)
xz: SOAKTIME (Duration of the carburizing cycle)

The summary statistics of the population are given as

N =32, n=10,Y =0.02628125 , X = 2.75375 , R, = 16.5 ,
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pye = 0.9371165 , pyn, = 0.8575938 | por, = 0.6659805
C, = 0.4495106 , C, = 1.304772 , C, = 0.5574865, fy(x) = 14.12413

Dataset 3. (source: Montgomery et al. (2021), p.557)
y: Sale price of the house
x: Number of garage stalls

The summary statistics of the population are given as

N =24, n=10,Y = 34.6125, X = 1.3125, R, = 12.5,
pyz = 0.4588588, p,,.. = 0.6484538, p,.. = 0.2514236,
C, = 0.1734573, C, = 0.4606148, C, = 0.5263162, Bz(x) = 2.659623

Dataset 4. (source:Montgomery et al. (2021), p.169)
y: Measure of the whiteness of rayon
x: Amount of chlorine bleach

The summary statistics of the population are given as

N =26,n=10,Y = 9254615, X = 45, R, = 13.5,
pye = 0.4437157, p,,. = —0.0551814, p,,, = 0.4271411,
C, = 0.2673327, C, = 0.2177324, C, = 0.5416026, fB5(x) = 2.166667

Table 3.2: PRFEs of estimators for various choices of a and b.

Population 1 Population 2
Estimator ?Haq Y;T YHaq Y;T
v va) 3542649 604.0788 4050.129 4246627
Y VA® 3541885 603.9333 4004.205 4196.906
Y VAP 3542826 604.1134 4172.921 4381.058

)
)
)
) 354.1485 603.8609 4004.872 4197.518
Vb Y 3542472 604.0444 4068.562 4266.751
>(6)
)
)
)

Vi VO 3542056 603.9652 4084.495 4284.166
YD VAT 354.2534 604.0564 4046.816 4243.015
Vi VA® 3542731 604.0948 4178.982 4387.711
Y2 VA 3541705 603.9002 4004.193  4196.798

Y0 y200 3541187 603.809  4003.433 4195.997

We conduct a numerical comparison between the proposed estimator and existing estima-

tors using the Percentage Relative Efficiencies (PRES), as defined by

PRE()) = (Var(y)/MSE(-)) x 100
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Table 3.3: PREs of estimators for various choices of a and b.

Population 3 Population 4
Estimator ?Haq Y;T YHaq Yy,
v vaD 1982112 205.9961 130.1007 1374516
Y2 VA 1081343 205.9158 130.0980 137.4496
Y VAP 108.2572 206.0444 130.1009 1374517
Vi VM 1981225 2059035 130.0934  137.4438
Yk Y 1982114 205.9964 130.1005 137.4514
Y9 VA% 1081702 205.9533 130.099  137.4498
Vi v 1981698 205.9529 130.1005 137.4513
Vi Y 1982574 206.0445 130.1008 137.4516
Vi va® 1981224 205.9035 130.0967 137.4473
Y yi09 1981174 205.8083 130.0782 137.4278

Based on the datasets above, the proposed and existing estimator’s PREs are calculated
with respect to y and reported in Table 2 and Table 3. Table 2 and Table 3 clearly
demonstrate that the proposed estimator consistently outperforms all the other existing
estimators considered in this analysis. In datasets from 1 to 4, the proposed estimator PRE's
are greater than those with their counterparts.

It is to be noted that the more we have tied values in our data set, the result will be more

precise.

3.6 Conclusion and discussion

In this chapter, we have proposed a technique that deals with tied ranks. The proposed
estimator leverages both a ranked auxiliary variable and an auxiliary variable to incorporate
auxiliary information. This approach harnesses auxiliary data to enhance efficiency and
reduce variance. We have obtained the expressions for both bias and Mean Squared Error
(M SFE) using a first-order approximation. The efficiency of the suggested estimator has been
established theoretically and the theoretical findings have been validated using population
datasets. The suggested estimator outperforms the existing estimators according to the
numerical results and is suggested to use for efficiently estimating finite population means

when tied values are present in population datasets.



Chapter 4

Estimation of Finite Population Mean
Using Tied Ranks Under Stratified
Random Sampling

In contrast to simple random sampling, it is recommended to employ stratified random
sampling when a population being studied is heterogeneous. In such a situation, a particular
sampling design is used to select a sample at random from each stratum after dividing the
population into strata. To fulfill the goal of an estimate, It is crucial to establish the count of
strata and the corresponding sample sizes in each stratum. A Simple Random Sample (SRS)
may not yield a representative sample of a diverse population. SRS might miss the variety
that can be uncovered through stratified random sampling.

A population should be stratified based on some information. According to Cingi (1994),
if there is no prior knowledge of the stratification scheme, around 10 strata are the ideal
number for large population size. The three most common methods for determining the ideal
stratum sample sizes are neyman allocation, proportional allocation, and equal allocation.
When stratifying the data, each unit of the population should be assigned to just one of
the strata, and the strata should contain all of the population’s data. This stratification is
also done to keep variance between strata to a maximum and variance within each stratum
to a minimum. Getting the most precise number of units inside each stratum is the aim
of population stratification. A few benefits of stratified random sampling are improved
estimation, cheaper surveys, and simpler administration.

In survey sampling, utilizing auxiliary information effectively can improve the accuracy
of an estimate when it is presented in the form of auxiliary data. Classical ratio, product,
and regression estimators are examples of how auxiliary information is used. One method
for increasing the precision of estimates is stratified random sampling. It is a versatile and
powerful strategy that is commonly used in practice.

Using stratified random sampling and utilizing information from the auxiliary variable is

likely to enhance an estimator’s efficiency.

24
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4.1 Definition and notations under stratified random
sampling

Let a population comprising of N units be divided into L mutually exclusive strata of sizes
Ny (h=1,2,3,..., L), such that Zﬁzl N, = N. Let a random sample of size n; is drawn
from each stratum independently by simple random sampling without replacement such that
Zﬁzl n, = n, where n is the total number of units in the sample. Let y,; and xj,; be the
sample values of the study variable and auxiliary variable respectively, corresponding to
the population values of the study variable Y},; and auxiliary variable Xj,; for the i"* unit
(i=1,2,3,..., N}) in the A" stratum (h=1,2,3,..., L), respectively.

Let yn = Yp"  yni/nn and T, = Y0, xp;/ny be the sample means corresponding to
the population means Y, = Zgil Y3/ Ny and X, = Zgil Xpi/ Ny in the " (h=1,23,....L)
stratum, respectively.

Let 52, = 1/(ny — 1) X3 (yni — Un)? and s2, = 1/(np — 1) 3y (2 — Tn)? be the sample
variances corresponding to the population variances Sy, = 1/(Ny — 1) SV (Vi — Y3)? and
82, =1/(N), — 1) 0" (Xpi — X3)? in the A stratum, respectively.

Let pyzn be the sample correlation coefficient corresponding to the population correlation
coefficient in the A" stratum. Let 94 = Zszl Whyn and T4 = Z£:1 Wz, be the unbiased
sample means corresponding to the population means Y = Y7 V;/N and X = >V, X,/N,
respectively.

Let Sy, = Sy - Sz - pyz be the population covariance of Y and X. Let b, = Shyx/S,fx be
the population regression coefficient for the A" stratum and W, = N, /N be the stratum
weight in the h'" stratum, fj, = n;, /N, be the sample fraction in the h*" stratum. Moreover,
let R = 17/)? be the population ratio and R; = Yh/X'h be the population ratio in the h*

stratum.

4.2 Proposed estimators

Haq et al. (2017) developed an efficient class of estimators for the population mean estimation
using additional information from the auxiliary variable known as the ranked auxiliary variable
with equally spaced values. These estimators were only designed to work with a simple random
sampling design. A new idea for investigating more optimal estimators utilizing dual use of
auxiliary information with tied ranks under stratified random sampling is presented. The
challenge is satisfactorily met, and using a stratified random sampling method, new optimal
estimators for finite population means are constructed. In the following section, we present
an enhanced version of our suggested estimator (3.1) to efficiently handle the population’s
underlying heterogeneous structure.

Let S,Qm, Ry, and 7, be the population variance, population mean, and sample mean
of Ry, respectively where S7, = S (Ryin — Ran)?/(Njy = 1), Ry = S0, Ryin/ Ny =
(Np, +1)/2 and 7y = Y3 7o pi/nn. Let the correlation coefficient between the Z and R,
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be the pu,r., = Sepran/SenShr, Where S., = S0 (Zin — Zp)(Twin — Ran)/(Ny — 1) is the
population covariance between Z and R, for Z= Y X. Let the coefficient of variation of R,
be Cyj, = ShrI/Rxh-

In stratified random sampling, there are two methods for calculating estimates. These are

the separate and combined estimators. The combined estimator is as follows.

N N _ B — _ CZ(X _i’st>
Y* = s X - S RCE T Txs \ o 41
¢ = [wi¥st + wa( Tat) + ws Tawe) XD (a(X + Zst) + 2b> -y

where wy, wy, and w3 are the unknown constants minimizing the proposed estimator’s MSE.

Table 4.1: Some members of the existing estimator along with separate and combined

estimator.

a b Vi, Y& oY
L ox T, R0 70
1

A A A

BolX) Vi V5 VY

A A

B(X)  Ox Vi, 5P VY

A A A

Cx  BalX) Yigo, Y59 YW

A A A

1 PY X Yfg?q v;®  yg®

2 2

Cx PY X YISVE;)q YS*(6) Yg(ﬁ)

~ ~ A

PY X Cx ng?q NS A

A ~ A

52(X) Py X YIEISa)q Ys*(g) YC*(S)

2 2

pyx  Ba(X) YI({%,)q Y@y

1 ONX VO ypto oy

Table 4.1 lists specific members of the estimators of existing, separate and combined.
Using the values of a and b, we can develop the sub-cases of the Yfi'}aq, Y and Y3 under
stratified random sampling.

The separate estimator is given as

(4.2)

V2 = 3 W2 [lori -+ a(F = )+l — 1 Jexp A
= W w - w3(Ry — 1y, )] €x e

s P h [ W1Yn 2 h 3 h p o(X +21) + 2b
The separate regression estimator is the sub-case of the separate estimator i.e if we have

a= 0, w; = 1, and w3z = 0 then the separate estimator reduces to separate regression estimator

given as

A

Vg = > Wj (.@h + wy(X — fh)) (4.3)

h=1

4.3 Statistical properties of proposed estimators

In many practices and approaches, the ratio and classical linear regression estimators are

widely used for the estimation of unknown population parameters provided there exists a
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sufficient correlation between the response variable and the auxiliary variable.

The difference between an estimator’s expected Value and the true value of the parameter
being estimated is the bias of the estimator. i.e. Bms(Y) E(Y Y) and MSE is defined as
the deviation of estimator values from the true parameter value i.e. MSE(Y) = E (Y Y)2.
It is known that when the first degree of approximation is used in obtaining the Mean Square
Error (M SE) of the ratio estimate, it is equal to the variance. To obtain the properties, i.e.,
the bias and M SFE of the proposed estimator, the following relative error terms based on the
stratified random sample are defined:

eo =Y e = 5”;{2 and ey = %, such that E(e;) =0 for i = 0,1,2. i-e

’~<j |

E(Bo) == E(@l) == E(eg) = 0. (44)
The expected values of the relative error terms can be shown to be given by

Shoa WSy, &

_ >\ 2
2y Yst — Y . 1 _ N2 2 2
E(%)‘E( Y ) = Pl =YV =TT = L MGy,
:‘/2007
73 X 2 1 Lﬁ W2)\ SQ L
E(e?) = B 2 = —FBE(Ty X)Z:Zh*I _h R X Z P nC%,
X 2 X? pt
_‘/0207
_ ~ 2 L 2y @2 L
2y Ty — By 1 - 7 Q_thl Wh)‘hSRz 2
E(62)_E< Rx ) _%E(Tﬁst_RI) = R% . z:: )\hCRh
_%027
Ut =Y\ (T — X 1 o 1 o
E =k = = = ==kE{ys—-Y s_X:iC sty s
(aer) = 5 7 )(Z) = Bl = ¥ = X) = o Contia )
1 L
TYX Z WidSvix, = Y Widupy,x, v, Cx,
h=1
:‘/1107
Yt — Y\ (72, — R 1 I _ 1 o
E =F = == :—_ES_Y mt_Rx:ﬁC sty T st
(o) = B( P (P ) B = V(F, — ) = G Conanr)
1 L L
= —— Y WiMSvira = > WiAnpy, 1, Cvi, Cr,,
YR, ;3 h=1
:‘/1017
Tgy— X\ (72, — Ry 1 ~ . _ 1 _
E(ejeq) = E( t){' )( i ) = RIX_E(mSt — X)(ry,, — Ry) = XRxCov(xst,r%t)

L L
= —— Z W;f)\hSXthh = Z W}?)\ththCXhCRxh
XR, 1= h=1

= ‘/0117
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where the notations Vj; have been introduced to save space in the subsequent derivations, for
1=0,1,2.

Utilizing the error terms, the M SFE of the separate estimator is given as

MBS (1 Gh ) ~ WO, — 1OPCE, O (1~ Gl )
64[1 + A C5, (1 - Q%/H.Xthh)}

A

M S Epin (Y3) = hi W2
=1

(4.5)
where ) )
2 _ Pvx, + YR — 20Y,, X, PY3, R, PX R
QYh~Xthh - 2
L= PXyRan,
and the optimum values of separate estimator is defined as
L 8 — A\p02C2
L ] (46
h=1 8|:]- + /\hCyh(l - y.xrzh)}

Wf?i_/h [Ahegcgh(_l + pirm) + (_8Cyh + )\hGQCghOZ/h)(pywh - pxrm}zpyra:h) ‘|
+40C,, (=1 + 2, ) (= 1+ MC2 (1 - Q2,,..))

L
W2 opt) = Z

4.7
and _
w3 Opt) _ i W]? _ Yh(8 - )\hHZCCIQZh)Cyh (pxra:hpyxh - pyra:h) ‘| (48)
S BRaC (— 14 2, [T NC2 (1= Q2 )]

Now, to find the bias and MSFE of the combined estimator, rewriting S_/C* in terms of

relative error terms, we have

Ve = [V (L 4+ eo) + wa(X = X(L+ 1)) +ws(Re — Rol(l + e2))]

eX( o(X = X(1+e1) )
PlaX v X1 +e)) + 20

—a)_(el )

}Q/*:wf/l—l—e — woXey — wsRyeq| e = =
c [1( 0) 2 A€ 3 2} Xp(ZaX+aXel+2b
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Now consider the exponential term

( —aX'el > —CLX€1 )
exp = = = exp = -
2aX +aXe, +2b (2aX + 2b) (1 + zgggf%)

—(961
2(1+ %)

(
(
—o (T (H))
(
(

—fe; Oe;  0%e2 033
= 1]ty 7271 7
ep| (1= +7 ~ )
—0Oey n 622
A ex —
Pl 1
—fe 62e?
%1_<961+92€%) (=5 + =)’
2 4 2
1 %—F 622 N 622
2 4 8
o1 fei | 30%7
2 8 '’
the last expression is the relative error terms taken up to the first order of approximation,
_ —aX
and 0 = >t

Substituting the exponential term in (4.9), we get

2 — _ _ e 302%e?
Yék = [QJlY(l + 60) — w2X€1 — W3RI€2} |:1 — 71 + 3 1:| (410)
Expanding (4.10) and keeping the terms up to the order two in e;s, we can write as
A S - _ - - Ywf Yw, 6
(YC*’ — Y) =-Y + le -+ lee[) - XWQ@l - Rx(,U3€2 - e Al - et KASUS
_ 2 2 (4.11)

n Xw;ﬁe% n Rxw;;@eleg n 3{/&]81926%-

Now taking expectations on both sides, we get

A

E(YZ — V) = Bias(Yy)

_ _ _ - YwE
>~V 4 Y + Ywi E(ey) — XwnE(er) — RywsE(es) — “’12@1)
Ywi0E(epe1) XwafE(e1)?  RuwsOF(eiey)  3Ywi02F(e)?

B 2 + 2 + 2 + 8

Using the results of error terms computed earlier under a stratified random sample, we get

the bias of the combined estimator given as

A

o~ 3 1 - 1 - 1 -
BZGS(YS) = wlY -Y + §‘92YW1‘/020 — §W1Y¢9‘/110 + §w2X8‘/020 + §W3Rr6‘/011
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Taking square of (4.11) to find out MSE.

yE Y Vi LY . - Ve,  Yund
(Y;T - Y)2 g( -Y + YCUl + leeo — XW2€1 — R$W362 _ witer _ wibepey

2 2
Xwsbe?  Rywsleie 3Y w622\ 2
+ 2V¢C + 3vVe1€2 + 1 1)
2 2 8
Simplifying and Keeping the terms up to order two in e;s, we get
R ~ ~ ~ 3200, 0262 ~
(Y5, —Y)? 2 Y2+ Y27 + Yiiel + X2wiel + Riwjes % — 2Y%w,

— 2(.,01(,02)??6061 — 2w1w3}7Rxeoeg — 2&)%}7296061 + 2@2W3XRI61€2
+ 2w1w2)?)7€f(9 + w1 Y?0ege; — ?Xwgﬁef — w3Y R,0eqes
+ w1 Y292 + 2&)1&)3}7}_31«06162.

Taking expectations on both sides and simplifying algebraically, we get
E(YE - V)2 = MSE(Yy)
= 2w Ywy X Vitg — 2w1Yws Ry Vior + 2wa Xws Ry Vorr + wiY 26 Voo
+ w3R926V002 + wfiﬁvzoo + WSXQVO% + w Y20V — 2923/2&)1‘/020 (4.12)
2TV + W2V — 2V 4 V2 — Ve RaVorr — Ve X0Vio
+ 2w1 Y wo X 0Vioo + 2w1Y w3 R0V 1.

The bias and M SFE were obtained up to the first order of approximation. The optimum

values of wy, wy and w3 were obtained by minimizing 4.12 and are given as

—1

3T (J1 = Vi) (Vozod® — 8) (4.13)

Wi(opt) =

Y
Watop) = T (1 Viaal? — J70° — Js0% + Job* + 4.J20 — 4.J30 — 40.J4 + 80.J5 — 40.J5Vioy
—4110 + 40V, + 8VoneViso — 8Vor Vian ) (4.14)

and

Y ((VonVno — Js) (Voxot” — 8)> ' (4.15)

W3(opt) = SR:E T

Now substituting the optimum values of w, ws and w3 in equation (4.12) and after doing

some simplifications, we achieve the minimum M SE of the proposed combined estimator }_/C*
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given as

g Y2

M8 Ein(Y2) = o0 (=1 Viso0" + J= Vi — 16267 Vago + 16.J50° Visg + 16.J106”
—320%JyVi1g + 16J260% 4 640y — 64.J3 — 64, + 128.J5 — 64J6V101) (4.16)
where
Ji = Voo2Vo2o » Jo = Vo2 Vo2oVaoos J3 = Voo Vides Ja = Vi1 Vaoo
J5 = Vo1 Vi Vito, Js = VooVior, Jr = Vi1 Voo, Js = Vo2 Voo Viro,
Jo = Vou1VozoVior, J10 = Vi1 Voo Vaoo

and

T=Jy—J3—Jy+2J5 — JsVior + 1 — Vi,

4.4 Theoretical comparison of separate estimator

Under this section, we have compared the separate estimator with some of the existing
estimator under stratified random sampling. The obtained expressions are given in the
following section.

(a) By comparing the proposed separate estimator and the conventional unbiased estimator,

we have

A

MSEyin(YZ) < MSE(Yy)

MSE(Yg) — MSEn(YZ) > 0

The condition is true if and only if

y.xrzh y.xrzh

641+ M,C2 (1-Q2,, )]

=2
iWQ[Ath (MO, +1602 (4Q2 ., + MOPC2, (1= @Q2,,.,)) + 64N,C (1 — Q2 )” o
h
h=1 y.xreh
(4.17)
(b) By comparing the proposed separate estimator (Y) and the usual ratio estimator

(}Q/R) , we have

MSE,in(YZ) < MSE(Yg).

MSE(Yg) — MSE,in(YZ) > 0.
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The condition is true if and only if
Ny {eez v scz (1-p2,))
64 {1+ \,C2, ( — P2}

{
/\th Cyh (pyrzh pyxhpzrzh)2 ( 8 + )\hGQCQ )2
64 (1—p2,, ) {1+ MC2, (1= p2,) {1+ 002 (1-Q20) )

L
Z Wh [Ath Oih - Cyhpyﬂﬁh) +
- (4.18)

+ > 0.

C) By comparing the proposed separate estimator Vs and the Bahl and Tuteja (1991) ratio
s

type exponential estimator (Ypr ), we have
MSEpin(Y) < MSE(Yur.z)

MSE(Yprg) — MSEpim(YE) > 0
The condition is true if and only if
vt {2 vecz (1-p2,))
64 {1+ X.C2 (1-p2,)}

AnYa Cy, (Pyran — /)yrhl)mrzh)Z (_8 + )\hengh)Z
64 (1—p2,, ) {1+ MC2 (1= p2,) {1+ 002 (1-Q2,) )

/\hY
i C Th 2Cyhpy$h)2 +

S|

(4.19)

+ > 0.

(d) By comparing the proposed separate estimator (}Q/:;) and Rao (1991) difference type

estimator (Yzp) , we have

MSEmzn( ) < MSEmzn(YRD)

MSEpin(Yip) — MSEin(Y) > 0
The condition is true if and only if
N2y, 2 {022 +16C2 (1 42,,))
64 {1+ MC2 (1-02,)}
MYn"C2 (D, = Pyonprn,s) (=8 + M?C2 )2
64 (1—p2, ) {1+ MC2 (1= p2, ) {1+ 002 (1-Q2,.,)

>
= (4.20)

> 0.

+

A

(e) By comparing the proposed estimator (Y<) and the ratio type exponential estimator

(}Q/GKG) , we have

MSEmzn (ffg‘() < MSEmm(YQVGK,G)
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MSEmm<§/GK7g) — MSEmm<§/§) >0

The condition is true if and only if

_ 9 2
L 9 AnYh th (p?ﬂ’mh - pyxhpszh)Q (_8 + )‘hGQC;%h)

,;1 W [64 (1=p2.,) {1+mc2 (1=p2 ) H {1+ ne2 (1-Q2,,.,) )

>0 (4.21)

Note that all the conditions derived above from (a) to (e) always hold true. Thus,
the suggested estimator always performs better and is more efficient than all the existing

estimators.

4.5 Theoretical comparison of combined estimator
The proposed combine estimator is given as

372
64T
—320%J5Vi10 + 162607 + 640y — 64.J3 — 64, + 128.J5 — 64J6V101) (4.22)

MSEmzn<§/c*‘> = (‘leo22094 + J Vo0t — 16120 Vigg + 16J0*Viqg + 1611067

The proposed combine estimator holds always true when
MS Brin(Y3) < MSEpin(Viia)

M S Epmin(Yiiag) — MSEpin(Y) > 0

The theoretical comparison of proposed combine estimator and the existing estimator makes
the analytical comparison complicated. However, we have done the numerical comparison
that proves that our proposed combine estimator always perform better than the existing

estimator.

4.6 Numerical comparison

In this section, we examined three real datasets with the intention of conducting a numerical
comparison between the estimators that are already in use and the new ones we’re proposing.
The summary statistics for Data 1, Data 2, and Data 3 can be found in Tables 4.2, 4.3, and
4.4, respectively.

Data 1: (Source: Singh (2003), p.1116)
y: Estimated numbers of fish caught by marine recreational fishermen in 1996
x: Estimated number of fish caught in 1994

Data 2: (Source: Sidrndal et al. (2003), p.652)
y: Population in 1985
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Table 4.2: Summary statistics for Data 1

h Nh np Wh )\h Yh Xh Rmh
1 9 D 0.1304 0.0889 5942.22 7065.11 )
2 12 5 0.1739 0.1167 4672.5 4201.91 6.5
3 8 > 0.1159 0.075 2184.5 2576.25 4.5
4 14 5t 0.2029 0.1285 5276.42 0094.92 7.5
) 10 ) 0.1449 0.1 5790.4 7300.9 2.5
6 16 D 0.2318 0.1375 3295.5 3931.18 8.5
h Syh th SRIh Py, X, PYy R, PXnRey
1 9956.77 12379.5 2 0.9966448  0.1174785  0.09585862
2 5656.82 4535.59 344  0.9535943 0.5181903 0.593571
3 1513.19 1908.78  2.41 0.742415  0.05958569 -0.04888645
4 7009.47 640796 3.97 0.9937896 0.4590239  0.4391694
5 95459.11 8565.1 2.89 09727229 -0.2217078 -0.2693162
6 4839.05 6067.90 4.3050 0.9830913 0.2357735 0.317363
x: Municipal tax revenue in 1985
Table 4.3: Summary statistics for Data 2

h Nh np Wh >\h Yh Xh Rxh

1 48 20 0.169  0.0291 49.5833 421.7291 24.5

2 35 15 0.1232 0.0381 24.1428 176.3714 18

3 68 25 0.2394 0.0252 33.1176 314.3823 34.5

4 39 10 0.1373 0.0743 20.2564 145.3846 20

) 45 18 0.1584 0.0333 20.8444 163.667 23

6 49 17 0.1725 0.0384 23.1428 179.102 25

h Sy, Sx, SRey,  PXaYn  PYiRe,  PXpRa,

1 945859 902.6175 13.5218 0.9986 -0.0875 -0.0959

2 20.5471 174.0182 10.1691 0.9735 0.0081 0.0678

3 5H7.4691 896.1789 17.7333 0.9836 0.0705 0.0915

4 19.5592 153.0143 11.2921 0.9962 -0.1387 -0.1068

5 23313 199.8747 13.0148 0.9979 -0.0635 -0.0643

6 24.0381 202.6107 14.1888 0.9957 -0.2046 -0.1760

Data 3: (Source: Siarndal et al. (2003), p.654)

y: Population in 1985

x: Number of municipal employees in 1984

Table 4.5 and 4.6 shows the percentage relative efficiencies of the proposed and existing

estimator. Table 4.5 contains the results of separate estimator while table 4.6 shows results of

combine estimator.Three real world data sets have been considered for this purpose. Results

from these data sets show that the proposed estimators outperform their respective competitor.
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Table 4.4: Summary statistics for Data 3

4.7 Conclusion and discussion

h Nh Np Wh )\h Yh Xh Razh
1 48 20 0.169  0.0291 49.5833 3062.125 24.5
2 35 15 0.1232 0.0381 24.1428 1320.77 18
3 68 25 0.2394 0.0252 33.1176 2244.32 34.5
4 39 10 0.1373 0.0743 20.2564 1069.46 20
) 45 18 0.1584 0.0333 20.8444  1154.2 23
6 49 17 0.1725 0.0384 23.1428 1341.93 25
h Syh SXh Sth PX,Y; PYy Ry PXy Ry
1 94.5859 6519.65 13.4741 0.9975 -0.0875 -0.1041
2 205471 1369.35 10.1431 0.9604 0.0081 0.0828
3 57.4691 6309.55 17.5654 0.9862 0.0705 0.0872
4 19.5592 1142.83 11.2816 0.9974 -0.1387 -0.1223
5 23313 1459.78 13.0043 0.9966 -0.0635 -0.0786
6 24.0381 1439.1 14.1983 0.9946 -0.2046 -0.1531

In this chapter, we have extended the idea of the estimator proposed in Chapter 3 and a

proposed estimator of finite population mean utilizing tied ranks under stratified random

sampling. Up to the first degree of approximation, the bias and MSE of suggested estimators

were calculated using stratified random sampling. It has been theoretically and quantitatively

proved that the extended use of auxiliary information improves the performance of the

estimators of finite population mean. Thus the suggested estimator outperforms all other

considered estimators.
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Table 4.5: PREs of separate estimator with existing estimator for various choices of a and b.

Population 1 Population 2 Population 3
Estimators Y Y Yo Y Yo Y

Y; 0 vz 3430108 3667.428 7476129 7527.666 7582.873 7671.653

A

Y; D vz® 3438971 3667.277 7400.084 7450.847 7571550 7660.118

A

Vi ye® 3439151 3667.476 7482.186 7533.794 7583.689 7672.484

A

Vil ye®W o 3439.028  3667.34  7449.572 7500.792 7578.91  7667.559

A

V;®  vz® 3430124 3667.447 7479.96  7531.542 7583.385 7672.175

A

VO yr® 3439134 3667.458 7481.369 7532.967 7583.575 T672.368

A

Vi vy 3439106 3667.427 7476.045 7527.581 7582.863 T671.643

A

Vi®  yr® 3439154 3667.48  T482.283 7533.802 T583.702 7672.497

A

Vil vy 3438.968 3667.273 T408.354 7459.109 T571.427 7659.983
Yo yiU0 3372418 3594.414  7246.961 T7296.044 7356.441 T441.204

Table 4.6: PREs of combine estimator with existing estimator for various choices of a and b.

Population 1 Population 2 Population 3
Estimators Yo \%: Vi Yy Y \%

vy 9161.021 2170.533  1803.772 1814.426 1899.414 1903.984

A

Vi@ yr® 9160.995 2170.506 1802.016 1812.654 1898.996 1903.564

A

Ve y;® 2161.027 2170539 1803.903 1814.558 1899.433 1904.003

A

Vel ys® 2161.025 2170537 1803574 1814.226 1899.383  1903.953

A

Vel vi® 216101 2170521 1803.693 1814.346 1899.402 1903.971

A

Yoo ye® 2161.027 2170.539 1803.883 1814.538 1899.431 1904

A

) viT2161.025  2170.537 1803.848 1814502  1899.425  1903.995

2

YA 2161.028 2170.539 1803.904  1814.559 1899.434  1904.004

2

YA 2161.024 2170.535  1803.403  1814.053 1899.354  1903.924
S0 yx09 9154087 216356 1800.444 1811.072 1895.799 1900.357




Chapter 5

Conclusion and Future Work

5.1 Conclusion

Survey sampling is used by academics to accurately estimate the population mean. This
can be accomplished with efficient and unbiased estimators. Effective utilization of the
auxiliary information may increase an estimator’s efficiency and accuracy. In this research, we
concentrated on utilizing the auxiliary variable and the ranked auxiliary variable to construct
new estimators of the finite population mean under simple and stratified random sampling.
We propose a two-fold application of auxiliary information in which auxiliary information is
complemented by ranks of the auxiliary variable.

Suppose that we want to check the performance of graduated students of specific university
and their level of attaining a good job in the society. Consider the number of graduated
students of a university as a study variable(Y) and the number of teachers as an auxiliary
variable(X ). There are 26 departments in the university and is possible that the number of
teachers can be same in some of the departments. We assign tied ranks to the teachers that is
the departments having same number of teachers are assigned tied rank that is the average of
the tied value. This takes the variation into account. So in this way, the attained information
will be less scattered. Consider an other example. We want to check the production of crops
in a village. The farmers have land of 50 acres. The production depends on the amount of
fertilizer farmers are giving to the field. Some farmers may be giving same amount of fertilizer
to the fields. Here production of crops is study variable(Y') and amount of fertilizer giving
to the land is auxiliary variable(X). Giving tied ranks to the same amount of fertilizer the
farmers are giving. In this way, the scattered data will be less scattered and give as more
precise result.

Simple random sampling and stratified random sampling are used to establish mathematical
developments of the estimator of a population mean. The findings are completely consistent
with the concept of employing auxiliary information to aid in the estimation of required
attributes. We see that more rigorous usage of relevant information improves the efficiency of
the estimators.

Past research has used the idea of ranking with equally spaced values to develop efficient

37
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estimators of the finite population mean. This ignores the variation in the auxiliary variable.
The current research has extended the idea of ranking with tied values as it takes the variation
of the auxiliary variable into account.

Chapter 3 introduced a new estimator under simple random sampling for the estimation
of finite population mean utilizing original and ranked auxiliary information. Bias and MSE
have been expressed up to the first order of approximation. The derived estimator has
been theoretically compared against competing estimators. Conditions that establish the
superiority of the generated estimator over the existing estimators have been derived. Various
real-world data sets were used to show the performance of the proposed estimators.

Chapter 4 extended the idea of developed estimator into stratified random sampling which
is used to reduce the heterogeneity of population for improved estimation. Upto the first
degree of approximation, mathematical equations for the suggested estimator’s biases and
MSEs have been derived. It has been demonstrated that the proposed estimator outperforms
the existing estimators both theoretically and numerically. Some real-world data sets were
used for numerical illustration.

The usage of supplementary information improves an estimator’s efficiency. It is recom-
mended to use the newly developed estimators for population mean estimation because they

are more efficient.

5.2 Future work

e The current work could also be extended to other sampling schemes like probability

proportional to size etc.
o A similar technique can be used to estimate other population parameters i-e median etc.

e The current work can be extended to the other probability sampling techniques like

systematic sampling and cluster sampling.
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