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Preface

People have been using the internet to transmit and store data in recent years. The latest

advancements in computing and communication technology have increased the necessity for

data security strategies. In this thesis, we generated random numbers and permutations using

the points on elliptic curves to build one of the most efficient and unbreakable cryptographic

techniques.

The two fundamental categories of data security are cryptography and steganography. Steganog-

raphy is the study of data security schemes where confidential information is incorporated into

host data so that the attackers cannot detect the existence of secret data [1]. Cryptography

is the study of data security schemes where secret data is transformed into an unreadable

data [2]. Encryption is the key element within cryptography for the provision of security. In

encryption, keys of the same or sometimes smaller length are used for encoding messages or

data. Mostly ciphering is used for the accomplishment of encryption and decryption at both

transmission ends. Cipher is an appropriate way of encrypting or decrypting messages, where

ciphering is mostly dependent on the encryption key. A single key is utilized In symmetric

cryptography, for both encryption and decryption. Asymmetric cryptography uses two dis-

tinct keys, first one encrypts the data and the other for decryption. Recently, elliptic curves

(ECs) are used to design strong cryptosystems which creates smaller, quicker, and more ef-

fective keys with high security.

In the second and third century A.D. the elliptic curve first appeared in the Diophantuss work.

In fact, a polynomial equation with integer or rational solutions is known as a Diophantine

equation. An elliptic curve, E over a field K is a set of points that satisfies a plane cubic

curve. In the field of cryptography, we use elliptic curve over a finite field. A non-singular
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cubic curve E which can be represented as follows

Y 2 = X3 + αX + β

, is an elliptic curve over field K with a point δ, where the point δ exists on every vertical

line and α, β belong to field K. For an elliptic curve, E over a field K, the chord-and-tangent

rule exists to add two points of the curve. The set of all points of the elliptic curve along

with this addition operation generates an abelian group. The number of points lying on an

elliptic curve over the finite field K are also finite, so they construct a finite abelian group.

Torsion point is a point of finite order and if it has order n then it is called n-torsion point.

Hasses theorem provides bounds to compute number of points on an EC. In general group

law makes it difficult to calculate all curve points [3]. The readers are referred to [2] and [3]

for additional information regarding cryptography and elliptic curves, respectively.

Based on various mathematical structures, several data security methods have been presented.

Schneier [4] developed a new secret-key block cipher, Blowfish. Rahouma [5] suggested a block

cipher data scheme for computer network security. Gupta et al. [6] proposed a data security

algorithm depending on logical and shifting operations. Pattanayak et al. [7] used extended

Euclidean algorithm and linear congruences to design a text encryption scheme. Abdullah

et al. [8] proposed a cryptosystem based on fuzzy logic where triangular fuzzy numbers are

used to represent plaintext and ciphertext. In the same way, elliptic curves gained consider-

able interest in the field of cryptography due to their comparative protection against modern

cryptanalysis with low key size. Miller developed an encryption scheme based on elliptic curve

cryptography similar but about 20 percent quicker than the Diffie-Hellman key exchange pro-

tocol. The concept of a discrete logarithmic problem used in Diffie-public Hellman’s key

cryptography was applied by Koblitz et al. [9] to the EC group. Amara et al. [10] describe

elliptic curve cryptographys network security task with a smaller key size and contrast RSA

to elliptic curve cryptography, and conclude that it is a better encryption alternative. An EC
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cryptography scheme using the microcontroller with fuzzy modular arithmetic was designed

by Ganapathy et al. [11]. Balamurugan et al. [12] used a non-singular matrix to construct a

rapid mapping scheme by mapping the plaintext to points of elliptic curve and the ElGamal

encryption approach is used to decrypt points using a non-singular matrix. Hayat et al. [13]

used elliptic curves to generate pseudo-random numbers as well as S-boxes, then they applied

these S-boxes and random numbers in image encryption.

Several authors who have applied text encryption and decryption using elliptic curve cryp-

tography have used an accepted table consisting of mapping characters and elliptic curve

coordinates, or the ASCII values of the characters are used to derive affine elliptic curve

coordinates by performing point multiplication on the generator ”G” and the corresponding

character ASCII value. For cryptographic and other applications, researchers are still using

ECs. But from literature review, it follows that mathematically structured elliptic curves

particularly as ordered elliptic curves, have not yet been deployed for data security as per our

knowledge. As a result, this fact drives us to develop new mathematical structures based on

elliptic curves to enhance data security. We focus on Mordell elliptic curves, a special elliptic

curve, to achieve the following objectives.

i. To construct the sequences of random numbers by using elliptic curves.

ii. Use the above structures to create confusion and diffusion in the text encryption algo-

rithm.

iii. Utilizing the existing elliptic curve structures to construct new structures.

iv. Next, create new schemes employing the above novel structures to construct non-linear

cryptosystem components.

v. An image encryption algorithm using the aforementioned constructed non-linear cryp-

tosystem components to evaluate their effectiveness.
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vi. To get an encryption algorithm well suited for large size data that can be used for any

script with specified ASII values, not just for English scripts.

vii. This work also aims at getting efficient encryption algorithm, accuracy, and safety fea-

tures to maintain the security of data during decryption process.

viii. Stating and proving theoretical results.

The outline of this thesis is structured as follows:

In chapter 1, basic concepts related to cryptography, pell sequences and elliptic curves over

finite fields/rings are briefly discussed.

In chapter 2, We suggest a brand-new, three-step text encryption method that can be shown

to be secure against computation-based attacks like key and statistical attack. The first stage

of the suggested system, which is based on elliptic curves and the pell sequence, is applying

a cyclic shift to the symbol set to transform the plaintext into an abstract plaintext. The

second phase involves hiding the elements of the diffused plaintext from the intruders. In

the third stage, permutations over elliptic curves are generated in order to confuse the dis-

tributed plaintext that has been encoded. We demonstrate the provable security of the sug-

gested approach against some important attacks. The suggested system is also resistant tokey

spacing attacks,known-plaintext attacks, andciphertext-only attacks. The suggested scheme

is extremely secure against present cryptanalysis than some of the existing text encryption

algorithms.

In chapter 3, a novel method of new substitution box construction based on ECs over finite

rings is proposed. In addition, the newly developed method is thoroughly evaluated and com-

pared with a few other methods that already exist. Experimental results show that the newly

designed substitution box is significantly more resistant to linear attacks and has a higher

capacity for confusion than some of the existing substitution boxes.

In chapter 4, we introduced elliptic curves over finite rings based image encryption algorithm.

Our scheme consists of three main steps, the first of which is to use points from an EC over

v



a finite ring to mask the plain image. In the second phase, we generate diffusion by mapping

the EC over the finite ring to the EC over the finite field. A substitution box (S-box) is used

to permute the pixels of the diffused image to create a cipher image, which will significantly

confuse the plaintext. We demonstrated that the suggested scheme is more secure against

differential, statical, and linear attacks than existing cryptosystems using computational ex-

periments. Additionally, color image encryption takes less time on average than other existing

methods.

In chapter 5, the work provided in this thesis is summarized and some prospective avenues

for further research are discussed.
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Chapter 1

Introduction

In this introductory chapter, we provide some basic definitions, and concepts of cryptography

and elliptic curves. The outline of this chapter is organized as follows. Firstly, we provide some

mathematical background of elliptic curves. Following, numerous cryptographic fundamentals

are provided in relevance to this thesis.

1.1 The Elliptic Curves

An algebraic non-singular cubic curve over a field K represented by the general Weierstrass

equation;

y2 + axy + by = x3 + cx2 + dx+ e (1.1.1)

is called an elliptic curve, where a, b, c, d, e ∈ K.

Definition 1.1.1. For the characteristic K 6= 2, 3, the short Weierstrass equation is

y2 = x3 + ax2 + b (1.1.2)

with discriminant 4 = −16(4a3 + 27b2) 6= 0.
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This condition ensures that for each point on curve, there is a unique tangent line, i.e. the

curve is smooth and hence contains no singular points. Cusps, isolated points, and nodes are

three different forms of singular points. As singular point contains a repeated root, thus we

can write the EC equation as

y2 = x3 + ax+ b = (x− α)2(x− β)

and simplification gives

x3 + ax+ b = x3 − 3α2x− 2α3

For a = 0, we get the curve y2 = x3 which has a triple root at (0, 0). As shown in Figure 1.1,

Figure 1.1: Cusp singularity

this forms a cusp at (0, 0).

Figure 1.2: Isolated point singularity
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Fig. 1.2 illustrates the curve containing an isolated point at(a, 0), for a < 0. Furthermore

when a > 0, the resulting curve(shown in Figure 1.3) has a node at (a, 0).

Figure 1.3: Node singularity

Definition 1.1.2. The set of points (x, y) ∈ K×K on an elliptic curve that satisfy the curve,

including a point at infinity δ ∈ {Ek} is defined as

Ek = {(x, y) ∈ K ×K : y2 = x3 + ax+ b} ∪ {δ} (1.1.3)

forms an abelian group.

1.1.1 The Elliptic Curve Group Law

According to Bézout Theorem, a line precisely intersects the elliptic curve represented by the

Weierstrass equation (1.1.2) , at three points. The point addition for any two points Q1 and

Q2 on (1.1.2) is another point −Q3 on the curve. It is the reflection of the third point Q3

where the line passing through Q1 and Q2 intersects the elliptic curve E as shown in Figure

(1.4).

Point doubling is another important operation mainly used in cryptography based on ECs.

For identical points Q1 and Q2, we perform a similar method using the tangent line to find

Q1 +Q1 = [2].Q1 shown in Figure (1.5).
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Figure 1.4: Addition of Points

Figure 1.5: Point Doubling

From the above given geometrical description of group law, derived algebraic formulas are

given as follows; For any two points Q1 and Q2 on ECs Q1(x1, y1) +Q2(x2, y2) = −Q3(x3, y3),

where x3 = m2 − x1 − x2 and y3 = m1x1 −m1x3 − y1, y1 6= 0 with slope m of the line Q1Q2

is equal to y2−y1
x2−x1 if Q1 6= Q2 and m =

3x21+a

2y1
if Q1 and Q2 are identical.

The above formula does not apply if Q1 and Q2 are distinct but connected with a vertical line.

In this case the line Q1Q2 always intersects the EC at infinity point and hence Q1 +Q2 = δ,

as reflection point of δ is always δ. If Q2 = δ then Q1 + δ = Q1 because Q1Q2 is the vertical

line passing through the point Q3 and reflection of point Q3 is the point Q1. Hence Q2 = δ

acts as a identity point on an EC. Also for each point Q1 6= δ on elliptic curve there exists an
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inverse point −Q1 = (x,−y) of Q1. Hence, the points on elliptic curve satisfy all the axioms

of a group.

1.1.2 The Elliptic Curves over Finite Fields

For a finite prime field Fp with characteristic other than 2 and 3, prime p and two integers

a, b ∈ [0, p − 1] such that 4a3+27b2 6= 0, the short Weierstrass form elliptic curve Ep,a,b over

the field Fp is the set

{(x, y) ∈ Fp × Fp | (y2 = x3 + ax+ b) (mod p)} ∪ {δ}, (1.1.4)

where δ is the identity element of the EC. We call the integers a, p, and b the parameters of

the EC Ep,a,b.

An elliptic curve Ep,a,b over Fp is called Mordell EC when a = 0. The following Lemma

provides crucial information regarding the number of points on Mordell ECs of a particular

class.

Lemma 1.1.3. when p ≡ 2 (mod 3) and a = 0, the EC Ep,0,b has p + 1 points that are all

unique in their y-coordinates.

1.1.3 Ordering on Elliptic Curves

On an EC Ep,a,b, three orderings with good cryptographic properties are defined by Azam et

al. [14]. These orderings are diffusion ordering, natural ordering N , D, and modulo diffusion

ordering M defined as
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(s1, t1) D (s2, t2) if and only if “s1 + t1 < s2 + t2” or “s1 < s2 and s1 + t1 = s2 + t2”;

(1.1.5)

(s1, t1) N (s2, t2) if and only if “s1 < s2” or “s1 = s2 and t1 < t2”; (1.1.6)

(s1, t1) M (s2, t2) if and only if “s1 + t1 < s2 + t2 (mod p)” or

“s1 + t1 = s2 + t2 (mod p) and s1 < s2”;
(1.1.7)

where (s1, t1) and (s2, t2) are any two points on an EC Ep,a,b. The key features of these or-
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Figure 1.6: The EC E29,0,1 and the effect of the natural, diffusion and modulo ordering on
the EC E29,0,1: (a) Points of the EC E29,0,1 are shown with respect to non-decreasing x-
coordinate from left to right; (b) y-coordinates of the points of the ordered EC E29,0,1 with
natural ordering; (c) y-coordinates of the points of the ordered EC E29,0,1 with diffusion
ordering; (d) y-coordinates of the points of the ordered EC E29,0,1 with modulo ordering.
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derings are: (i) they diffuse the y-coordinates of the points of the ordered EC; and (ii) these

orderings provide highly uncorrelated ordered ECs . Furthermore, it can be observed from Fig-

ure 1.6 that the three orderings are non-equivalent and are capable of generating randomness.

Due to these properties, Azam et al. [14,15] showed that these orderings are cryptographically

suitable for generating a large number of secure permutations over ECs.

1.1.4 The Elliptic Curves over Finite Rings

Let {pi}i∈Ω be a set of primes for any indexing set Ω. Then, for k ≥ 2, n =
∏k

i=1 pi is a

composite integer and, hence, Zn is a ring. As for each prime p, Fp represents a finite field.

Thus, for primes pi, 1 ≤ i ≤ k, we say that Fpi is a finite field related to the ring Zn. For

any two integers, a, b ∈ Zn, with the condition that 4a3 + 27b2 ∈ Zn \ {0}, the EC En,a,b

represents the set of points {(x, y) ∈ Zn × Zn|y2 ≡ x3 + ax + b (mod n)} ∪ {∞}, where ∞

is the neutral point lying at each vertical line passing through the EC, and 4a3 + 27b2 is the

discriminant of En,a,b. The condition on the discriminant is imposed so that the EC En,a,b

has no singular point. The integers a, b and n are known as the parameters of En,a,b. For

a = 0, the ECs are known as Mordell elliptic curves (MECs); we denote them by En,b, and

#En,b denotes number of points on the this curve. There is a bijection [16] between En,b

and Ep1,b × . . . × Epk,b, which maps (x, y) ∈ En,b to
(
x (mod p1), y (mod p1)

)
× . . . ×

(
x

(mod pk), y (mod pk)
)
∈ Ep1,b × . . .×Epk,b. Consequently, an EC Epi,b may be deduced from

En,b by mapping (x, y) ∈ En,b to
(
x (mod pi), y (mod pi)

)
and, hence, for each pi we have

a surjective map from En,b to Epi,b. Let f : En,b → Ep1,b × . . . × Epk,b and g : En,b → Epi,b

represent the former bijective and surjective maps, respectively; then, mathematically, f and

g are given by:

f(x, y) =
(
x (mod p1), y (mod p1)

)
× . . .×

(
x (mod pk), y (mod pk)

)
,

g(x, y) =
(
x (mod pi), y (mod pi)

)
.
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1.2 Fundamentals of Cryptography

The list of basic terminologies and concepts used through the contents of cryptography are

given as follows;

Plaintext: The original readable message or data which serves as an input to the algorithm

is called plaintext.

Ciphertext: A ciphertext represents a hidden or unreadable text. When any suitable scheme

is applied to plaintext in order to codify it, the resulting codified message is known as cipher-

text.

Encryption: Encryption or enciphering is a technique of changing plaintext into ciphertext.

Its objective is to protect sensitive data from an adversary.

Key: The plaintext is encrypted using a key, which is a word, number, or phrase. A key or

keys control both encryption and decryption.

Decryption: Decryption is an inversion method used to convert ciphertext into plaintext

with the help of key.

Cryptosystem: Cryptosystem is a design or plan developed for encryption. A cryptographic

system mainly relies on the key. Encryption and decryption are both methods that can be

handled by a single key if the sender and recipient of the data can secretly exchange private

keys. On the other hand,for encryption and decryption techniques, distinct public and private

keys can be used. On this basis, two categories of cryptography are

i. Symmetric(Private) Cryptosystem

ii. Asymmetric(Public) Cryptosystem

Symmetric Cryptosystem: A symmetric cryptosystem uses an identical key for both en-

cryption and decryption. This cryptosystem has two requirements

� It is not necessary to keep the algorithm secret; just the key must be kept secret.

� Both the sender and the recipient of the data must have stored backup copies of the secret
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key in a secure place and ensured the key’s security. If an individual familiar with the algo-

rithm finds a hint to the key, all communications based on this key are vulnerable.

This is further subdivided into two main types. The first is known as a block stream, while

the second is known as a block cipher.

Stream Cipher: A stream cipher encrypt data by encrypting it one bit at a time. RC4 and

ChaCha20 are examples of stream cipher.

Figure 1.7: Symmetric key cryptosystem

Block Ciper: In private key-based cryptosystems, block ciphers play a significant role. It

is a technique of message encryption that works with a symmetric key and acts on a collection

of bits known as a ”block” rather than encrypting a single bit. Advanced Encryption Standard

(AES) [17], Data Encryption Standard (DES) [18], Double Data Encryption Standard (2DES)

are well-known block ciphers.

Asymmetric Cryptosystem: The asymmetric cryptosystem depends on two keys. One

is known as a ”public key,” because it is made available to the public,, and the second is a

”private key,” since only the recipient is aware of it. The sender encrypts the text by using a

public key. Only a receiver with a private key can decrypt it. RSA(Rivest Shamir Adleman)

and Elliptic Curve Cryptography(ECC) are well known Asymmetric Cryptosystems.

Figure 1.8: Asymmetric key cryptosystem
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1.2.1 Purposes of Cryptography

Cryptography is used to not just encrypt and decrypt messages, but also to solve real-world

problems that need information or data security. The four main purposes that arise in the

field of cryptography are as follows:

Confidentially: It assures that private or personal information is only available to the sender

and receiver.

Integrity: It ensures that data sent over an insecure channel does not change. In other

words, no one can change the information except the transmitter and recipient.

Authentication: This process verifies the identity of the transmitter and recipient. It also

ensures that their communications are not being intercepted by an unauthorized party.

Certification: The term ”certification” refers to the transmission of information by a trusted

source or individual.

1.2.2 Advanced Cryptographic Tools

Before the year 1950, cryptography was considered an art form. However, modern cryptog-

raphy is a discipline that requires input from a wide variety of other fields, such as computer

science, electronics, and mathematics. After World War II, the intelligence agencies of various

armed forces started placing a high priority on cryptographic research. As a result, the first

symmetric cryptosystems were developed after a delay of two years. These include the Data

Encryption Standard (DES) and public key ciphers. During that time period, the algorithms

were developed with the assistance of computers. Then, scientists realized that small tools

could be combined to produce effective ciphers. The following is a list of these tools:

Permutation: A permutation is a way to arbitrarily change the order of two members of a

set.

Substitution: Substitution is the process of changing one symbol with another in cryptogra-
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phy. The Caesar Shift Chip is an example of a substitution cipher in standard cryptography.

In this case, every letter in the plaintext should be changed to a letter three spots further

down the alphabet.

Diffusion and Confusion: In order to increase the security of a cryptosystem, Shannon

proposed two concepts, confusion and diffusion as follows

Confusion: Confusion is the process of linking the ciphertext and the key as complicated as

possible so that no one can figure out the key even if they know the ciphertext.

Diffusion: The process of spreading out the effect of single plaintext bit across a number

of ciphertext bits so that the statistical redundancies of the plaintext cannot be detected is

called diffusion.

1.2.3 Substitution Boxes

Boolean functions and substitution boxes (S-boxes) are essential aspects of modern cryptosys-

tems. The function quantity is used to link both S-boxes and Boolean functions. In contrast

to the Boolean function, which produces a single output bit from a single input bit, an S-box

consists of Boolean functions with various outputs. If a cryptosystem can create sufficient

confusion and diffusion in the data, it is considered secure [1]. Many well-known and widely

used cryptosystems use S-box for the data scrambling, including AES, DES, Blowfish cryp-

tosystem [4] and Twofish security system [19].

The n×m S-box is a boolean function σ : Z2
n → Z2

m from n input binary bits to m output

binary bits. S-boxes are lookup tables that translate n binary bits to m binary bits. The

individuality of the input and output affects the S-box dimension, which could be distressing

to S-box properties. For example, if the number of binary input bits is greater than the

number of binary output bits in an n ×m S-box, there should be a repetition in the S-box

entries. However, if n = m, there is a bijection in S-box, meaning that the entries of the

S-box are distinct, and the input values are mapped onto distinct output values. Bijective
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S-boxes that are reversible are typically referred to as S-boxes that have both surjection and

injection properties, demonstrating the existence of the inverse S-box for these S-boxes. How-

ever, the cryptosystems that use single S-box cannot create sufficient confusion and diffusion

in the data. To secure data, many cryptographers proposed various techniques using multiple

S-boxes. A cryptosystem needs S-boxes with high non-linearity and low linear and differential

probabilities.

The security strength of S-boxes is evaluated using a variety of standard methods. Some are

described individually as follows::

Linear Attacks

For an S-box, linear approximation probability LAP(S) and the non-linearity NL(S) are

calculated as follows:

LAP(S) =
1

2n

{
max
α,β 6=0

{
|#{x ∈ Fn2 | x · α = S(x) · β} − 2n−1|

}}
, (1.2.1)

NL(S) = min
α6=0,β,λ

#{x ∈ Fn2 : α · S(x) 6= β · x⊕ λ}, (1.2.2)

where α, β ∈ Fn2 , and “· ”denotes the dot product.

Differential Attacks

These attacks are used to study the differences of outputs for the corresponding differences

of inputs to obtain useful information. The mathematical representation of the differential

approximation probability DAP(S) for ∆x,∆y ∈ Fn2 , is given by:

DAP(S) =
1

2n

{
max
∆x,∆y

{
#{x ∈ Fn2 | S(x⊕∆x) = S(x)⊕∆y}

}}
, (1.2.3)

where the bit-wise addition is denoted by “⊕” in F2. Thus, the S-box S possesses higher

security if the DAP(S) is close to 1/2n.
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Analysis of Boolean Functions

The boolean function strict avalanche criterion (SAC) calculates the change that occur in

the output bits due to the inversion of one bit in a set of input bits. The boolean function

bit independence criterion (BIC) determines the dependence level of a pair of output bits on

inverting an input bit. For an n× n S-box S, two matrices, B(S) = [bij], and M(S) = [mij],

compute the BIC(S) and the SAC(S), respectively:

bij =
1

2n

( ∑
x∈Fn

2
1≤r 6=i≤n

w

(
Si(x⊕ ηj)⊕ Si(x)⊕ Sr(x+ ηj)⊕ Sr(x)

))
, (1.2.4)

mij =
1

2n

∑
x∈Fn

2

w
(
Si(x⊕ ηj)⊕ Si(x)

) , (1.2.5)

where w(y) represents the number of non-zero symbols in y, ηj ∈ Fn2 with w(ηj) = 1, and Si

denotes the i-th Boolean function of the S-box S.

Key-Space Analysis

Brute-force attack is commonly used by cryptanalysts to decrypt ciphertext. Key spacing

analysis is used to analyze the security of an encryption scheme against brute-force attack.

For an encryption scheme, key spacing is defined to be the number of distinct secret keys that

it can generate.

Sensitivity Analysis

This is an important feature of a cryptographically strong cryptosystem. Key sensitivity is

also necessary to resist brute-force attacks. If a small change in a key leads to a significant

change in the cipher, then the cryptosystem is said to be sensitive to the keys.
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Ciphertext only Attack

In this attack, the cryptanalyst has access to some ciphertexts and try to get secret keys and

hence the plaintext. In the absence of the proposed scheme’s secret keys, the cryptanalyst is

unable to decrypt the plaintext.

Plaintext Attacks

There are two types of plaintext attacks, i.e., chosen plaintext attacks and known plain-text

attacks.

1.2.4 Chosen Plaintext

In this attack, the adversary has a partial access to the encryption scheme. That is, the

adversary can obtain the ciphered string for a chosen plaintext string.

Known-Plaintext Attack

In this attack, the attacker knows a pair of plaintext and ciphertext and tries to generate

secret keys.

Statistical Analysis

An encryption scheme is highly secure against statistical attacks if it can generate a highly

random ciphertext. Histogram analysis and entropy analysis are the two frequently used

techniques to assess the scheme’ security against statistical attacks.

Histogram

A histogram of an image represents the frequency distribution of the gray values. If each pixel

value occurs with almost equal frequency in an image, then the histogram of that image is

said to be uniform. The histogram of an ordinary image is always highly nonuniform, while

a properly encrypted image has a uniform histogram.
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Information Entropy

Information entropy is used to measure randomness in an image. Equation (1.2.6) is used to

determine the randomness of an image I:

H(I) = −
k∑
i=1

p(xi) log2(p(xi)), (1.2.6)

where p(xi) represents the probability of a pixel value xi, and k is the total number of

gray values in an image I. For an 8-bit encrypted image, the ideal value of entropy is 8,

which corresponds to the highest level of uncertainty. Thus, for a cryptographically strong

encryption scheme, the value of H(I) should be close to 8.

Correlation

A pixel of an ordinary image has high correlation with adjacent pixels. A good encryption

scheme breaks the correlation among the pixels of an encrypted image. For the datasets x

and x′ of the same size M , the correlation coefficient between them is determined by:

Cxx′ =

M∑
i=1

(xi − E[x])(x′i − E[x′])√
M∑
i=1

(xi − E[x])2
M∑
i=1

(x′i − E[x′])2

, (1.2.7)

where xi ∈ x and yi ∈ y and E[x] = 1
M

M∑
i=1

xi.

UACI and NPCR

The UACI criterion computes the average difference in intensity among two images. A crite-

rion for determining the impact of a modification in a plain image on the ciphers is NPCR.

If I and I ′ are any two plain images of the same dimension u× v, and CI and CI′ are the
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respective cipher images of I and I ′, then NPCR and UACI are calculated as:

UACI =
u∑
i=1

v∑
j=1

|CI(i, j)− CI′ (i, j)|
255× u× v

, (1.2.8)

NPCR =
u∑
i=1

v∑
j=1

τ(i, j)

u× v
, (1.2.9)

where τ(i, j) = 0 if CI(i, j) = CI′ (i, j), and τ(i, j) = 1, otherwise.

Pell sequence For initial values P0 = 0 and P1 = 1, the n-th term Pn of the Pell sequence

is defined with the recurrence relation

Pn = 2Pn−1 + Pn−2. (1.2.10)

The first six terms of the Pell sequence are 0, 1, 2, 5, 12, and 29. By [20] it is known that for

i→∞ it holds that
Pi
Pi−1

→ 1 +
√

2.
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Chapter 2

Text Encryption Using Pell Sequence

and Elliptic Curves with Provable

Security

2.1 Introduction

This chapter introduces a 3-step encryption scheme over a recurrent sequence and elliptic

curves. To achieve this, we divided our scheme in three steps, first we diffuse the plaintext.

Then an encoding procedure is applied to the diffused plaintext based on the Pell sequence

in step 2. Finally, the encoded diffused plaintext is confused in step 3 based on ECs.

The organization of this chapter is as follows. The motivation and related work is present in

Section 2.2. We discuss encryption algorithm in Section 2.3. Security analysis and the pre-

sented scheme’s comparison is discussed in Section 2.4. A conclusion is drawn in Section 2.5.
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2.2 Motivation and Related Work

On the basis of various mathematical structures like algebraic structures [21–26], elliptic

curves [13–15, 27–30], chaotic maps [31–36] and fuzzy set theory [8, 37], several data security

techniques have been developed. While communicating on popular messaging systems like

WhatsApp, consumers are concerned about the privacy and security of their information.

So, the security of the text messages gained great attention now a days. We briefly review

some of the recent text encryption schemes. Abdullah et al. [8] presented a fuzzy logic based

cryptosystem where triangular fuzzy numbers are used to represent plaintext and ciphertext.

Gupta et al. [6] developed a data security algorithm utilizing shifting and logical operations.

Pattanayak and Dey [7] used extended Euclidean algorithm and linear congruences to design

a text encryption scheme. 8-bit code values of alphabets are utilized by Agrawal and Pal [38]

to employ an efficient algorithm. A hidden encrypted symmetric key algorithm developed by

Ghrare et al. [22] by hiding the secret key in the ciphertext. Numerous applications exist in

the fields of mathematics and computer science for linear recurrences like modified Fibonacci

numbers, Pell numbers, and Pell-Lucas numbers [20, 49, 50]. For the sake of cryptography, the

systems in [23, 51, 52] utilize linear recurrences. Luma and Ruafi [39] explored a relationship

between Fibonacci and Lucas sequence and used it to generate cryptosystems. Overmars

and Venkatraman [40] proposed an efficient method to compute the golden ratio to avoid

cryptographic breaches. Agarwal et al. [41] generated a data encryption scheme built upon

Fibonacci numbers. Recently, DNA sequences are also used to generate secret keys for data

security [42–44]. Clelland et al. [42] combined a DNA based technique and the microdot

to send messages secretly. Abbasy et al. [44] employed useful features of DNA sequences

for data hiding. Chaotic maps are used to develop new security schemes due to their high

sensitivity to the initial condition [45–50]. A model encryption method built upon logistic

map was proposed by Murillo-Escobar [45]. Similarly, because of its comparable security

against modern cryptanalysis with small key sizes, elliptic curves (ECs) have drawn a lot of

attention for image encryption [51–55], text encryption [56–61] and signcryption [62–64]. To
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transfer messages securely, Sunneetha et al. [56] suggested utilizing algebraic operations with

elliptic curves. Agrawal and Gera [58] created a more complicated and secure text encryption

method employing the Hill cipher and ECC. In their new text encryption approach, Keerthi

and Surendiran [59] translated the plaintext’s ASCII values in the hexadecimal form to the

affine points of an EC. Naji et al. [57] suggested a unique text encryption technique based

on encoding plaintext characters with affine points on an EC. As an input for the elliptic

curve, Kumar et al. [60] utilized paired ASCII values that correspond to the plaintext. Singh

and Singh [61] developed an algorithm that can be used for encryption and decryption of

any size of text message with given ASCII values. S. Ullah et al. [62] provided a critical

review of hyper elliptic curves based signcryption algorithms. A hyper elliptic curve based

signcryption scheme more suitable for emerging resource constraints environment is proposed

by S. Ullah and N. Din [64]. Most text encryption techniques found in the literature, includ-

ing [6–8, 38, 41, 42, 44, 45, 56–59, 61, 65], are vulnerable to well-known attacks, including key

sensitivity, spacing, ciphertext-only attacks, statistical attacks, and known-plaintext attack.

2.3 Encryption and Decryption Procedure

Step 1. Diffuse plaintext: We select an integer k ∈ [0,m − 1] and permute the entries of S by

using the permutation ψk : S → S defined as

ψk(S(i)) = S((i+ k) (mod m)), (2.3.1)

i.e., ψk maps the i-th entry of S on its (i + k) (mod m)-th entry. Now generate a

diffused plaintext T ′ = T ′(1) . . . T ′(i) . . . T ′(n) by using the permutation ψk such that

the i-th element T ′(i) = ψk(T (i)), i ∈ [1, n]. The diffusion step is similar to the Caesar

cipher [66].

19



Step 2. Encode diffused plaintext: To encode the elements of the diffused plaintext T ′, we first

generate a restricted Pell sequence as follows.

Select two positive integers h and h′ such that h < h′ and h′ − h+ 1 ≤ β, and generate

the restricted Pell sequence Qh,h′ = q1 . . . qi . . . qm, if it exists, such that for each integer

i ∈ [1,m] the following hold:

- qi = log(Pi/Pi−1) and qi has exactly h′ − h+ 1 digits from h-th digit to h′-th digit

after the decimal, where Pi is the i-th entry of the Pell sequence, and

- all entries of Qh,h′ are distinct, i.e., for any two distinct i, j ∈ [1,m], it holds that

qi 6= qj. We apply this condition so that each symbol in the diffused plaintext can

be encoded uniquely.

Observe that the entries of the restricted Pell sequence Qh,h′ are in the closed interval

[0, 1] since Pi/Pi−1 → 1+(2)1/2 as i→∞ by [20]. We added the constraint h′−h+1 ≤ β

to generate a restricted Pell sequence to control the length of the ciphertext and increase

the key size, since for a fixed integer τ , there exists different pairs h, h′ such that

h′ − h+ 1 = τ , and hence different restricted Pell sequences.

Next, generate a weight function w : {1, 2, . . . , n} → [−1, 1] which is an injection, i.e.,

for any two i, j ∈ {1, 2, . . . , n} such that i 6= j, it holds that w(i) 6= w(j). The aim of

this weight function is to uniquely encode the position of each element of T ′.

Now, generate a binary sequence α = α1 . . . αi . . . αn. Based on the i-th entry αi of α,

decide if we use weight w(i) with qj or qj − 1, j ∈ [1, n] during the encoding procedure.

Now, generate an encoded diffused plaintext (C,D) = (c1, d1) . . . (ci, di) . . . (cn, dn) such

that the i-th element T ′(i) of T ′ is encoded as (ci, di) with

(ci, di) = (q(j+k) (mod m) + αiw(i), 1− q(j+k) (mod m) + (1− αi)w(i)), (2.3.2)

where T (i) = S(j), for some j ∈ [1,m] and T ′(i) = ψk(S(j)) = S((j + k) (mod m)).

20



Step 3. Confuse encoded plaintext: In this step, we create confusion in the encoded plain text

(C,D). For this purpose, we generate two bijections σ : C → C and σ′ : D → D by

using ordered subsets of two ECs. These ordered subsets are such that each integer

in [1, n] appears exactly once as y-coordinates of the points. The existence of such

subsets is ensured by considering the ECs with a = 0 and p ≡ 2 (mod 3). Finally,

the i-th entries of C and D are mapped on some entries of C and D whose indices are

determined by the y-coordinates of the i-th points in the ordered sets. More precisely,

select two primes p, p′ ≥ n with p, p′ ≡ 2 (mod 3), two integers b, b′ ∈ [1, p− 1] and two

orderings ≺ and ≺′. Compute the ordered subsets {(ai, bi) | bi ∈ [1, n] and (ai, bi) ∈

Ep,0,b} and {(a′i, b′i) | b′i ∈ [1, n] and (a′i, b
′
i) ∈ Ep′,0,b′} ordered w.r.t. the orderings ≺

and ≺′, where for each i ∈ [1, n1] it holds that (ai, bi) ≺ (ai+1, bi+1) and (a′i, b
′
i) ≺′

(a′i+1, b
′
i+1), respectively. From these ordered subsets, get the sequences H = b1b2 . . . bn

and H ′ = b′1b
′
2 . . . b

′
n. (σ(C), σ′(D))(σ(c1), σ′(d1)) . . . (σ(ci), σ

′(di)) . . . (σ(cn), σ′(dn)) is a

resulting confused encoded plaintext generated by using the permutations σ : C → C

and σ′ : D → D such that σ(ci) = cbi and σ′(di) = db′i .

2.3.1 Ciphertext

Transmit the confused sequence σ(C) as a ciphertext of the plaintext T .

2.3.2 Secrete Keys

The integers h, h′ and k, the weight function w and the encoded sequence σ′(D) are the secret

keys of our encryption scheme. The integers h, h′ and k are used to get the representation of

symbols in S, the weight function w is used to get the index of the symbols in the plaintext,

and the sequence σ′(D) is used to get w.
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Note that for a given β, the proposed scheme can encrypt a plaintext across a symbol

set S of size at most |Qh=1,h′=β|, i.e., for the proposed scheme it holds that m ≤ |Qh=1,h′=β|.

Furthermore, the proposed scheme can encrypt a plaintext T of any arbitrary size, since it

encodes each symbol of T individually.

2.3.3 Decryption Procedure

Assume the sender and receiver are connected by a noise-free channel, allowing the receiver

to receive the ciphertext. G = σ(c1)σ(c2) . . . σ(cn). Let g be the `-th element of G. We find

the position of g in the plaintext by using the keys σ′(D) = σ′(d1)σ′(d2) . . . σ′(dn) and weight

function as follows. Compute a real d ∈ σ′(D) such that

g + d = r + 1, (2.3.3)

for some r = w(i) ∈ [−1, 1] with i ∈ [1, n]. Observe that for each g such a real d always exists

by Eq. (2.3.2). The position of the element of the plaintext is integer i, corresponding to the

element g of the ciphertext. By using the secret key h, compute the restricted Pell sequence

Qh,h′ and compute the inverse ψ−1
k : S → S defined as

ψ−1
k (S(i)) = S((i− k) (mod m)), (2.3.4)

of the permutation by using the secret key k.

Figure 2.1 provides a flowchart of the proposed scheme.
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Symbol Set 

S(1), ..., S(i),  ..., S(m) 

Plain Text
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s(C) = s(c1)  ...  s(ci) = cj  ...  s(cn)

s¢(D) = s¢(d1) ...  s¢(di) = dt  ...  s¢(dn)

where j = bi, t = b¢i

Permute Symbol Set

yk(S(1))  ...  yk(S(i))  ...  yk(S(m)) 

Diffuse Plain Text

yk(T(1))  ...  yk(T(i))  ...  yk(T(n)) 

Encode Diffused Plain Text

C = c1  ...  ci = q(j+k) mod m + aiw(i)  ...  cn

D = d1  ...  di = 1 - q(j+k) mod m + (1 - ai)w(i)  ...  dn 

where yk(T(i) = S(j)) = S((j + k)) mod m

Generate an Ordered EC and get sequence   

H¢ = b¢1  ...  b¢i  ...  b¢n

A Binary Sequence  

a1   ...  ai  ...  an

Channel

Encryption

Received 

Message G 
Is G = Ø ? Let  gÎG 

Get Index i  of Plain Text

Correspoding to g 

Solve g + d = r + 1,

dÎs¢(D), r = w(i) 

Get Index t for  Qh,h' 

such that g = qt or

d = 1 - qt  

Get i-th element of T

T(i) = yk
-1(S(t)) 

G := G \ {g} 

Get Plain Text T 

No

Yes

Decryption

Step 1.  Diffusion

Step 2.  Encoding

Step 3.  Confusion

Figure 2.1: Flowchart of the proposed encryption and decryption scheme.

To get the plaintext T (i) at the i-th position of the plaintext T , find the real qt ∈ Qh,h′
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such that g = qt or d = 1 − qt for some index t. Find the index t by using Table 2.1 and

finally get the i-th plaintext T (i) as T (i) = ψ−1
k (S(t)) corresponding to the `-th element g of

G. We obtain T by repeating the above procedure for each g ∈ G.

In Example 2.3.1, we provide a complete demonstration of the proposed procedures.

Example 2.3.1. Encryption Let the ordered symbol set S be the set of the capital English

alphabet including blank-space and full-stop. This set is listed in the fourth column of Ta-

ble 2.1. Let β = 14, and for h = 18 and h′ = 22, the entries qi of the restricted Pell sequence

Qh,h′ are listed in the second column of Table 2.1, while the third column of Table 2.1 contains

1− qi. Select integer k = 6 to generate a permutation ψk=6 on the symbol set S. The entries

of ψk=6 are listed in the fifth column of Table 2.1.

Suppose the sender wants to send the plaintext T = STAY SAFE

with nine elements.

For each integer i ∈ [1, 9], Table 2.2 enlists the original, diffused and encoded plaintexts,

T , T ′(i) and (ci, di). Table 2.3 contains the sequences H ′ and H generated by ordered ECs

E11,0,4 and E11,0,9 using diffusion and natural orderings. Moreover, Table 2.4 presents con-

fused encoded plaintext σ′(D) and σ(C).
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Table 2.1: Entries S(i), ψk=6(S(i)), and qi of an ordered symbol set S, the permuted symbol
set ψk=6(S), and the restricted Pell sequence Qh=18,h′=22, respectively

Index i qi 1− qi S(i) ψk=6(S(i))

1 0.52137 0.47863 A W

2 0.95725 0.04275 B X

3 0.29362 0.70638 C Y

4 0.96103 0.03896 D Z

5 0.33794 0.66206 E Space

6 0.77007 0.22993 F Full-stop

7 0.30634 0.69366 G A

8 0.06816 0.93184 H B

9 0.48980 0.51020 I C

10 0.73249 0.26751 J D

11 0.68854 0.31146 K E

12 0.91754 0.08246 L F

13 0.81868 0.18132 M G

14 0.83642 0.16358 N H

15 0.81864 0.18136 O I

16 0.79073 0.20927 P J

17 0.39322 0.60678 Q K

18 0.38890 0.61110 R L

19 0.92887 0.07113 S M

20 0.69338 0.30662 T N

21 0.56639 0.43361 U O

22 0.56379 0.43621 V P

23 0.70637 0.29363 W Q

24 0.85348 0.14652 X R

25 0.82824 0.17176 Y S

26 0.83257 0.16743 Z T

27 0.83183 0.16817 Space U

28 0.83196 0.16804 Full-stop V
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Table 2.2: Plaintext entries T (i), diffused plaintext entries T ′(i), weight function entries w(i),
binary sequence entries αi, and encoded diffused plaintext entries (ci, di), respectively

Index i T (i) T ′(i) w(i) αi
Encoded diffused plaintext

(C,D)

ci di

1 S Y -0.007 1 0.28662 0.70638

2 T Z -0.321 0 0.96103 -0.28204

3 A G 0.4 1 1.21868 0.18132

4 Y C -0.49751 0 0.48980 0.01269

5 Space F 0.8812 1 1.79874 0.08246

6 S Y 0.163 1 0.45662 0.70638

7 A G 0.97350 1 1.79218 0.18132

8 F L 0.65 0 0.38890 1.26110

9 E K 0.2817 0 0.39322 0.88848

Table 2.3: Permutations due to the ordered ECs E11,0,9 and E11,0,4 with natural and diffusion
ordering, respectively

Index i 1 2 3 4 5 6 7 8 9

Entries bi of H due to E11,0,9 3 8 1 5 6 9 2 4 7

Entries b′i of H ′ due to E11,0,4 2 1 4 3 7 9 8 5 6
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Table 2.4: Entries of σ(ci) and σ′(di) of the confused plaintext σ(C) and σ′(D), respectively

Index i Ciphertext σ(ci) Key σ(di)

1 1.21868 -0.28204

2 0.38890 0.70638

3 0.28662 0.01269

4 1.79874 0.18132

5 0.45662 0.18132

6 0.39322 0.88848

7 0.96103 1.26110

8 0.48980 0.08246

9 1.79218 0.70638

Decryption We demonstrate the decryption procedure for the 5-th element g = σ(c5) =

0.45662 of the ciphertext G.

Note that g + d = r + 1 holds for d = σ(d2) = 0.70638, r = w(i) = 0.163 with i = 6. This

implies that g is the (i = 6)-th element of the plaintext. The real qt for which it holds that

g = 1− qt has index t = 3 in the third column Qh=18,h′=22 of Table 2.1. We get the (i = 6)-th

element T (6) = ψ−1
k (S(3)) = ψ−1

k (Y ) = S of the plaintext T from the fourth column of Ta-

ble 2.1.

2.4 Security Analysis and Comparison

For the proposed scheme analysis, we apply some well-known security tests including key spac-

ing analysis, key sensitivity analysis, histogram test, information entropy analysis, ciphertext

only and known-plaintext attack. Their results for the proposed scheme are explained in

Sections 2.4.1-2.4.4. Furthermore, we give a detailed comparison of the security of the our

scheme to a number of the currently developed text encryption schemes in Section 2.4.6.
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2.4.1 Key-space Analysis

Key spacing for a cryptosystem is defined as the number of unique secret keys that it can

produce. An encryption scheme is secure if its key spacing is at least 2100 by [37]. The

proposed scheme has five secret keys, three integers k, h, and h′, a weight function w and the

sequence σ′(D), where the key σ′(D) depends on m,h, h′, k, and w, by Eq. 2.3.2. There are m

choices for k and (10β)n choices for w, when the plaintext is encoded to real numbers with at

most β ≥ 14 digits after the decimal and n is the size of the plaintext. This means that the

proposed scheme’s key spacing is at least m(10β)n > 2100 for n ≥ 4, m ≥ 1 and β ≥ 14. So,

the proposed scheme satisfies key spacing analysis. In particular, when computation accuracy

is 10−14, m = 5, β = 14 and n ≥ 4, then there are 88 choices for selecting a pair of integers

h and h′ such that h′ − h+ 1 ≤ β and there exists a restricted Pell sequence. Hence, the key

spacing of the proposed scheme in this case is at least 5 · 88 · (1014)4 > 2194.

2.4.2 Analysis of Key Sensitivity

In the next lemma, we show that for any plaintext our scheme can generate a different

ciphertext when any of the secret keys k, h, h′, and w is changed.

Lemma 2.4.1. For a size n plaintext T over size m symbol set S and G = σ(c1)σ(c2) . . . σ(cn)

be a ciphertext of T that is obtained by the proposed scheme using the keys h, k, h′ and weight

function w.

(i) The ciphertext G′ generated by the proposed scheme by using k′ 6= k, k′ ∈ [0,m − 1],

h, h′, and w is not equal to G.

(ii) The ciphertext G′ generated by the proposed scheme by using k, t 6= h or t′ 6= h′ that

satisfies conditions of step 2, and w is not equal to G.

(iii) If αi = 1, i ∈ [1, n], the ciphertext G′ generated by the proposed scheme by using k,

h, h′, and w′ such that w′(i) 6= w(i), for all i ∈ [1, n], is not equal to G.

Proof. Let G′ = σ(c′1)σ(c′2) . . . , σ(c′n).
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(i) The integer k′ 6= k used at step 1 of the proposed scheme is to shift the elements of

the symbol set S. Then for all j ∈ [1, n] it holds that S((j + k′) (mod m)) 6= S((j + k)

(mod m)). This implies that q(j+k′) (mod m) +αiw(i) 6= q(j+k) (mod m) +αiw(i) for each i ∈ [1, n]

in Eq 2.3.2, where T (i) = S(j). This implies that c′i 6= ci for each i ∈ [1, n], and hence G′ 6= G.

(ii) For any integer t 6= h or t′′ 6= h′ that satisfies conditions of Step 2, the restricted Pell

sequence Q′t,t′′ = q′1q
′
2 . . . q

′
n 6= Qh,h′ = q1q2 . . . qn, since the length of the elements of Q′t,t′′ is

different from the length of the elements of Qh,h′ . This implies that q′(j+k) (mod m) + αiw(i) 6=

q(j+k) (mod m) + αiw(i) for each i ∈ [1, n]. This implies that c′i 6= ci, and hence σ(c′i) 6= σ(ci),

i ∈ [1, n], from which it follows that G′ 6= G.

(iii) Since w′(i) 6= w(i) and αi = 1 therefore q(j+k) (mod m)+αiw(i) 6= q(j+k) (mod m)+αiw
′(i)

for each i ∈ [1, n] in Eq 2.3.2, where T (i) = S(j). This implies that c′i 6= ci, and hence

G′ 6= G.

We demonstrate Lemma 2.4.1 with an example by generating ciphertexts for the plaintext

T = STAY SAFE by slightly changing one key and fixing all other keys. The ciphertext for

k = 6, h = 18, h′ = 22, and weight function w is listed in Table 2.2, ordered MEC E11,0,4 with

diffusion ordering is listed in the first column of Table 2.5. The ciphertext generated by only

changing the integer k to 7 following Lemma 2.4.1(i) is listed in the third column of Table 2.5.

The ciphertext generated by only changing integer h′ to 23 following Lemma 2.4.1(ii) is listed

in the second column of Table 2.5. The ciphertext generated by only changing weight function

to w′(i) = w(i) + 10−4 following Lemma 2.4.1(iii) is listed in the fourth column of Table 2.5.

The ciphertext generated by only changing EC E11,0,5 parameter b to 5 with diffusion ordering

is listed in the fifth column of Table 2.5. From Table 2.5 it is evident that the ciphertext

generated by slight changes in the secret keys are totally different. Hence, the proposed

scheme satisfies the key sensitivity analysis.
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Table 2.5: Different ciphertexts generated by the proposed scheme for a fixed plaintext

Original ciphertext Effect of h Effect of k Effect of w Ordered EC

0.96103 0.961034 0.34106 0.64013 0.48980

0.28662 0.286624 0.95404 0.28672 1.79218

0.48980 0.489799 0.73249 -0.00761 0.28662

1.21868 1.218677 1.23643 1.21878 1.21868

1.79218 1.792177 1.80992 1.79318 1.79874

0.39322 0.393223 0.38890 0.67502 0.45662

0.38890 0.388903 0.92887 1.03900 0.96103

1.79874 1.798742 1.69988 1.79884 0.38890

0.45662 0.456624 1.12404 0.45672 0.39322

2.4.3 Statistical Analysis

A scheme is secure against statistical attacks if it can generate ciphertexts with uniform

histogram and optimal entropy. In the following result, we show that for each plaintext, our

scheme can generate a ciphertext with a uniform histogram and optimal entropy.

Lemma 2.4.2. For any plaint text, there exists at least one weight function w such that the

frequency of each element in the generated ciphertext is 1.

Proof. For a size n plaintext over symbol set S, and T (i), i ∈ [1, n] be the i-th element of

T . Our proof will complete if we show that there exists at least one weight function w such

that for any two distinct i, i′ ∈ [1, n] it holds that the ci 6= c′i, where ci and c′i are generated

by Eq. 2.3.2. Let gi = q(j+k) (mod m) for i ∈ [1, n], where T (i) = S(j), for some j ∈ [1,m] and

ψk(S(j)) = S((j + k) (mod m)). Let gi′ be an ordering of g1, g2, . . . , gn such that gi′ ≥ gi′+1

for i′ ∈ [1, n]. Let w be a mapping such that w(i′+ 1) is a real in the open interval (−1, w(i′))

and ci′+1 = gi′+1 +w(i′+1) for i′ ∈ [1, n]. Note that w is an injection since w(i′) > w(i′+1) for

each i′ ∈ [1, n−1]. Furthermore, for each i′ ∈ [1, n] it holds that gi′ +w(i′) > gi′+1 +w(i′+ 1),

since gi′ ≥ gi′+1 and w(i′) > w(i′ + 1) for each i′ ∈ [1, n]. This implies that ci′ > ci′+1
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for each i′ ∈ [1, n], and hence c′1c
′
2 . . . c

′
n is a strictly decreasing sequence. This implies that

σ(ci) 6= σ(cj) for each distinct i, j ∈ [1, n] from which the proof follows.

By Lemma 2.4.2, it follows that for each plaintext, the proposed scheme can generate

a ciphertext with uniform histogram and optimal entropy by using the weight function w

constructed in Lemma 2.4.2 and αi = 1 for each i. Hence the proposed scheme has provable

security against statistical attacks. We demonstrate the claim in Lemma 2.4.2 in Table 2.6 by

generating a ciphertext for the plaintext T = STAY SAFE with secret keys k = 6, h = 18, h′ =

22, ordered ECs E11,0,4 with diffusion ordering and weight function w listed in Table 2.6.

Table 2.6: A ciphertext generated by the proposed scheme with uniform histogram and opti-
mal entropy

Index i Weight w(i) Ciphertext σ(ci)

1 -0.49751 -0.20389

2 -0.321 0.64003

3 -0.007 0.81168

4 0.163 0.65280

5 0.2817 1.19924

6 0.4 -0.10038

7 0.65 1.46868

8 0.8812 1.27010

9 0.97350 0.67492

2.4.4 Known-plaintext Attack

In our scheme, the attacker tries to generate h, h′, k, w and σ(D′). The plaintext consists

of symbols in S and the ciphertext consists of real numbers with at most β digits after the

decimal in our scheme, and therefore there is no relationship between the plaintext and the

keys h, h′, k and w. Recall that w(i) ∈ [−1, 1], and therefore it is not necessary that h′−h+1
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is at most the minimum number of digits after the decimal in the ciphertext. Thus, the

attacker needs to try all possibilities for h, h′ such that h′ − h + 1 ≤ β and there exists a

restricted Pell sequence of the size |S|, and k to know the representation of symbols in S, the

weight function w to know the index of the symbols in the plaintext, and σ(D′) which depends

on the latter keys. Furthermore for a given plaintext the presented scheme can generate a

completely different ciphertext when keys are changed, as discussed in Section 2.4.3. The

suggested system is hence extremely secure against known-plaintext attack by [61].

2.4.5 Ciphertext only Attack

In the proposed scheme, without the proposed scheme’s secret keys, the cryptanalyst cannot

decipher the plaintext.

Furthermore, there are at least 2100 keys for a fixed plaintext of size at least 4, as discussed

in Section 2.4.1, and therefore the brute-force attack requires lots of time to decrypt the

ciphertext without keys. Hence by [61] the proposed scheme is secure against ciphertext only

attack.

2.4.6 Security Comparison

This scheme has five secret keys, the three integers h, h′ and k, the weight function w, and

the encoded sequence σ′(D). The secret key depends on σ′(D) the choice of h, h′, k, w and

the plaintext. The main purpose of σ′(D) is to get the weight value w(i), and hence the

index i when αi = 0. However, if αi = 1 for all i, then the weight w(i) are in the ciphertext

by Eq. 2.3.2, and therefore the key σ′(D) is not necessary to get the weight function. More

precisely, when αi = 1 for all i, we solve Eq. 2.3.3 for d = 1 − qi, where qi ∈ Qh,h′ to get w.

This implies that in the case of αi = 1 for all i, k, h, h′ and w are sufficient keys to decrypt

a ciphertext. Note that these keys are independent of the plaintext. Also, the proposed

scheme satisfies key sensitivity, spacing analysis, ciphertext-only attack, statistical analysis,

and known-plaintext attack for the case of αi = 1 for all i as discussed in Sections 2.4.1-2.4.4.
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We compared the security strength of the proposed scheme when αi = 1 for all i, the

case where all secret keys are independent of the plaintext, and the schemes in [6–8, 38, 41,

42, 44, 45, 56–59, 61, 65] against sensitivity, spacing analysis, ciphertext-only attack, statisti-

cal analysis, and known-plaintext attack. In the Table 2.7, we write No (resp. NA) if the

corresponding scheme is not secure (resp. the analysis of the scheme is not available.) From

Table 2.7 observe that the security of the schemes in [6–8, 38, 41, 42, 44, 45, 56–59, 61, 65] is

suspected against these analysis. Therefore from Sections 2.4.1-2.4.4, the scheme is highly

secure among all schemes mentioned above.

Table 2.7: Security comparison between different schemes

Method

High

key

spacing

Provable

key

sensitivity

Provable

security

against

statistical

attack

Secure

against

ciphertext

only

attack

Secure

against

known-plaintext

attack

Ref. [6–8,38,41,44,45,65] NA No No NA NA

Ref. [42] NA No No Yes Yes

Ref. [56] NA No No NA NA

Ref. [57] Yes No No Yes Yes

Ref. [58, 59] NA No No NA NA

Ref. [61] Yes No No Yes Yes

Proposed scheme Yes Yes Yes Yes Yes
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2.5 Conclusion

We proposed a secure text encryption scheme. The scheme has three steps, first we diffuse

the plaintext by permuting the symbol set to convert the plaintext into a meaningless mes-

sage. Then, the diffused plaintext is encoded with real numbers based on a weight function,

the Pell sequence, and a binary sequence to hide the diffused plaintext. In the third step,

the scheme creates confusion in the encoded diffused plaintext by generating permutations

over ECs. We analyzed the security of the proposed scheme against several modern attacks

including ciphertext-only attack, key sensitivity, spacing analysis, statistical analysis, and

known-plaintext attack. From the analysis it is clear that this scheme has high resistance

against modern attacks. Furthermore, we compared our scheme’s security strength with the

existing text encryption schemes in [6–8, 38, 41, 42, 44, 45, 56–59, 61, 65]. It is visible from the

comparison that this scheme is more secure than the existing scheme against modern crypt-

analysis.
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Chapter 3

A Novel Substitution Box

Construction Based on an EC Over a

Finite Ring of Integers

3.1 Introduction

In this chapter, we present a new S-box generator that can generate a good S-box based on

an EC over a finite ring of integers.

The organization of this chapter is as follows: There is some motivation and relevant work in

Section 3.2. The proposed S-box generating scheme is described in Section 3.3. Section 3.4

contains analysis and comparison of the S-box generated by the proposed scheme. Section 3.5

contains a conclusion.

3.2 Motivation and Related work

Recently, S-box-based encryption algorithms have gained special attention [67]. Many authors

(see, for example, [68,69]) have observed that the S-box used to create confusion in the well-
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known cryptosystems is vulnerable because a static S-box is used. Furthermore, it also has

low algebraic complexity.

In a cryptosystem, an S-box is one of the key component. Therefore, researchers are trying to

generate S-boxes which are cryptographically secure. One way is to improve the security of the

AES cryptosystem. That is why Cui and Cao [70] enhanced the complexity of an AES S-box in

order to protect it from algebraic attacks. Similarly, an improved AES S-box that has reliable

security against algebraic and differential attacks is proposed by Liu et al. [71]. Tran et al. [72]

presented the Gray S-box for the AES, which is secure against algebraic and interpolation

attacks. In addition to this, many other techniques are used to design S-boxes with the desired

security. For example, Ibrahim and Alhabi [67] utilized a Henon map for secure and dynamic

S-boxes generation. Silva-Garcia et al. [73] designed a unique chaos-based cryptosystem,

which generates an S-box to resist linear attacks. Özkaynak [74] proposed robust S-boxes

using different chaotic systems. Due to their higher security, EC-based cryptosystems have

gained the interest of researchers. Miller [75] presented an EC-based cryptosystem with high

security and a small key size. Cheon et al. [76] used hyperelliptic curves to obtain a lower

bound on the nonlinearity of Boolean functions. Hayat et al. [27,77] employed ECs over finite

fields and rings to design secure S-boxes. It is analyzed that the S-box generators over finite

rings generate dynamic S-boxes with reasonable time complexity.

3.3 The Proposed S-box

To construct an S-box, we need the parameters n, b, and t. It is mentioned that n =
∏k

i=1 pi,

where each pi is a prime and k is a positive integer. In principle, n may be assigned any

value. We choose n as a product of primes because, in the masking phase for each prime pi,

we need the EC over the related prime field Fpi . The parameters n, b are used to generate

the EC En,b over the ring of integers Zn. Here, t is upper bound on y, means we compute

such (x, y) ∈ En,b for which y ≤ t. The y-coordinate is kept bounded, so that we compute
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(x, y) ∈ En,b for all x ∈ Zn and particular values of y instead of all y ∈ Zn. This is conducted

in order to reduce the time of execution. After the generation of the EC En,b, the points

of En,b need to be arranged by some ordering. The points may be arranged according to

any ordering. The ordering ≺N , however, can produce S-boxes with excellent cryptographic

features. Therefore, we use ≺N to sort the points of En,b. Then, we construct an m×m S-box

σ(n, t) by extracting first 2m different values yi < 2m of the y-coordinate of the ordered En,b.

Mathematically, the S-box is generated according to the following function:

σ(n, t) : [0, 2m − 1]→ [0, 2m − 1]

defined by:

σ(n, t)(i) = yi,

where (x, yi) ∈ En,b for some x ∈ Zn and σ(n, t)(r) 6= yi for r < i. The following steps provide

a detailed explanation of the S-box construction.

Step 1. To generate an m ×m S-box, select three integers b, n, and t such that n > 2m, 0 <

b < n and 2m ≤ t ≤ n;

Step 2. Choose primes pi for a finite k ≥ 2 in such a way that n =
∏k

i=1 pi;

Step 3. For each y ∈ [0, t] and x ∈ [0, n−1], compute all the points (x, y) such that y2 ≡ x3+b

(mod n); i.e., compute En,b;

Step 4. If the set [0, 2m− 1] is contained in the y-coordinates of the points (x, y) ∈ En,b, then

proceed to Step 5. Otherwise, change pi for some i and repeat Steps 1–3;

Step 5. Arrange the points of En,b by applying the ordering ≺N ;

Step 6. Construct the S-box σ(n, t) : [0, 2m − 1] → [0, 2m − 1], such that σ(n, t)(i) = yi,

where (x, yi) ∈ En,b for some x ∈ [0, n − 1] with the constraint that yi < 2m and

σ(n, t)(j) 6= σ(n, t)(i) for j < i.
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For parameters n = 2491, p1 = 47, p2 = 53, b = 716, and t = 255, generation of an 8 × 8

S-box by using the proposed algorithm on an EC E2491,716 is shown in Table 3.1.

Table 3.1: The S-box σ(2491, 255) generated by the proposed algorithm.

29 221 121 55 244 223 215 53 14 115 131 96 11 143 145 238

136 3 181 138 137 248 61 189 140 64 20 182 70 134 124 49

141 50 19 191 164 125 22 179 118 237 202 66 10 167 38 83

40 193 230 234 175 9 159 158 229 34 251 205 249 180 197 81

218 110 195 116 27 150 94 87 157 62 48 226 117 75 217 99

86 1 68 90 165 130 242 163 32 203 72 51 89 235 37 120

113 77 239 188 5 201 162 60 149 192 211 59 161 88 155 6

233 222 106 8 178 245 209 123 204 199 76 153 122 194 184 100

246 228 107 142 26 207 232 104 227 198 73 154 186 172 152 12

57 56 65 58 44 69 46 74 92 101 174 160 82 220 112 200

54 103 253 41 97 4 2 224 231 133 243 236 18 91 206 23

135 177 148 147 213 24 208 129 168 35 169 30 42 144 216 127

241 255 33 95 171 7 109 170 28 247 212 98 225 210 84 31

93 47 219 119 176 108 156 240 166 196 52 36 114 190 67 173

25 71 15 139 128 39 252 151 17 105 78 80 214 254 16 111

43 13 250 85 79 183 45 21 0 146 126 102 63 187 185 132

3.4 Analysis for Evaluating the Strength of S-box

The cryptographic strength of the proposed S-box is analyzed by well-known tests, which are

described as follows.

Linear Attacks

A cryptosystem is secure if it can strongly resist attackers to exploit the linear relations of

inputs and outputs. The immunity of an n×n S-box S against linear attacks is evaluated by
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its NL(S) [78], LAP(S) [79], and algebraic complexity AC(S) [80].

For a chosen n, the NL(S) represents the minimum Hamming distances between the S-box

S and all the corresponding affine functions. Similarly, the LAP(S) is the approximation of

the relation lying between the inputs and outputs, and the AC(S) represents the number of

non-zero terms in the polynomial representation of the S-box S. The resistance of an S-box

against LAP(S) and NL(S) is measured by 1.2.1 and 1.2.2, respectively.

The resistance to linear attacks is greater if the LAP(S) is low, the NL(S) is close to

2n−1 − 2(n/2)−1, and the AC(S) tends to 2n − 1. For the S-box shown in Table 3.1, 254, 106,

and 0.0156 are the values of the NL, AC and LAP, respectively. According to Table 3.2,

the suggested S-box is very secure against linear attacks when compared to the S-boxes

in [13,53,81–86], and comparable with the S-boxes in [74,77,87].

Differential Attacks

The DAP(S) [88] measures the strength of an S-box S to thwart the attackers. The S-box S

possesses higher security if the DAP(S) is close to 1/2n. The DAP value of the S-box measured

by 1.2.3, depicted in Table 3.1 is 0.0469. From Table 3.2, it is also evident that the DAP

value of the proposed S-box and the S-boxes displayed in [77,84,85] is equal, and comparable

to the S-boxes in [13,53,74,81–83,86,87]. Thus, the presented S-box has comparable strength

over differential attacks, against the S-boxes in [13,53,74,77,81–87].
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Table 3.2: Comparison of the S-boxes generated by the proposed algorithm and some recent
algorithms.

Scheme NL LAP AC DAP SAC (min) SAC (max) BIC (min) BIC (max)

Proposed 106 0.0156 254 0.0469 0.4063 0.5938 0.4688 0.5293

Ref. [53] 106 0.1484 254 0.0234 0.3906 0.6094 0.4727 0.5254

Ref. [86] 106 0.1328 253 0.0391 0.3750 0.5938 0.4688 0.5254

Ref. [81] 104 0.0469 254 0.0391 0.4063 0.6250 0.4668 0.5234

Ref. [82] 101 0.0664 254 0.0391 0.4219 0.5781 0.4668 0.5195

Ref. [83] 104 0.0625 253 0.0391 0.4219 0.5938 0.4766 0.5391

Ref. [84] 100 0.0391 253 0.0469 0.4063 0.6094 0.4473 0.5332

Ref. [74] 106 0.0703 255 0.0391 0.3906 0.6094 0.4707 0.5332

Ref. [85] 102 0.0781 254 0.0469 0.4219 0.6406 0.4766 0.5332

Ref. [13] 104 0.1328 253 0.0391 0.4063 0.5938 0.4668 0.5430

Ref. [77] 106 0.148 255 0.0470 0.4063 0.6250 0.4710 0.5390

Ref. [87] 106 0.148 254 0.0390 0.4220 0.5940 0.4710 0.5330

Analysis of Boolean Functions

The Boolean functions of an S-box are used to create confusion/diffusion in a cryptosys-

tem. Two approaches, bit independence criterion (BIC) [89], and strict avalanche criterion

(SAC) [89] are used to analyze the Boolean functions. An S-box creates enough confu-

sion/diffusion if all off-diagonal entries of M(S) and B(S) are close to 0.5. The minimum

(SAC (min)) 1.2.5 and maximum (SAC (max)) of the off-diagonal values of M(S) for the
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S displayed in Table 3.1 are 0.4063 and 0.5938, respectively. Furthermore, Table 3.2 re-

veals that the SAC (min) of the designed S-box is larger and the SAC (max) is less than

or equal to the SAC (min) and SAC (max) values of the S-boxes designed in [53, 74, 86]

and [53, 74, 77, 86], respectively. So, the S-box in Table 3.1 has a higher confusion-creation

capability than the S-boxes in [53, 74, 86]. The Table 3.1 reveals that the proposed scheme

generates S-boxes with higher confusion than the schemes in [77, 81, 84]. The SAC values

indicate that the confusion-creation capability of the new S-box is equal to the S-box in [13]

and comparable to that of [85, 87]. Now, the minimum (BIC (min)) and maximum (BIC

(max)) 1.2.4 of the off-diagonal values of B(S) for S in Table 3.1 are 0.4688 and 0.5293,

respectively. Table 3.2 reveals that the BIC (min) of the generated S-box is equivalent to the

S-boxes in [13, 53, 74, 77, 81–87], and the BIC (max) of the current S-box better than that

of the S-boxes in [13, 74, 77, 83–85, 87]. Thus, the proposed scheme generates S-boxes with

diffusion-creation capabilities comparable to the S-boxes in [13,53,74,77,81–87].

3.5 Conclusion

We proposed a new S-box generator by employing an EC over a ring of integers. The compar-

ison between the S-boxes formed by the ECs over finite fields in [13,53,86] and the S-boxes in

[81–85] shows that the given S-box is highly resistant to linear attacks. The confusion-creation

capability of the newly constructed S-box is higher than that of the S-boxes in [53,74,86].
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Chapter 4

A Novel Image Encryption Scheme

Based on Elliptic Curves over Finite

Rings

4.1 Introduction

The proposed encryption scheme requires an S-box generator to obtain the desired level of

confusion. This chapter contains the proposed image encryption algorithm using the crypto-

graphically strong S-box generator, constructed in 3. Unlike the case in [13,53,90], each input

image does not need the computation of a new EC for the confusion phase. It can encrypt

a number of images with better security against differential, statistical, key and plain-text

attacks and the run-time of the proposed scheme to encrypt color images is very low.

The remaining chapter is organized in the following manner: Section 4.2 contains the related

work and motivation of new scheme. Section 4.3 presents the proposed image encryption

scheme. In Section 4.4, the decryption procedure is reported. The security analysis is con-

ducted in Section 4.5. Lastly, the conclusion is drawn in Section 4.6.
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4.2 Related work

In this modern era, the transmission of images over public networks is an indispensable task.

Therefore, distributing secret images in a secure way is essential. Encryption schemes take

plain-text data as an input and convert it into an unreadable form using secret keys. Then, an

authorized person uses the secret keys to acquire the original data. Furthermore, the pixels

have high correlation and the data size is large in an image. Many approaches, such as fuzzy

theory [37] and chaotic maps [91–102], are used to develop encryption schemes.

Due to their simplicity of implementation and speed of execution, chaos-based systems have

recently gained more attention [103]. Moreover, chaotic maps have certain distinctive qual-

ities that make them ideal for use in cryptosystems, like unpredictable behavior, ergodicity,

sensitivity to initial parameters, and randomness [104]. Therefore, several image encryption

algorithms are put forth that are based on cat maps [105], sine maps [106, 107], and other

chaotic maps [108].

Ye et al. [109] designed an effective and secure image cryptosystem based on the RSA

technique and a fractional-order chaotic system. On the other hand, there exist chaotic

encryption schemes which are not secure. Elliptic curves (ECs), like chaotic maps, are ex-

tremely sensitive to the initial parameters, and several EC-based algorithms have been con-

structed [10,15,52,53,75,87,110–118].

Abdelfatah [52] used the group law for a digital signature scheme and the generation

of a public key and encrypted digital images with the combination of chaotic system and

elliptic curve cryptography (ECC) is presented by Zhang and Wang [112] . Abbas et al. [113]

proposed a chaotic encryption algorithm using an addition operator over the points of the EC.

El-Latif et al. [51] used an EC-based sequence and a chaotic sequence combination to generate

a keystream for encryption. Toughi et al. [54] generated keys of encryption algorithm with

a sequence of numbers, using ECs. Hayat et al. [13] developed a twofold image encryption

scheme over EC. Reyad et al. [119] modulated random sequences using ECs and chaotic maps.

It is experimentally proved that all the above schemes are highly secure. In addition, ECs
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provide more security to a cryptosystem than chaotic maps [120, 121], but it is important

to mention that the scheme in [51] first generates a sequence of scalars. Each scalar is then

mapped to a scalar multiple of a point of a cyclic EC. To compute a scalar multiple of a

point lying on an EC is not simple; it involves the group law, consisting of many complex

calculations. Due to the group law usage, the schemes of [51, 52, 112, 113, 115, 119] time-

consuming. To generate ECs, the method in [13] ignores the group law, however each plain

image demands the construction of two ECs. Moreover, trials are required for the generation

of ECs to ensure the encryption of an image because the said scheme does not output an

S-box for all parameters. These facts slow the execution time of the scheme. The algorithm

in [53] does not create triads for all the same size images but generates an EC for each image,

which enhances the execution time. In all the above-discussed EC-based schemes, finite fields

are used to obtain the desired security. The security of such cryptosystems based on ECs over

finite fields essentially depends on the computational cost for solving the discrete logarithm

problem [122]. Diaz et al. [122] pointed out that the ECs over finite rings based cryptosystems

are more secure than the ECs over finite fields based cryptosystems. Their claim follows from

the fact that the computational cost of breaking such cryptosystems based on ECs over finite

rings depends on fixing the discrete logarithm problem and the factorization problem [16].

Our research contribution aims to develop a cryptosystem that is based on a ring of integers

and that has higher resistance against modern attacks than the existing schemes of ECs over

finite fields.

4.3 The Proposed Encryption Scheme

Suppose we want to encrypt an image I of size u×v over the symbol set [0, 2m−1], and I(i, j)

represents the pixel lying at the intersection of the i-th row and the j-th column. Furthermore,

for the sum of all pixel values of I denoted by SI, the proposed encryption scheme consists of

the following steps.
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4.3.1 Generation of Keys

To encrypt an image of size u × v, we need to generate an EC En,b, over a ring Zn, for

n =
∏k

i=1 pi. For the sake of convenience, we take k = 2 and n ≥ uv, so that we choose

primes p1, p2 and integers b, t ∈ Zn to generate En,b. Thus, p1, p2, b and t are chosen in such

a way that there exists at least uv points (x, y) ∈ En,b, where y is attaining each value in the

interval [0, 2m − 1]. This condition is imposed to ensure the S-box construction using points

of the EC En,b. We further choose an integer value `1 as a key. The use of the key `1 is

explained in Section 4.3.4(i). The parameters p1, p2, b, t, and `1 are all secret keys.

4.3.2 Masking Phase

Before masking an image I, we first arrange the points of the EC En,b according to the ordering

≺D. After ordering, we assume that (xi, yi) ∈ En,b stands for the i-th point of the EC En,b.

The reason for this is that the ≺D diffuses the y-coordinates of the points, because, over a

ring of integers Zn, if (x, y) ∈ En,b, then, for such an x, there are at least two values y1, y2

of y in Zn, such that (x, y1), (x, y2) ∈ En,b. The masking phase of an image I takes place as

follows:

(i) Generate a row matrix M from (xi, yi) ∈ En,b of length 2(#En,b) such that, for 1 ≤ i ≤

#En,b, we have:

M(j) =

xi, if j is odd

xi + yi, otherwise

The purpose of constructing matrix M is to design a sequence from both coordinates of

En,b. The elements of the said sequence are used to hide the pixel values of an image I;

(ii) Choose a submatrix N , which consists of the first uv entries of the matrix M because

only the uv values are needed to hide the pixel values. The chosen n should not be less

than uv; otherwise, in Section 4.3.3(i), the construction of M2 with size u × v will not
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be possible;

(iii) The sensitivity to the plain image is necessary for a secure cryptosystem. For this

purpose, transform the entries of N by the pixel value I(1, 1) to obtain the matrix B,

given by:

B(i) = N(i) + I(1, 1). (4.3.1)

There is no restrictions on pixel or the number of pixels. Any number of arbitrary pixels

may be used for transformation. For the sake of convenience, only one pixel value I(1, 1)

is fixed;

(iv) For the sake of simplicity, reshape the matrix B to construct a matrix with u rows and

v columns. By reshaping B, we mean that B is divided into v blocks such that each

block contains u entries and the i-th block represents the i-th column of the matrix B,

so that the corresponding values of both B and I are combined to hide the pixel values

of the image I;

(v) To obtain the masked image MI , mask the pixels of image I using Equation (4.3.2):

MI(i, j) = I(i, j) +B(i, j) (mod 2m). (4.3.2)

Since there is a one–one correspondence between En,b and Ep1,b×Ep2,b, En,b may be mapped

onto Ep1,b and Ep2,b, respectively, via the following maps:

(x, y)→ (x (mod p1), y (mod p1)), (4.3.3)

(x, y)→ (x (mod p2), y (mod p2)). (4.3.4)

These two ECs, Ep1,b and Ep2,b, are used to alter the pixels of an image. The S-box

generated on En,b is used to create the confusion in the encrypted image. The steps of the

said procedure are explained in the following phase.
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4.3.3 Diffusion Phase

The steps of this phase are explained as follows:

(i) For 1 ≤ i ≤ #En,b, construct two row matrices, Mk, k = 1, 2, due to the all points

(xik, yik) ∈ Epk,b for both primes pk, k = 1, 2, respectively, such that:

M1(j) =

xi1, if j is odd

xi1 + yi1, otherwise,

and:

M2(j) = yi2.

In fact, we want to generate two sequences using ECs Ep1,b and Ep2,b. Both sequences

consist of integer values, which are further used to alter the pixel values of the masked

image MI in Section 4.3.3(v) and to permute the image P in Section 4.3.4(iii), respec-

tively;

(ii) Take submatrices Nk, k = 1, 2 containing the first uv entries of Mk, k = 1, 2, respectively,

so as to choose the sequences of length that are equal to that of the number of pixels

in the image I;

(iii) Modify the sizes of above constructed matrices, so that Nk, k = 1, 2 has u rows and v

columns. The reason for generating such matrices has been explained previously;

(iv) Apply the modulo 2m operator to Nk, k = 1, 2 to generate the matrices Bk, k = 1, 2,

consisting of m-bit integers. Since for encrypting m-bit images, m-bit sequences are

needed;

(v) Convert the elements of MI and Bk, k = 1, 2 into the binary format and generate the
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image X1 by diffusing the pixels of MI by the following equation:

X1(i, j) = MI ⊕B1(i, j), (4.3.5)

where ⊕ is a logical operator (XOR operation by binary bit) known as exclusive dis-

junction.

4.3.4 Confusion Phase

For a secure cryptographic algorithm, it is necessary to have a desired level of confusion. For

the current cryptosystem, the confusion phase consists of the following steps:

(i) Choose a secret key `1 to construct a shifting parameter `2, such that `2 = SI + `1

(mod 2m); then, give a circular shift to the S-box σ(n, t) to design a new S-box σ(n, t, `2).

The shifting parameter, the secret key `1, and SI are linked in order to enhance the

sensitivity to the plain image I;

(ii) Permute the pixels of the image X1 using the S-box σ(n, t, `2) as follows:

P (i, j) = σ(n, t, `2)X1(i, j). (4.3.6)

In the coming encryption of 4× 4 hypothetical image , the first entry of X1 is 2. Then,

σ(n, t, `2)(2) represents the third entry of the S-box σ(n, t, `2), which is 1. That is,

σ(n, t, `2)(r) stands for the (r + 1)-th element of the S-box σ(n, t, `2);

(iii) In order to obtain the scrambled image X2, repeat Section 4.3.3(v) using P in place of

MI , and replacing B1(i, j) with B2(i, j), such that:

X2(i, j) = P ⊕B2(i, j); (4.3.7)

(iv) Finally, to obtain the encrypted image C with the desired level of confusion, permute
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the image X2 as follows:

C(i, j) = σ(n, t, `2)X2(i, j). (4.3.8)

The flowchart of the proposed encryption scheme is shown in Figure 4.1. We theoretically

Start

Choose secret keys p1, p2, b, t, `1,
and a plain image I

Compute the EC En,b to design
the S-box σ(n, t) and a matrix M

Map the EC En,b to ECs Ep1,b, Ep2,b and
design a submatrix N from the matrix M

Obtain B,M1, and M2 from
N,Ep1,b, and Ep2,b, respectively

Obtain the masked image MI

from B and generate the matrices
B1, B2 using M1,M2, respectively

Obtain the matrix X1 by MI and B1

and, hence, use the constructed S-
box to obtain the permuted image P

Combine B2 and P to obtain the scrambled
image X2 and, hence, the encrypted image C

End

Figure 4.1: Flowchart of the encryption scheme.

derive the presented scheme’s run-time complexity in Theorem 4.3.1.

Theorem 4.3.1. Let I be a plain image of size u × v, and let n ≥ uv be a positive integer;

then, for the proposed scheme, O
(

max{nt, (#En,b) log(#En,b)}
)

is the time complexity, where

t ≤ n is an integer such that En,b is computed for all x ∈ [0, n− 1] and y ≤ t.
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Proof. In the key generation phase (Section 4.3.1), to compute all (x, y) ∈ En,b, we need to

check for each x ∈ [0, n− 1], t values of y ∈ [0, t− 1], such that y2 ≡ x3 + b (mod n). Thus,

the computation of En,b takes O(nt) time. Further, the ordering of the points of the EC

En,b needs O
(
(#En,b) log(#En,b)

)
time. In Section 4.3.2(i), we can see that #M = 2(#En,b);

therefore, M can be constructed in O(n) time. As #N = #B = uv, we can design N,B by a

for loop, executing uv times. Furthermore, B can be reshaped by two nested loops, such that

one loop executes u times, while the other executes v times. In a similar way, we can add

two matrices of the same order by two nested loops. Thus, the time complexity of Section

4.3.2(ii)–(v) is O(uv). From the chosen keys, we have n ≥ uv and #En,b ≤ n, so that the

complexity of the masking phase is O
(

max{nt, (#En,b) log(#En,b)}
)
.

Now, we can map the EC En,b on the ECs Ep1,b, Ep2,b in O(n) time. In the diffusion

phase (Section 4.3.3(i)), #Mk = 2(#En,b) and #Nk = #Bk = uv for k = 1, 2. Therefore,

Section 4.3.3(i)–(v) takes O(#En,b) and O(uv) time, respectively.

In the confusion phase (Section 4.3.4(i)), the time required to compute SI is O(uv)

and `2 can be computed in constant time. Since X1 has uv entries, we can implement

Section 4.3.4(ii)–(iv) in O(uv) time, using two nested loops executing u and v times, re-

spectively.

Clearly, nt > n and n ≥ uv; thus, the above discussion implies that the time complexity

for the presented scheme is O
(

max{nt, (#En,b) log(#En,b)}
)
.

As the time complexity is dependent on the parameter t, that is, the time is controllable

with t, the current scheme is effective, particularly when a large dataset of images is to be

encrypted.

The whole process is illustrated by the encryption of a 4-bit hypothetical image, as shown in

Figure 4.2.
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462 1355 2417 1715 

886 1899 2571 3219 

1431 1551 2375 1384 

1467 2119 2657 3331 

        

15 13 4 7 

11 1 2 11 

0 9 2 4 

8 5 0 3 

     

N = [461, 885, 1430, 1466, 1354, 1898, 1550, 2118, 2416, 2570, 2374, 2656, 1714, 3218, 1383, 3330] 
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Figure 4.2: Encryption of a 4× 4 image by the proposed scheme.
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4.4 Decryption

The decryption process takes place by reversing all the encryption process steps. To generate

the inverse of the S-box, the receiver will need the keys p1, p2, b, t, and `1 σ
−1(n, t, `2) and the

matrices Bk, k = 1, 2. Then, by the use of Equations (4.3.1), (4.3.2), and (4.3.5)–(4.3.8), one

can obtain the original image I.

4.5 Security Analysis

In this section, some well-known metrics are described, which are generally used to measure

the security level of new algorithms. The security of the proposed encryption scheme is

evaluated by performing experiments on all-gray images of different sizes, taken from the USC-

SIPI database [123] of square images of size w × w, w = 256, 512, 1024. The plain images of

Lena and Clock, along with their encrypted images, are shown in Figure 4.3. The experiments

are performed by taking the parameters p1 = p2 = 1031, b = 7, t = 10312 and `1 = 80 − SI,

using MATLAB 2016a on a personnel machine equipped with a 6 GB RAM, Windows 10

operating system, and 1.8 GHz processor. The security strength of the encryption algorithm

is analyzed in the following subsections.

4.5.1 Differential Attacks Analysis

Two metrics are used to assess a cryptographic scheme’s resistance against differential attacks:

the unified average changing intensity (UACI) and the number of pixels’ change rate (NPCR).

In an encryption algorithm, the change of one pixel of a plain image has an influence on the

encrypted image. The NPCR is a criterion used to measure the influence of a change in a

plain image on the ciphers. The UACI criterion measures the average intensity difference

between two different images.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4.3: (a,e) Plain images; (b,f) masked images; (c,g) diffused images; (d,h) encrypted
images of Lena and Clock, respectively.

If I and I ′ are any two plain images of the same dimension u× v, and CI and CI′ are

the respective cipher images of I and I ′. For 8-bit images with w = 256, 512, 1024, the

theoretical values of NPCR calculated by Equation (1.2.9), are 99.5693, 99.5893, 99.5994, re-

spectively. Unlike NPCR, the expected ranges of UACI calculated by Equation (1.2.8), are

[33.2824, 33.6447], [33.3730, 33.5541], and [33.4183, 33.5088], respectively [95]. We randomly

choose i and j, and a random value is assigned to the pixel I(i, j) for each image I of the

database. The random values of i, j and I(i, j) for images of size w = 256 are shown in

Figure 4.4(a). Then, the UACI and NPCR results for the proposed algorithm are computed

for each image; shown in Figure 4.4(c,d), where the average values of UACI and NPCR are

33.32 and 99.60, respectively.
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(a) (b)

(c) (d)

Figure 4.4: (a) Random values of i, j and I(i, j); (b–d) for the whole image database, entropy,
UACI, and NPCR results, respectively.

Also, After changing one pixel of some images, compared the results of both tests with

the results of the recent schemes in [13, 90–95, 106, 124, 125], as shown in Tables 4.1 and 4.2,

respectively. It follows that the proposed scheme has better performance against differential

attacks than the schemes in [13,90–94,106], and has comparable performance to the schemes

in [95,125].
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Table 4.1: Comparison of NPCR results due to the proposed algorithm and some other
schemes, where the bold value shows that the corresponding image passed the test.

File Name Proposed Ref. [125] Ref. [91] Ref. [106] Ref. [92] Ref. [93] Ref. [94] Ref. [95] Ref. [90] Ref. [13] Ref. [124]

5.1.10 99.5911 99.6095 99.6353 99.6154 99.5513 99.5803 99.6459 99.6397 99.6094 99.6399 99.61

5.1.11 99.6155 99.6133 99.6277 99.6244 99.53 99.6215 99.5803 99.6018 99.5926 99.5605 99.64

5.1.12 99.6292 99.6123 99.5351 99.5703 99.5789 99.6231 99.6154 99.6321 99.6063 99.5972 99.60

5.1.13 99.5972 99.6050 99.617 99.6109 99.2706 99.5971 99.44 99.6351 99.6201 99.6201 99.63

5.1.14 99.6323 99.6210 99.6109 99.6364 99.5986 99.6353 99.5803 99.6063 99.5941 99.6017 99.62

7.1.02 99.6277 99.6117 99.6124 99.6075 99.4747 99.6097 99.5544 99.6584 99.6044 99.6021 99.62

7.1.06 99.6376 99.6064 99.6078 99.6272 99.5506 99.6086 99.5925 99.6291 99.6147 99.6346 99.61

5.3.01 99.6292 99.6095 99.6099 99.5931 99.5977 99.6242 99.6091 99.6128 99.6024 99.6059 99.60

5.3.02 99.6571 99.6095 99.6076 99.6128 99.5534 99.6125 99.6033 99.6159 99.6100 99.6027 99.62

Pass/All 9/9 9/9 8/9 8/9 2/9 9/9 7/9 9/9 9/9 8/9 9/9

Table 4.2: Comparison of UACI results due to the proposed algorithm and some other
schemes, where the bold value shows that the corresponding image passed the test.

File Name Proposed Ref. [125] Ref. [91] Ref. [106] Ref. [92] Ref. [93] Ref. [94] Ref. [95] Ref. [90] Ref. [13] Ref. [124]

5.1.10 33.3765 33.4663 33.4478 33.3640 30.1968 33.6559 32.4913 33.3592 33.2932 33.2502 33.24

5.1.11 33.4904 33.4554 33.5105 33.5293 31.7477 33.2149 32.9639 33.4603 33.3983 33.3431 33.72

5.1.12 33.5736 33.4604 33.4483 33.3835 33.5818 33.3513 33.4799 33.4650 33.3457 33.2988 33.56

5.1.13 33.4112 33.4601 33.5006 33.4355 40.1144 33.4222 33.5458 33.5112 33.2842 33.3081 33.77

5.1.14 33.5087 33.4606 33.4946 33.4754 30.0463 33.5030 32.6501 33.3569 33.3674 33.2394 33.21

7.1.02 33.3974 33.4563 33.5150 33.5432 29.3539 33.4345 31.9622 33.4765 33.2943 33.2690 33.53

7.1.06 33.4346 33.4515 33.3860 33.5144 29.8338 33.4610 32.3346 33.3988 33.3885 33.3408 33.30

5.3.01 33.4680 33.4511 33.4744 33.4981 32.4783 33.4344 33.0525 33.4723 33.3002 33.3506 33.42

5.3.02 33.4337 33.4536 33.4877 33.4800 30.4249 33.4542 32.6017 33.4906 33.3224 33.3033 33.29

Pass/All 9/9 9/9 9/9 9/9 1/9 6/9 2/9 9/9 6/9 3/9 2/9

4.5.2 Information Entropy

For an 8-bit encrypted image, the ideal value of entropy is 8, which corresponds to the highest

level of uncertainty. Thus, for a cryptographically strong encryption scheme, the value of H(I)

should be close to 8. The entropy results for the current scheme are computed for each image

of the database as shown in Figure 4.4(d). The entropy for images of size w = 256, 512, 1024

are lying in the ranges [7.9966, 7.9977], [7.9991, 7.9995], and [7.9998, 7.99987], respectively. In

all cases, the entropy approaches the optimal value. Consequently, the proposed encryption

scheme is capable of providing high randomness in a cipher.
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The comparison of the entropy results is carried out in Table 4.3. It is clear from Table 4.3

that the information entropy for the presented scheme is higher than that of [13, 90, 92–94,

96, 97, 106, 117] and comparable to that of the schemes in [52, 91, 95, 126]. Thus, our scheme

generates encrypted images having more randomness than the techniques in [13,90,92–94,96,

97,106,117].

Table 4.3: Comparison of entropy results due to the proposed algorithm and some other
schemes.

File Name Proposed [91] [106] [92] [93] [94] [95] [96] [97] [90] [13] [117] [126] [52]

Lena 7.9994 7.9993 7.9993 7.9634 7.9992 7.9976 7.9994 7.9993 7.9972 7.9993 7.9991 7.9894 7.9993 7.9994

Barbara 7.9993 7.9994 7.9992 7.9667 7.9993 7.9979 7.9993 7.9992 - 7.9991 7.9993 - 7.9993 7.9994

4.5.3 Histogram

A histogram of an image represents the frequency distribution of the gray values. If each pixel

value occurs with almost equal frequency in an image, then the histogram of that image is

said to be uniform. The histogram of an ordinary image is always highly nonuniform, while

a properly encrypted image has a uniform histogram. Figure 4.5(a,c) depicts the histograms

of the plain images in Figure 4.3(a,e), respectively, and Figure 4.5(b,d) shows the histograms

of the cipher images in Figure 4.3(d,h), respectively.

It is evident from the histograms that the proposed scheme encrypts an image in such a

way that it does not reveal any secret information of the former.

4.5.4 Correlation

A good encryption scheme breaks the correlation among the pixels of an encrypted image. The

correlation coefficient between two datasets of the same size, x and y, is determined by 1.2.7.

The correlation coefficients in all directions of each image in the database encrypted by the

proposed scheme are computed as shown in Figure 4.6. The average values of correlation

in Figure 4.6(a–d) are −0.00012,−0.00038,−0.00026, and −0.00004, respectively. Based on
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Figure 4.5: Histograms of plain and encrypted images: (a,c) histogram of the plain images
in Figure 4.3(a,e), respectively; (b,d) histogram of the encrypted images in Figure 4.3(d,h),
respectively.

these results, the proposed scheme makes the correlation close to zero in all directions. So,

the proposed method is capable of disrupting the correlation of pixels in ciphers.

In addition, a random sample of 2560 pairs of pixels is selected along the vertical, horizon-

tal, diagonal, and off-diagonal directions from both the plain image and the cipher image of

Lena512×512. The correlation distribution between the adjacent gray values before and after

encryption is shown in Figure 4.7.

It follows From Figure 4.7(a–d) that adjacent pixels of the plain image are in high cor-

relation, but Figure 4.7(e–h) indicates that the proposed scheme successfully weakens the

correlation of the pixels.
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(a) (b)

(c) (d)

Figure 4.6: Correlation among the adjacent pixels of each encrypted image in the databases:
(a) vertical; (b) horizontal; (c) diagonal; (d) off-diagonal correlation.

The correlation results for encrypted image of Lena512×512 and Barbara512×512 are compared

with other schemes in Table 4.4. It can be observed that the results for the Lena image of the

current scheme are better than all the compared schemes. Similarly, the results for the newly

encrypted Barbara image are better than the schemes in [13, 52, 96, 126], and comparable to

the results of [90, 93]. Thus, our scheme generates encrypted images with more randomness

than the other techniques listed in Table 4.4.
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Figure 4.7: Correlation distribution of adjacent pixels of plain image along the (a) horizontal,
(b) diagonal, (c) off-diagonal, and (d) vertical directions, respectively; correlation distribution
of adjacent pixels of cipher image along the (e) horizontal, (f) diagonal, (g) off-diagonal, and
(h) vertical directions, respectively.

4.5.5 Key Space

Key space is a set consisting of the all possible secret keys for a cryptosystem. Generally, for a

good cryptosystem, the size of a key space should be at least 2128. The five keys p1, p2, b, t, and

`1 are introduced by the proposed scheme. The least number of bits to store a key required

by the proposed algorithm is 29. Thus, the size of our key space is 2145, which is much larger

than 2128. Hence, the described scheme has the capability to resist brute-force attacks in an

efficient way.

4.5.6 Key Sensitivity

This is an important feature of a cryptographically strong cryptosystem. Key sensitivity is

also necessary to resist brute-force attacks. If a small change in a key leads to a significant
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Table 4.4: Comparison of correlation results along all the three directions for the Lena and
Barbara images, due to the proposed algorithm and some other schemes.

Lena Barbara

.5
Scheme

Horizontal Vertical Diagonal Horizontal Vertical Diagonal

Proposed −0.0006 −0.00009 −0.0005 0.0007 0.0014 −0.0005

Ref. [91] −0.0026 −0.0054 0.0082 - - -

Ref. [106] −0.0353 0.0286 −0.0249 - - -

Ref. [92] −0.0011 −0.0020 0.0064 - - -

Ref. [93] 0.0027 0.0003 0.0012 0.0005 0.0068 0.0003

Ref. [94] −0.0005 −0.0011 −0.0015 - - -

Ref. [95] 0.0039 0.0059 −0.0050 - - -

Ref. [96] −0.0013 0.0080 −0.0094 −0.0047 0.0007 0.0060

Ref. [97] −0.0005 0.0012 0.0007 - - -

Ref. [13] 0.0009 0.0097 −0.0013 −0.0016 0.0038 0.0014

Ref. [90] −0.0003 −0.0005 0.0005 −0.0002 0.0003 −0.0006

Ref. [117] 0.0023 0.0029 0.0021 - - -

Ref. [126] 0.0019 −0.0024 0.0011 -0.0024 0.0031 −0.0013

Ref. [52] 0.0019 −0.0006 −0.0014 −0.00007 −0.0022 0.0007

change in the cipher, then the cryptosystem is said to be sensitive to the keys. For this

purpose, we decrypted the Lena image by changing a single key; the results are shown in

Figure 4.8(b–d).

Moreover, slightly changing the keys b and p change the coordinates of the ECs E257,1, E257,2,

and E257,1, E263,1; these are shown in Figure 4.9(a,b), respectively.

Figure 4.9 shows the sensitivity of the masking phase to the parameters of the ECs. From

Figures 4.8 and 4.9, it follows that slight changes in a key lead to very different results. Hence,

our proposed scheme is highly sensitive to the keys.
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(a) (b) (c) (d)

Figure 4.8: Decrypted image with (a) actual keys; (b) p1 = p2 = 257; (c) b = 8; (d) `1 = `1+1.

(a) (b)

Figure 4.9: (a) Two ECs generated for a small change in the key b; (b) points of ECs for two
different primes.

4.5.7 Plaintext Attacks

There are two types of plaintext attacks, i.e., known plain-text attacks and chosen plaintext

attacks. In known plain-text attacks, the attacker knows about a string of the plaintext, along

with the relevant string of the cipher text. In chosen plain-text attacks, the adversary has a

partial access to the encryption scheme. That is, the adversary can obtain the ciphered string

for a chosen plain-text string. For this purpose, attackers use all-black or all-white images

to obtain information about the encryption scheme [54], so that a secure encryption scheme
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encrypts all-black and all-white images with optimal results. The efficiency of the current

scheme is visible from Table 4.5 and Figure 4.10.

Table 4.5: Analysis of the proposed encryption technique against plain-text attacks.

.4
Plain Image

.4
NPCR (%)

.4
UACI (%)

Correlation of Cipher Image .4
Entropy

Hori. Ver. Diag.

All-black 99.62 33.42 0.0046 0.0036 −0.0040 7.9974

All-white 99.62 33.49 0.0062 0.0037 0.0012 7.9974
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Figure 4.10: (a,e) Plain images; (b,f) masked images; (c,g) diffused images; (d,h) encrypted
images of all-black and all-white images, respectively; (i,k) histograms of (a,e), respectively;
(j,l) histograms of (d,h), respectively.

The histograms of the channels of the plain Lena512×512 and the encrypted Lena512×512 are

shown in Figure 4.11(a–c) and Figure 4.11(d–f), respectively.

Figure 4.11 confirms that the histograms of the encrypted channels are uniform and, hence,

the presented scheme encrypts color images having high resistance against the statistical

attacks.
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Figure 4.11: (a–c) Histogram of the plain R, G, and B channels of the color Lena512×512,
respectively; (d–f) histogram of the encrypted R, G, and B channels of the color Lena512×512,
respectively.

In Table 4.6, the correlation of the adjacent pixels of three different encrypted images with

different sizes is shown. It is clear that the presented scheme encrypts any image in such a

way that it weakens the correlation between two adjacent pixels of any channel.

Table 4.6: Correlation coefficients of two adjacent pixels in encrypted color images.

Image Size

Correlation

Horizontal Diagonal Vertical

R G B R G B R G B

Female 256× 256 −0.00177 0.00240 0.00253 0.00143 −0.00256 −0.00354 −0.00097 0.00113 −0.00027

Lena 512× 512 0.00035 −0.00221 0.00084 0.00108 0.00002 0.00007 0.00200 0.00133 −0.00026

San Francisco 1024× 1024 −0.00059 −0.00067 0.00125 0.00083 −0.00013 0.00002 0.00158 −0.00031 0.00120
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Along with other properties, a good encryption scheme should be highly efficient. Different

color images with different sizes are encrypted using the current scheme. To demonstrate the

efficiency of the current scheme, the encryption times (sec) for the said three images are

computed, since we use a pre-computed EC over the ring of integers as an input for all input

images. While computing the encryption time, the time taken by the inputs is not taken

under the consideration. The encryption time of the current scheme is compared with the

time of some recent schemes [106, 127, 128], as shown in Figure 4.12. The results for the

schemes in [106,127,128] are available in Table 3 of [129].
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Figure 4.12: Encryption time for color images according to different encryption schemes.

For images of size w = 256,512, the performance of our scheme is comparable with that

of [106], and for w = 1024, the new scheme is highly efficient, compared to the scheme

of [106]. Similarly, in Figure 4.12, the plots of [127, 128] are overlapping, but our scheme is

more efficient than [127,128] for images of all sizes.

Thus, the presented scheme is capable of efficiently encrypting color images as well, and

can be used for the good encryption of color images.
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4.6 Conclusions

Our proposed encryption scheme has better performance against differential attacks than

that of the EC-based schemes [13,90] and the schemes in [91–94,106], and provides encrypted

images with higher randomness than the schemes in [13, 90, 92–94, 96, 97, 106]. The current

scheme is also used for different color images. The presented scheme is able to encrypt color

images with low run-times and higher security when compared with [127, 128], while the

scheme in [13] discusses the novelty regarding only gray images. Furthermore, as compared

to the schemes in [106,127,128], the run-time of the current scheme is very low for relatively

large images.
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Chapter 5

Summary and Future Directions

Text encryption based on ECs is becoming more popular in cryptography because, in contrast

to well-known cryptosystems, it offers great security with a relatively small key size. This

chapter provides an overview of the research work conducted in this thesis and proposes a

few possible paths for further research.

In this PhD thesis,

i. A three-step text encryption scheme using mathematical structures such as pell se-

quences and elliptic curves presented.

ii. The newly constructed text encryption system is secure against computing attacks like

key and statistical attacks.

iii. A new S-box generator that generates a good S-box based on an EC over a finite ring

is proposed.

iv. It avoids the traditional way (group law) of generating an EC. Furthermore, it imposes

a bound on the y-coordinate of the EC and one does not have to check all the possible

values over the underlying structure. So, the current S-box generator is comparatively

efficient for a possible S-box.
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v. An image encryption algorithm is constructed using the aforementioned S-box generator.

This proposed scheme can encrypt a number of images with better security against

differential, statistical, key and plain-text attacks and run-time of the proposed scheme

to encrypt color images is very low.

The future directions consist of the following works:

i. To generate binary sequence and weight function by using ordered EC and propose an

text encryption scheme that can provide provable confidentiality and integrity.

ii. To improve the proposed image encryption scheme for the simultaneous encryption of

all channels of a color image.

iii. To optimize the image encryption scheme for a text-encryption algorithm

iv. To generate random numbers based on ECs over rings and employ the sequence of

random numbers in text encryption

v. To generate random binary sequences using ECs over a ring of integers and experimen-

tally prove their cryptographic strength.
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box generation algorithm design based on chaotic scaled zhongtang system,” Nonlinear

dynamics, vol. 87, no. 2, pp. 1081–1094, 2017.

[84] A. Belazi and A. A. Abd El-Latif, “A simple yet efficient s-box method based on chaotic

sine map,” Optik, vol. 130, pp. 1438–1444, 2017.

[85] L. Liu, Y. Zhang, and X. Wang, “A novel method for constructing the s-box based on

spatiotemporal chaotic dynamics,” applied sciences, vol. 8, no. 12, p. 2650, 2018.

[86] N. A. Azam, U. Hayat, and I. Ullah, “Efficient construction of a substitution box based

on a mordell elliptic curve over a finite field,” Frontiers of Information Technology &

Electronic Engineering, vol. 20, no. 10, pp. 1378–1389, 2019.

[87] G. Murtaza, N. A. Azam, and U. Hayat, “Designing an efficient and highly dynamic

substitution-box generator for block ciphers based on finite elliptic curves,” Security

and Communication Networks, vol. 2021, 2021.

[88] E. Biham and A. Shamir, “Differential cryptanalysis of des-like cryptosystems,” Journal

of CRYPTOLOGY, vol. 4, no. 1, pp. 3–72, 1991.

78



[89] A. Webster and S. E. Tavares, “On the design of s-boxes,” in Conference on the theory

and application of cryptographic techniques, pp. 523–534, Springer, 1985.

[90] N. A. Azam, I. Ullah, and U. Hayat, “A fast and secure public-key image encryption

scheme based on mordell elliptic curves,” Optics and Lasers in Engineering, vol. 137,

p. 106371, 2021.

[91] L. Liu and S. Miao, “A new simple one-dimensional chaotic map and its application for

image encryption,” Multimedia Tools and Applications, vol. 77, no. 16, pp. 21445–21462,

2018.

[92] L. Liu, S. Miao, H. Hu, and M. Cheng, “N-phase logistic chaotic sequence and its

application for image encryption,” IET Signal Processing, vol. 10, no. 9, pp. 1096–1104,

2016.

[93] X. Wang, L. Feng, R. Li, and F. Zhang, “A fast image encryption algorithm based on

non-adjacent dynamically coupled map lattice model,” Nonlinear Dynamics, vol. 95,

no. 4, pp. 2797–2824, 2019.

[94] J. Tang, Z. Yu, and L. Liu, “A delay coupling method to reduce the dynamical degra-

dation of digital chaotic maps and its application for image encryption,” Multimedia

Tools and Applications, vol. 78, no. 17, pp. 24765–24788, 2019.

[95] M. Z. Talhaoui, X. Wang, and M. A. Midoun, “Fast image encryption algorithm with

high security level using the bülban chaotic map,” Journal of Real-Time Image Pro-

cessing, vol. 18, no. 1, pp. 85–98, 2020.

[96] S. M. Ismail, L. A. Said, A. G. Radwan, A. H. Madian, and M. F. Abu-Elyazeed,

“Generalized double-humped logistic map-based medical image encryption,” Journal of

advanced research, vol. 10, pp. 85–98, 2018.

79



[97] M. Wang, X. Wang, T. Zhao, C. Zhang, Z. Xia, and N. Yao, “Spatiotemporal chaos in

improved cross coupled map lattice and its application in a bit-level image encryption

scheme,” Information Sciences, vol. 544, pp. 1–24, 2020.

[98] Z. Hua, Y. Zhou, and H. Huang, “Cosine-transform-based chaotic system for image

encryption,” Information Sciences, vol. 480, pp. 403–419, 2019.
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