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Abstract

The Gaussian filter and the Median filter are two types of noise re-
duction filters, and this thesis provides a complete presentation and
analysis of each of these filters. This was a conscious choice that
was motivated by the large amount of study that was undertaken
on FPGA implementation for grayscale photos, in contrast to the
minimal attention that was paid to color images. The filters have
been particularly developed to work on grayscale image formats.
Because of the rise in data dimensions, the processing of color im-
ages necessitates much more complex computations. Furthermore,
the similarities in edge characteristics between grayscale and color
pictures have led to color image processing being a field that has
received comparatively less research than grayscale image process-
ing.

This research makes a substantial contribution to the development
of FPGA-based video processing by delivering efficient noise re-
duction capabilities as well as a unique camera interface solution,
both of which are backed by a specific VLSI architecture. The afore-
mentioned technological improvements have substantial ramifica-
tions in a variety of fields, including robotics, surveillance, and au-
tomation, all of which place a premium on being able to interpret
video in real-time.
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Chapter 1

Motivation and Problem Statement

1.1 Research Objective

The goal of this research work is to conduct a comprehensive study focused on
assessing the FPGA-based (Field Programmable Gate Array) implementation
of real-time noise subtraction for camera data logging solutions. The primary
purpose is to investigate and understand how to effectively use FPGA tech-
nology to remove unwanted noise from data captured by cameras in real-time.
This noise can distort the quality of the captured images or videos. By imple-
menting noise removal techniques using FPGA (discuss in Chapter 3), we aim
to enhance the clarity and accuracy of the captured data. This is particularly
important for applications where accurate and clear data is crucial.

Another essential goal is to engage with FPGA technology, thereby acquir-
ing a deep understanding of its intricate complexities. This research endeavor
also aims to streamline RTL (Register-Transfer Level) operations and econo-
mize the utilization of FPGA resources effectively.

1.2 Problem Statement

This thesis is going to concentrate on the very important problem of reduc-
ing noise in the video data that is taken by cameras. The presence of unwel-
come noise significantly lowers the overall quality of the information that is
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MOTIVATION AND PROBLEM STATEMENT

recorded. The integrity of the picture data may be affected by several unde-
sired kinds of noise, including interference noise, noise caused by equipment,
and salt-and-pepper noise.

The combination of these many sources of noise creates a major barrier
that must be overcome before image processing algorithms can perform as
intended. As a direct consequence of this, the outcomes produced by these
algorithms are often unsatisfactory. This issue further restricts our capability
to draw meaningful inferences from the processed data, which necessitates a
full examination of noise removal techniques and their incorporation into im-
age processing algorithms to increase the efficiency of these algorithms and the
overall quality of the findings.

The incorporation of pre-image processing methods, such as the Noise Re-
duction algorithm, has significant importance within the collection of image
processing approaches previously described. The first stage is crucial since it
is essential to deal with pictures that are free from any kind of noise interfer-
ence before proceeding to more complex image processing tasks such as object
recognition or motion analysis.

In order to address this issue, noise reduction filters are used. In the present
context, two notable filters, namely the Gaussian filter and the Median filter,
have been chosen based on their shown efficacy. The use of these filters is
of great significance in the improvement of picture quality via the efficient
reduction or elimination of unwanted noise artifacts.

1.3 Motivation

Video processing finds extensive utility across diverse applications, encom-
passing but not limited to, object detection, video surveillance, coin detec-
tion, and face detection, as referenced in [1]. These systems exhibit versatility
and serve various purposes, including surveillance, agricultural applications,
monitoring of parking facilities, and supervision of children and elderly indi-
viduals, among others.

The utilization of noise reduction algorithms, such as the Gaussian and Me-
dian filters, is motivated by various compelling factors. The presence of noise,
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MOTIVATION AND PROBLEM STATEMENT

in its various manifestations, can have a substantial detrimental impact on the
overall quality of digital images. This is primarily due to the introduction of
undesirable pixel fluctuations, which in turn obscure crucial details within the
image. Through the effective reduction of noise, these algorithms not only
restore clarity to images but also enhance their visual appeal. Additionally,
they fulfill a crucial function in upholding the precision of subsequent image
processing endeavors, such as the identification of objects and the analysis of
motion, through the elimination of distortions induced by noise.

In disciplines such as medicine, where precision is of utmost importance,
the necessity for imaging that is devoid of noise becomes crucial in order to en-
sure precise diagnoses and effective planning of treatment. Furthermore, the
implementation of noise reduction techniques plays a significant role in en-
hancing the overall visual appeal of multimedia content, thereby contributing
to its aesthetic quality and captivating the audience. In the context of resource-
constrained and real-time applications, the utilization of these techniques aims
to optimize computational resources, thereby facilitating efficient processing.

The applicability of noise reduction techniques extends beyond the scope
of video processing, encompassing various domains such as photography and
industrial quality control. Noise reduction algorithms demonstrate their value
in a wide range of situations, including improving the visual clarity of a cher-
ished photograph and ensuring the quality of products in a manufacturing
environment.

In summary, the utilization of noise reduction algorithms, such as Gaussian
and Median filters, has a significant influence on multiple aspects of image and
video processing. The significance of these technologies in the contemporary
digital landscape is underscored by their capacity to improve image quality,
preserve accuracy in subsequent tasks, and demonstrate utility across a wide
range of domains.

3
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1.4 Thesis Organization

This thesis is organized as follows:
Chapter 2, provides an introductory insight into the preliminary implemen-

tation of noise reduction algorithms, specifically applied to real-time data ac-
quired by the camera interfaced with an FPGA.

Chapter 3, provides a thorough analysis of noise reduction techniques, with
a special emphasis on the Gaussian filter and the Median filter. This discourse
not only expounds upon the underlying concepts of these filters but also offers
a comprehensive examination of their operational processes.

Chapter 4, offers a comprehensive exploration of the experimental hard-
ware employed throughout this research, with detailed explanations and in-
sights provided.

Chapter 5, serves as a comprehensive resource detailing the different mod-
ules integral to the functionality of the overall hardware setup. Within this
chapter, we delve into detailed simulations, provide a comprehensive discus-
sion of module results, and thoroughly investigate the utilization of FPGA re-
sources.

Chapter 6, is dedicated to presenting the conclusions drawn from this work.
Furthermore, it serves as a platform for the identification and discussion of
emerging trends and prospects for the future.
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Chapter 2

Introduction

In recent times, the rapid progression of digital technology has catapulted sev-
eral disciplines to unparalleled heights of creativity and efficacy. The Field-
Programmable Gate Array (FPGA) is a technology that has attracted consider-
able interest throughout the ongoing digital revolution. Field-programmable
devices, such as Field-Programmable Gate Arrays (FPGAs), have seen a signif-
icant increase in their level of acceptance and use due to their inherent versatil-
ity in facilitating the implementation of digital circuitry [2]. FPGAs are distin-
guished among these devices for their notable benefits, including rapid pro-
duction turnaround, low initial costs, and particularly, design freedom. The
aforementioned characteristics have made Field-Programmable Gate Arrays
(FPGAs) a compelling option for a diverse array of applications, with a partic-
ular emphasis on the domain of image processing [3].

Image processing is a fundamental component of computer vision and dig-
ital signal processing. It involves the alteration of pictures in order to extract
significant information, improve visual quality, and enable automated analy-
sis. The increasing need for real-time image processing in many sectors has
established FPGAs as a versatile technology capable of rapidly and effectively
performing image processing algorithms. The image processing workflow en-
compasses a systematic sequence of operations aimed at manipulating and
analyzing digital photos in a structured manner[4–6].

The procedure commences with the capture of images using a range of
equipment, including cameras, scanners, or sensors. Following the acquisition
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INTRODUCTION

phase, the obtained pictures undergo a preprocessing stage aimed at enhanc-
ing their quality in preparation for further analysis. This refinement involves
fundamental tasks like noise reduction, contrast improvement, and scaling.
After the initial preprocessing stage, image enhancement methods are used to
optimize the visual quality of the picture by modifying factors such as bright-
ness, contrast, and sharpness.

The main focus of this thesis has been the use of filtering strategies for
incoming camera video streams or real-time video feeds in order to develop
noise reduction techniques. The technique of reducing noise is a key aspect
of image processing, which plays a critical role in enhancing the quality and
dependability of digital photographs. The presence of noise, which arises due
to many variables such as limits in sensors or challenges in transmission, may
add distortions that hinder the process of visual interpretation. Noise reduc-
tion solutions are carefully crafted to effectively tackle these difficulties. The
procedure involves the use of filters that selectively mitigate irregular pixel
values caused by noise while retaining essential picture characteristics.

Spatial-domain methods, such as Median and Gaussian filtering, are used
to intentionally alter the values of surrounding pixels in order to mitigate the
effects of noise. Spatial filtering is a crucial component in a wide range of im-
age processing applications, including tasks such as noise reduction, blurring,
edge enhancement, and feature extraction[7].

Real-time processing is an essential need in several sectors, ranging from
medical imaging to driverless cars, within the domain of image processing.
this thesis has explored the complex realm of FPGA-based image processing
and its use in the context of real-time video streams. FPGAs in addressing
the increasing requirements of image processing in many sectors have been
underscored. Moreover, the prioritization of noise reduction approaches high-
lights the need to obtain high-quality and dependable picture data throughout
the period of digital transition. FPGA technology is at the forefront of driving
advancements in image processing, providing a multifaceted, economically
viable, and adaptable solution for academics and engineers engaged in this
rapidly evolving domain.

6



Chapter 3

Image Noise Subtraction
Algorithms

This chapter discusses several noise subtraction methods and algorithms. It is
a major problem for the researchers to find an effective way to remove noise
from the photos before processing them for additional analysis. At the time of
image capture or transmission, noise might impair the image. Noise removal
from the photos is performed with the utmost attention prior to using image
processing tools on the image.

Image noise can be classified into a number of different categories, such
as Impulse noise (also known as salt-and-pepper noise), Amplifier noise (also
known as Gaussian noise), Shot noise (also known as poison noise), Quantiza-
tion noise (also known as uniform noise), Multiplicative noise (also known as
Speckle noise), and Periodic noise [8].

The following are the main causes of noise in digital images:

• The environment may have an impact on the imaging sensor during im-
age capture.

• Image noise could appear due to insufficient light levels and sensor tem-
perature.

• The transmission channel’s interference may potentially cause image dis-
ruption.

7



IMAGE NOISE SUBTRACTION ALGORITHMS

• The image may also contain noise if there are dust particles on the scan-
ner screen.

Different filters can be used to cope with these sorts of noise, however, in
this thesis, we focus on two filters in particular:

• Gaussian Filter

• Median Filter

3.1 Gaussian Filter

By employing filters, the enhancement and noise reduction of images can be
achieved. Within the domains of image processing and computer vision, the
Gaussian filter stands as a form of linear filter specifically designed to exe-
cute tasks encompassing blurring, noise reduction, and feature extraction. The
Gaussian filter’s functionality revolves around the convolution of an image
with a Gaussian kernel— 2D matrix (see Figure 3.1(a)) with values that resem-
ble the properties of a Gaussian distribution. This kernel effectively computes
an average of nearby pixel values when it is applied to specific pixels through-
out the image. Notably, the importance of the central pixel grows, and as one
moves away from the center, the significance of that pixel gradually decreases.
This results in a blurring or smoothing of the image (see Figure 3.1(b)).

To design an effective image processing algorithm, harnessing FPGA stream-
based processing is crucial. This method, known as ”Sliding Window” or
”Windowing Operators” maximizes FPGA capabilities (see Figure 3.1(c)). Com-
mon in tasks like object detection, image classification, and segmentation, the
sliding window approach involves moving a smaller window across an im-
age at various scales to identify objects. The architecture typically includes
line buffers storing image rows and 2D window buffers containing localized
regions essential for pixel computations. For instance, a Gaussian filter with
a 3x3 kernel demands three line buffers and a matching window buffer. The
architecture’s structure is illustrated in Figure 3.1(c). This strategy optimizes
FPGA’s parallel processing, essential for real-time image analysis.

8
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3.2 Median Filter

The Median filter primarily serves to eliminate irrelevant details, particularly
salt-and-pepper noise in images (see Figure 3.2(a)) [9]. In contrast to the Gaus-
sian filter, it excels at preserving structural edges [10]. This nonlinear technique
is widely used in image processing to mitigate ”salt and pepper” noise while
maintaining edges. Unlike convolution, the Median filter excels in both noise
reduction and edge preservation [11]. Employing a constant window size, it
processes neighboring pixels to produce outcomes. The Median filter’s con-
sistent application across the entire image impacts both noisy and noise-free
pixels, ensuring a comprehensive modification.

The Median filter algorithm leverages the sliding window concept previ-
ously discussed. Input image pixels are received and stored in line buffers, as
established. Within each window buffer, pixel values undergo sorting in as-
cending order to extract the median value the midpoint in a sorted array. This
calculated median value replaces the original value of the window buffer’s
central pixel. This operation recurs across all windows throughout the image,
constituting the algorithm’s iterative process for noise reduction and enhance-
ment. The architecture’s structure is illustrated in Figure 3.2(b) . [12, 13]

9
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(a)Gaussian kernel— 2D matrix

(b)Noise Reduction in Image using Gaussian Filter

(c)Sliding Window Architecture

Figure 3.1: Implementation of Gaussian Filter Algorithm
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(a): (A) original image; (B) salt and pepper noise with an intensity of 5; (C) salt and
pepper noise with an intensity of 40.

(b)Sliding Window Architecture

Figure 3.2: Implementation of Median Filter Algorithm
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Chapter 4

Experimental Hardware Overview

This chapter comprehensively addresses the hardware components employed
within the experimental scope of my thesis work. I employed the ZedBoard
FPGA, a VGA display, and the CMOS OV7670 Camera Module in my study to
achieve real-time video capture. Each of these components will be individually
elaborated upon in subsequent sections.

4.1 Board Introduction and Specifications

The ZedBoard is an evaluation and development board (see figure 4.1) based
on the Xilinx ZynqT-7000 All Programmable SoC (AP SoC). The Zynq-7000 AP
SoC, which has a dual Cortex-A9 Processing System (PS) and 85,000 Series-7
Programmable Logic (PL) cells, can be used in a wide range of applications.
The ZedBoard is a great platform for designers of all skill levels because it
provides a robust combination of onboard peripherals and expansion options.

4.1.1 Features

The ZedBoard incorporates the xc7z020clg484-1 Zynq device, featuring a ro-
bust set of components tailored for versatile embedded system development.
At its core, the board is equipped with a dual-core Arm Cortex-A9 processor,
providing substantial processing power. Complementing this, the ZedBoard

12



EXPERIMENTAL HARDWARE OVERVIEW

Figure 4.1: Zedboard (Zynq Evaluation and Development Board)

includes 512 MB of DDR3 RAM, ensuring efficient memory utilization for di-
verse applications. Storage capabilities are addressed through a 256 MB quad-
SPI Flash and a 4 GB SD card, offering flexibility for program storage and data
handling.

Facilitating seamless connectivity, the ZedBoard integrates an onboard USB-
JTAG for programming convenience, alongside USB OTG 2.0 and USB-UART
interfaces for efficient communication. Networking needs are met with a 10/100/1000
Ethernet port, enabling high-speed data exchange. Additionally, the board fea-
tures comprehensive audio interfaces, including Line-in, Line-out, headphone,
and microphone inputs. This well-rounded set of features positions the Zed-

13



EXPERIMENTAL HARDWARE OVERVIEW

Board as an ideal platform for a wide range of embedded system development
projects.

4.1.2 Application

• Video processing

• Reconfigurable computing

• Motor controls

• Software acceleration

• Embedded Linux

• RTOS development

4.2 Image Sensor (Camera Module)

Figure 4.2: Image Sensor CMOS OV7670 Camera

The OmniVision OV7670 color camera chip is an advanced CMOS image
sensor designed for low-voltage operation, encompassing full VGA camera

14



EXPERIMENTAL HARDWARE OVERVIEW

functionality and image processing capabilities within a singular integrated
chip.

The OV7670 camera yields 8-bit, full-frame images. Its operation is gov-
erned by the Serial Camera Control Bus (SCCB), an I2C interface, enabling pre-
cise sensor control. Operating within VGA parameters, this product achieves
a remarkable 30fps image array performance, accompanied by extensive user
command over image quality, format, and data output. The SCCB interface
enables the programmability of fundamental image processing functions in-
cluding exposure, gamma correction, white balance, color saturation, and hue
control. Operating at 640×480 resolution, equivalent to 0.3 Megapixels, the
OV7670 stands as a versatile imaging solution.

4.2.1 Core Specification

This section outlines several specifications of the OV7670 Camera Module:

• Resolution: 640×480 VGA

• Provides output compatibility for Raw RGB (GRB 4:2:2, RGB565/555/444),
as well as YUV (4:2:2) and YCbCr (4:2:2) formats.

• High sensitivity for low-light operation

• Automatic Gain Control (AGC), Automatic White Balance (AWB), Auto-
matic Black-Level Calibration (ABLC), Automatic Band Filter (ABF), and
Automatic Exposure Control (AEC)

• Sharpness (edge enhancement), color saturation, hue, gamma, and anti-
blooming are all aspects of an image’s quality controls.

• Lens shading correction

• Flicker (50/60 Hz) auto detection

15



EXPERIMENTAL HARDWARE OVERVIEW

4.2.2 Pinout Description

In this section, we present an illustration of the camera module’s pin arrange-
ment (refer to Figure 4.3), along with a detailed description of the specific func-
tions attributed to each pin (outlined in Table 4.1).

Figure 4.3: CMOS OV7670 Camera Module Pinout

PIN NAME DESCRIPTION
VCC 3.3v Power Supply
GND Ground
SIOC Serial Interface Clock
SIOD Serial Interface Data I/O

VSYNC Vertical Synchronization ,Active high , Indicate active frames
HREF Horizontal Reference , Active high , Indicate active pixels
PCLK Pixel Clock Output from Sensor
XCLK Master Clock into Sensor
PWDN Power Down Mode Selection
RESET Reset All Register to their Default value, Active Low
D0:D7 8-bits Data Pixel Output

Table 4.1: Pin Description of CMOS OV7670 Camera

16



EXPERIMENTAL HARDWARE OVERVIEW

4.2.3 Camera Controller

The camera Controller basically a The pins on the OV7670 camera can be clas-
sified into two main categories:

Input pins (XCLK, PWDN, RESET, SIOD, and SIOC) originating from an
FPGA and used for camera configuration. These pins play a crucial role in
configuring the internal registers of the camera to optimize its performance.

Of these pins, SIOD and SIOC hold particular importance. They are uti-
lized to transmit register configuration data to the camera using the I2C stan-
dard, a widely-used communication protocol. The SIOD pin is responsible
for sending data, while the SIOC pin provides the clock signal required for
synchronous communication.

Another significant input pin is XCLK, which supplies an external clock
signal to the camera. This clock operates at a frequency of 25MHz, ensuring
synchronized operation between the camera and the controlling FPGA.

PWDN serves as a power-down mode selection pin with two distinct modes:
normal mode (bit set to 0) and power-down mode (bit set to 1). This pin is piv-
otal in managing the camera’s power state and operation.

RESET is an active low 1-bit pin that holds the capability to reset all internal
registers to their default values when set to 0. Conversely, when set to 1, the
camera operates in its normal mode.

All of the aforementioned functions are managed through the OV7670 Con-
troller block, depicted in Figure 4.4. This controller serves as the intermediary
between the FPGA-driven input pins and the camera’s internal configuration.
Through a coordinated interplay of these pins, the OV7670 camera can be op-
timally configured for its intended imaging tasks.

The output pins, namely PCLK, VSYNC, HREF, DATA[7:0], are integral
components emerging from the camera module and interfacing with the FPGA,
specifically within the OV7670 Capture module depicted in Figure 4.4. These
pins collectively contribute to the image capture process and subsequent data
transfer.
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EXPERIMENTAL HARDWARE OVERVIEW

The PCLK pin serves as the pixel clock, operating at a frequency of 24MHz.
This clock signal synchronizes the timing of pixel data transmission, ensuring
orderly and consistent image capture.

VSYNC is attributed to vertical synchronization, a crucial role in framing
images. This signal manages the count of lines within each frame, facilitating
the coherent arrangement of image data.

The HREF pin handles horizontal synchronization duties. It keeps track of
pixel counts within each line of the frame, maintaining precise alignment of
image data.

The DATA[7:0] pins collectively carry an 8-bit stream of captured image
data. This data stream is then stored within the memory system of the FPGA
for further processing.

The specialized OV7670 Capture module, shown in Figure 4.4, makes it
easier to manage these output pins. This module creates a smooth connec-
tion between the FPGA’s processing capability and the camera’s output pins,
making it possible to record, store, and manipulate picture data quickly and
effectively.

Figure 4.4: Camera Controller RTL Module
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4.2.4 Application

The OV7670 camera module finds utility in various domains, including:

• Object detection

• Surveillance cameras

• Machine vision systems

• Gesture recognition

• Various image or video processing.

4.3 VGA Display Interface

To display the filtering results utilize a VGA interface display. The VGA in-
terface, being a standardized communication channel, has gained extensive
application across various domains. VGA is designed to operate within spe-
cific display modes, accommodating diverse resolutions and refresh rates[14].
In this context, a resolution of 640×480 is employed, aligning with the default
resolution of the OV7670 camera.

4.3.1 VGA Interface Signal

The VGA interface serves as a standard for analog signals in computer dis-
plays. It encompasses two types of signals: data signals and control signals (as
detailed in Table 4.2).

When implementing VGA control with an FPGA, our attention is directed
toward five key signals:Red data, green data, blue data, horizontal synchro-
nization, and vertical synchronization. By transmitting these signals from the
FPGA to the VGA interface. The Zedboard produces a pin configuration of
12 bits, allocating 4-bit to each color channel (RGB). Before sending the data
signal to VGA, the Zedboard initiates a conversion process, utilizing its inte-
grated 4-bit Resistor-Ladder Digital-to-Analog Converter (DAC) for each color
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EXPERIMENTAL HARDWARE OVERVIEW

channel, to convert it into an analog signal, establish precise control over the
display output(see figure4.5).

Figure 4.5: Pin Connection of VGA Port

DATA SIGNAL
RED
GREEN
BLUE

CONTROL SIGNAL HORIZONTAL SYNC
VERTICAL SYNC

Table 4.2: VGA Interface Signal

4.3.2 VGA Timing Specification

The VGA interface operates using highly accurate timing signals, and these
particular standards are established and upheld by the reputable VESA orga-
nization (www.vesa.org). The VGA encompasses distinct display standards,
including resolutions such as 640×480, 720p, 1080p, 4K and more. Each of
these resolutions adheres to specific timing specifications in accordance with
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EXPERIMENTAL HARDWARE OVERVIEW

Figure 4.6: VGA Display Timing Configuration

their respective standards. However, a unifying characteristic across these di-
verse standards is the presence of common parameters, namely Sync pulse,
Front porch, and Back porch. However, it’s important to note that the values
of these parameters vary according to the specific resolution standard being
employed.

Presented here is a brief overview of the VGA display operating at a resolu-
tion of 640×480@60Hz. The illustration can be found in Figure 4.6, and further
detail of the timing specification for the 640×480 resolution, set at a 60Hz frame
rate, detailed in Table 4.3. We need to generate these signals(Hsync, Vsync)
that will be comprehensively addressed in the forthcoming VGA Controller
section.
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DESCRIPTION HORIZONTAL
PIXEL

VERTICAL
PIXEL

FRONT PORCH 16 10
SYNC PULSE 96 2

BACK PORCH 48 33
DISPLAY PIXEL 640 480
TOTAL PIXELS 800 525

Table 4.3: VGA Signal Timing According to Pixels

4.3.3 VGA Controller

The VGA interface forms a pixel grid, with 480 rows and 640 pixels per row
and operates in a serial manner, sequentially transmitting color information
for each pixel. In order to synchronize the supply of VGA visual data (RGB)
based on the pixel clock, a VGA controller circuit must create the Hsync and
Vsync timing signals.The amount of time that can be used to display one pixel
of data is defined by the pixel clock. To calculate the pixel clock frequency, it
is necessary to multiply the Total Horizontal Pixels (800) by the Total Vertical
Pixels (525) and the Frame Rate (@60Hz).

= 800 × 525 × 60 = 25MHz(approx)

Through calculations, we determine that the VGA controller circuit necessi-
tates a pixel clock frequency of 25MHz. This frequency is responsible for gen-
erating Hsync and Vsync signals. Figure 4.7 illustrates two counters: one for
tracking pixel count within each line (horizontal counter) and another for mon-
itoring the number of lines within a frame (vertical counter).
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Figure 4.7: VGA Controller RTL Module
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Chapter 5

Result and Discussion

5.1 Hardware Setup

Within the hardware setup, a visual representation of the experimental prod-
uct configuration utilizing the proposed architecture is presented in Figure

Figure 5.1: Hardware Setup for Experiment

This illustration showcases the interconnection of the OV7670 camera and
VGA display with the Zedboard Zynq-7000 FPGA.

This integration is achieved through the utilization of Pmod (Peripheral
Module) ports. These ports serve as the physical link, connected by standard
general-purpose jumper wires, ensuring a structured and effective connection
(in figure5.2). The Pmod interface, featuring a 2x6 pins connector, offers a
structured and organized approach to this interconnection.
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Notably, the Zedboard boasts five Pmod connectors, each serving as a Gen-
eral Purpose Input/Output (GPIO) interface, as defined by Digilent Inc[16].
For this setup, two specific connectors, JA1 and JB1, are strategically utilized,
marking significant points of interaction and integration. Additionally accepts
the video sequences, processes them, and then sends the output to the avail-
able VGA port to display.

Figure 5.2: Block Diagram of Hardware Setup

5.2 Software Tool

In this thesis, all of the RTL modules presented have been precisely developed
using VHDL and Verilog HDL, a Hardware Description Language that forms
the foundation of the entire project’s design. This choice of language ensures
a comprehensive and systematic approach to module creation. Subsequently,
the synthesis and implementation phases seamlessly unfold through the adept
utilization of the Xilinx VIVADO Design Suite Edition, Version 2019.1. A seam-
less integration of theory and practice is demonstrated by this advanced soft-
ware platform, which is a key tool in turning the project’s conception into real-
world outcomes.
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5.3 Top Module

The proposed architecture has been put into practice and meticulously tested
to verify its functionality[17]. The top-level block diagram, displayed in Figure
5.3, offers a comprehensive visual representation of the architecture’s struc-
ture. This diagram encompasses a variety of pivotal modules, including those
previously explained, such as the camera controller and VGA controller mod-
ules.

Figure 5.3: Top RTL Module of Project

At the core of this architecture lies the clock controller module, responsible
for furnishing the necessary clock frequencies to the entire system, ensuring
precise synchronization.

Furthermore, the architecture incorporates two crucial modules: the de-
bounce module and the memory block module. These modules hold signif-
icant roles in enhancing the system’s overall performance. In the upcoming
section, we delve deeper into the specifics of each module, unraveling their
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distinct functionalities and contributions within the broader framework of the
architecture.

5.3.1 Clock Source

Within the Zynq-7000, an internal 100 MHz oscillator serves as the source for
the clock input to the PL subsystem. However, our proposed architecture ne-
cessitates specific clock frequencies for different modules. The Camera Con-
troller Module, known as the OV7670 Controller, relies on a clock frequency
of 50 MHz. Meanwhile, the VGA Controller module operates optimally at
25 MHz. To accommodate these distinct clock requirements, it becomes im-
perative to divide the system clock into the prescribed frequencies of 25 MHz
and 50 MHz (Figure 5.4). This division of clock frequencies ensures seamless
synchronization and effective operation of the respective modules within the
architecture.

Figure 5.4: Clock Source Module

5.3.2 Memory Block

The camera produces a video stream at a frequency of 24MHz, while the VGA
controller operates at 25MHz. This discrepancy in clock frequencies results in
a mismatch between the incoming video stream and the intended display. To
address this issue, a solution involving a Dual Port Memory block is required.
Moreover, the two distinct tasks—writing (referred to as BRAM-PORTA) and
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reading (referred to as BRAM-PORTB) from the memory—necessitate inde-
pendent clock signals for optimal performance (figure5.5).

Figure 5.5: Memory Block For Store pixels

The writing process, involving the Block RAM, mandates a clock rate of
24MHz. Conversely, the reading process, which involves retrieving data from
the Block RAM for display on the monitor, necessitates a clock rate of 25MHz.
The deployment of these discrete clock signals facilitates efficient coordination
between the processes, mitigating the mismatch between the video stream’s
incoming rate and the VGA controller’s operation.

The bit count of incoming and outgoing video data varies across different
scenarios, yet the buffer’s depth remains consistent for a 640×480 resolution.

Upon calculation, the buffer encompasses 307,200 locations—resulting from
the multiplication:

= 640 × 480 = 307200
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Consequently, to accommodate the numerous locations within the Block
RAM (BRAM), an address length of 19-bit is necessary for the efficient storage
and retrieval of data from these locations.

5.4 RGB Display Module

Within this section, we will elucidate the core functionality of the display mod-
ule.

Figure 5.6: RGB Display Module

The camera controller assumes the responsibility of creating 12-bit RGB
pixels and then storing them in the Block RAM (BRAM). Simultaneously, the
VGA controller obtains the 12-bit pixels from the BRAM. The process of syn-
chronization guarantees a constant transmission of pixels to the display, re-
sulting in a consistent and reliable presentation of images. This module incor-
porates two continuously active counters, each of which serves a distinct role
in addressing read and write operations for the BRAM. These counters play
a crucial role in precisely determining the addresses necessary for interacting
with the BRAM. One counter manages addresses for write operations, while
the other is responsible for addresses related to read operations. Together, they
form the backbone of the display module, ensuring the seamless storage and
retrieval of data within the BRAM.

The outcomes of the Display module are illustrated in figure 5.7. Please
refer to the resource utilization report within the table 5.1 (comparison section)
for further insights.
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Figure 5.7: RGB Module Output

5.5 RGB to Grayscale Conversion

Within this section, the aim is to transform the incoming RGB image format
from the camera into a grayscale image format. This conversion is motivated
by the efficient utilization of resources and memory in FPGA, which often
presents limitations in this regard (refer to the provided comparison). Con-
verting to grayscale is a strategic move to streamline image data handling and
minimize the computational complexities involved in various image process-
ing tasks.

Figure 5.8: RGB to Grayscale Conversion Module

To execute this conversion, an RGB-to-Grayscale module will be seamlessly
integrated immediately following the camera controller module. This special-
ized module is designed to process the RGB data and output grayscale repre-
sentations. In this configuration, the RGB-to-Grayscale module will store the
resulting 4-bit pixel data in the Block RAM (BRAM). This adaptation not only
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Figure 5.9: Grayscale Module Output

conserves memory but also aligns the image data with the requirements of
subsequent image processing algorithms, which are typically more straightfor-
ward to implement and comprehend when working with grayscale imagery.

5.5.1 Comparison RGB image vs Grayscale Image

This comparison focuses on resource utilization within an FPGA when pro-
cessing RGB and Grayscale image formats in table 5.1.

Resource Available Color Image
Utilize

Grayscale Image
Utilize

BRAM 140 104 38
LUT 53200 497 177
FF 106400 257 257
IO 200 33 33

MMCM 4 1 1

Table 5.1: Resource Utilization Report of RGB and Grayscale image

5.6 Gaussian Filter Implementation

After the conversion of images into grayscale, we seamlessly integrate a Gaus-
sian filter block into the processing pipeline. This block is responsible for ap-
plying the Gaussian filter to the grayscale images and subsequently storing
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the filtered results in the Block RAM (BRAM). These filtered images are then
displayed on the monitor.

It’s essential to note that both the input and output of the Gaussian filter
block are configured to use a 4-bit format, ensuring consistency in data repre-
sentation throughout this image processing workflow.

Figure 5.10: RTL Blocks including Gaussian Filter Module

5.7 Median Filter Implementation

In the continuous improvement of our image processing pipeline, we have
chosen to eliminate the Gaussian filter block and, in its place, incorporate the
Median filter. This transition preserves the uniformity of input and output
data, both configured as 4-bit, while effectively addressing the demands of
our image processing tasks.
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Figure 5.11: RTL Blocks including Median Filter Module

5.8 Results and discussion

In this dedicated section, we undertake a thorough comparison between the
implementations of the Gaussian filter and the Median filter. Our evaluation
encompasses an analysis of their respective efficiency levels and delves into
how these implementations impact the utilization of FPGA resources. To pro-
vide a comprehensive view, we have compiled all synthesis results in this sec-
tion for your reference.

Figure 5.12: Median Filter Output

In the domain of FPGA utilization, a fundamental trade-off emerges en-
compassing performance, power consumption, and the inherent limitations of
available resources [18]. The suggested approach has several notable benefits,
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Figure 5.13: Gaussian Filter Output

Resource Available Gaussian Filter
Utilize

Median Filter
Utilize

BRAM 140 38.5 38.5
LUTRAM 17400 721 721

LUT 53200 1419 1489
FF 106400 445 502
I/O 200 34 34

BUFG 32 4 4
MMCM 4 1 1

Table 5.2: Resource Utilization Report Median Filter and Gaussian Filter

such as decreased hardware complexity, cost efficiency, and improved accu-
racy in comparison to previous methodologies.

The effectiveness of FPGA solutions and the allocation of resources are
heavily influenced by several criteria that need careful consideration through-
out the programming stage. It is important to acknowledge that the integration
of floating-point operations in FPGA implementations often leads to inefficien-
cies and a significant demand for resources. Therefore, it is recommended to
exercise care and explore alternate ways wherever feasible.

34



RESULT AND DISCUSSION

5.9 Comparison

In this section, a comparative analysis is conducted between my research and
two referenced papers. Specifically, my work is implemented on the Zedboard
platform and is juxtaposed against two distinct research endeavors. The first,
presented by [19], involves the application of a Gaussian filter on the Virtex-II
platform. The second study, conducted by [20], focuses on the implementation
of a Median filter on the Zedboard. This comparative examination serves to
highlight the unique contributions and differentiating aspects of my research
within the context of the methodologies and outcomes presented in the refer-
enced papers.

My work implementation on Zedboard Gaussian Filter Implement
on VIRTEX-4

Median Filter Implement
on Zedboard

Resource Available Gaussian Filter
Utilize

Median Filter
Utilize Available Utilization Available Utilization

BRAM 140 38.5 38.5 648 - 140 23
LUTRAM 17400 721 721 5472 1132 999 369

LUT 53200 1419 1489 10944 6451 53200 751
FF 106400 445 502 10944 1132 106400 617
I/O 200 34 34 320 105 200 33

BUFG 32 4 4 - - 32 4
MMCM 4 1 1 4 1 4 1

Table 5.3: Utilization Report Comparison With Previous Work
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Conclusion and Future Directions

This thesis introduces a hardware architecture that has been specifically de-
veloped to facilitate the integration of low-cost digital cameras with FPGA
platforms in a highly efficient manner. This architectural design is specially
optimized for the efficient execution of real-time video capture and process-
ing applications. In order to get maximum efficiency, a parallel architectural
methodology has been used, namely in the optimization of the Image Cap-
ture and VGA Signal Generator components. Furthermore, the integration of
an RGB-to-Grayscale module aims to optimize the allocation of hardware re-
sources.

In our pursuit of improving real-time video quality, we introduce noise
reduction techniques through the implementation of Gaussian and median fil-
ters. The camera used in this context operates with an internal image matrix
of dimensions 640 × 480 pixels. Furthermore, we have adopted specific image
formats like RGB444 to reduce memory utilization.

In the future, we anticipate the integration of a real-time edge detection
method for the purpose of object inspection in industrial settings as an exten-
sion of our work. Furthermore, our objective is to enhance compatibility with
advanced cameras that possess better resolutions such as HD and 4K, as well
as improved frame rates. The objective of incorporating more advanced pro-
cessing algorithms is to produce photos of superior quality, hence enhancing
the functionalities of our camera interface architecture based on FPGA tech-
nology.
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