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Abstract

In recent years, Covid-19 and skin cancer have become two prevalent ill-
nesses with severe consequences if untreated. This research represents a
significant step toward leveraging machine learning and ensemble techniques
to improve the accuracy and efficiency of medical image diagnosis for criti-
cal diseases like Covid-19 (grayscale images) and skin cancer (RGB images).
To enhance the precision and effectiveness of diagnosing both Covid-19 and
skin cancer, a stacked ensemble learning approach has been used here. This
proposed method combines deep neural network (CNN) pre-trained models
for feature extraction, utilizing ResNet101, DenseNet121, and VGG16 for
grayscale (COVID-19) and RGB (skin cancer) images. The performance of
the model is evaluated using both individual CNNs and a combination of
feature vectors generated from ResNet101, DenseNet121, and VGG16 neural
network architectures. The feature vectors obtained through transfer learn-
ing are then fed into base-learner models consisting of five machine-learning
algorithms. In the final step, the predictions from the base-learner models,
ensemble validation dataset, and the feature vectors extracted from neural
networks are ensembled and applied as input for the meta-learner model to
obtain final predictions. The performance metrics of the stacked ensemble
model reveal high accuracy for Covid-19 diagnosis and intermediate accuracy
for skin cancer.
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Chapter 1

Introduction

1.1 Problem Area and Motivation

In recent times, there has been notable and swift advancement in the
domain of automated analysis for medical images [12]. Healthcare assistance
systems are ushering in a novel era, leveraging the capabilities of information
technology within the surge of extensive data and the interconnected nature
of the Internet of Things [14]. Over time, a multitude of computer-aided
systems have been created to aid in the identification and diagnosis of hu-
man illnesses through medical imagery. Modern imaging techniques rely on
images with a high resolution to give radiologists multifaceted views, aiding
in clinical diagnoses, precise predictions, and patient treatment. Ultrasound,
endoscopy, X-ray computed tomography(CT), and magnetic resonance imag-
ing (MRI) are among the prevalent modes of medical image capture. Cur-
rently, numerous studies have emerged concerning the categorization and
identification of illnesses through medical imaging. Even though the men-
tioned models have demonstrated promising outcomes, the medical domain
still demands enhanced precision.

The development of more efficient diagnostic tools with improved patient
outcomes over time is the main cause of this proposed research [17].
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INTRODUCTION 2

1.2 Problem Statement

• The ongoing covid-19 pandemic and skin cancer have emphasized the
need for accurate and efficient diagnostic tools to identify infected in-
dividuals and prevent further transmission.

• The goal is to create a reliable, rapid, and cost-effective solution that
can aid healthcare professionals in making informed decisions and con-
trolling the spread of the virus and cancer effectively.

• The main focus of this research is on utilizing stacked ensemble learning
techniques to enhance the accuracy of covid-19 and skin cancer detec-
tion.

1.3 Aim and Objectives

The main aim of this research is to develop a generalized model that
provides precise and accurate predictions for grayscale and RGB images in
medical datasets using an ensemble learning method.

1.4 Outline

This work is divided into nine chapters. In chapter 2, the background
theory of artificial intelligence is presented, followed by its types: machine
and deep learning. In chapter 3, discusses all about ensemble learning. A
overview of covid-19 and skin cancer related works is given in Chapter 4.
And Chapter 5 will discuss about the method and materials used for this
research. Chapter 6 present the methodology employed to perform this re-
search and present the main public databases containing images.The result
and discussion of this work are provided in Chapter 7 and 8. Conclusion and
future work is in Chapter 9.



Chapter 2

Background

2.1 Artificial Intelligence

Artificial Intelligence (AI) involves machines doing tasks that humans do
smartly, like planning and learning from language. There are two dominant
concepts of AI: Machine Learning (ML) and Deep Learning (DL).

Artificial Intelligence (AI) is a dynamic field within computer science
dedicated to creating intelligent systems capable of performing tasks that
traditionally demand human-like intelligence. These tasks encompass a wide
spectrum, including decision-making, speech recognition, language transla-
tion, and visual perception. A notable contribution to the AI landscape is the
Turing Test, conceptualized by Alan Turing. This test gauges a machine’s
capacity to exhibit intelligence comparable to human behavior. In the Turing
Test, a human judge converses in normal language with both a machine and a
person while remaining unaware of which one is which. Should the evaluator
struggle to differentiate between the machine and human responses reliably,
the machine is deemed to have passed the Turing Test, signifying a signifi-
cant step toward demonstrating artificial intelligence [6].

Machine Learning (ML) and Deep Learning (DL) are pivotal branches of
artificial intelligence. ML involves training algorithms to learn from data,
making predictions and decisions based on patterns. DL, a subset of ML,
employs intricate neural networks with multiple layers to automatically ex-
tract complex features from data. This facilitates advancements in tasks like
image recognition and natural language processing. Both ML and DL play
vital roles in transforming industries by enabling computers to learn and
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BACKGROUND 4

adapt from experience, enhancing their performance over time.
The practical applications of AI are extensive and impactful. Natural

Language Processing (NLP) is an arena where AI techniques are harnessed
to understand and analyze human language, giving rise to applications like
chatbots, virtual assistants, and language translation. In robotics, AI algo-
rithms serve as the driving force behind the precise control and execution of
various tasks, spanning manufacturing, assembly, and exploration endeavors.
Expert systems, another AI application, leverage advanced techniques to pro-
vide expert-level advice and decision-making within specialized domains like
medicine, finance, and law. Game playing takes on a new dimension with
AI, as algorithms enable the creation of game-playing agents that can rival
human players in complex games such as chess, Go, and poker.

Computer vision, yet another realm enriched by AI, empowers systems to
decode and interpret visual data, resulting in applications like facial recogni-
tion, object detection, and the development of autonomous vehicles. Perhaps
among the most transformative facets of AI is Machine learning(ML), where
algorithms learn from data to enhance their performance over time. This ca-
pability fuels applications like fraud detection, recommendation systems, and
predictive maintenance, driving innovation across various industries. Collec-
tively, these applications showcase the profound impact of AI, revolutionizing
the way we interact with technology and reshaping industries across the spec-
trum.

Artificial Intelligence (AI) is progressively finding applications in the
biomedical field, particularly in areas such as diagnostics, drug exploration,
and fundamental life science inquiries. In recent times, AI-driven imaging
technologies have shifted from academic endeavors to commercially-driven
initiatives. Solutions now exist that can identify various eye and skin con-
ditions, detect cancers, and assist in the precise measurements required for
clinical assessments. Certain of these systems rival the diagnostic capabil-
ities of expert pathologists and radiologists, alleviating mundane tasks like
quantifying cell divisions in cancerous tissue. However, while the implemen-
tation of automated systems in some spheres raises ethical considerations,
the deployment of AI for risk scoring in healthcare is becoming increasingly
prevalent [7].
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2.2 Machine Learning

Machine Learning (ML) falls under the umbrella of artificial intelligence
(AI), enabling software applications to enhance their prediction accuracy
without requiring direct, explicit programming. Instead, ML algorithms
leverage historical data as an input to forecast future output values. Ma-
chine learning involves using algorithms to automatically get useful informa-
tion from data. When training, the ML model takes input data and finds
patterns or important features. This helps it learn how to link attributes
with each piece of data or group data into clusters. Later, the model can use
this learning to predict things about new, unseen data [5].

2.2.1 Types of Machine Learning

Machine learning is commonly classified based on how algorithms improve
their prediction precision. Four fundamental types of machine learning ex-
ist supervised learning, unsupervised learning, semi-supervised learning, and
reinforcement learning. Data scientists decide on an algorithm based on the
nature of the data they intend to predict.

Supervised Learning

In Supervised learning, training data includes desired outputs. It involves
input variables (x) and an output variable (Y), where an algorithm learns
the mapping function from input to output: Y = f(X) When the model en-
counters new input data (x), it can readily predict the corresponding output
variables (Y) for that data. Most of the supervised learning algorithms are
used as classifiers.

Unsupervised Learning

In Unsupervised Learning, training data does not include desired outputs.
It involves algorithms that train on unlabeled data. Unsupervised learning
is when you only have input data (X) and no expected answers. The main
aim is to understand the patterns or arrangement within the data, helping
us learn more about the data itself.
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Semi-Supervised Learning

Semi-supervised learning is an intermediate ground between Supervised
and Unsupervised learning. This method in machine learning combines as-
pects of the two previous approaches. Scientists give the algorithm lots of
labeled training data, but the model also looks at the data by itself to learn
about it.

Reinforcement Learning

Reinforcement learning is rewards from a sequence of actions. Reinforce-
ment learning is like a trial-and-error way of learning. The machine gets
points as a reward or penalty for its actions. This algorithm focuses on how
the learning agent interacts with the environment. The learning agent bal-
ances exploring and making the most of what it already knows.

2.2.2 Machine learning Algorithms

Here are the primary ML algorithms used for classification.

Decision Trees

A decision tree is structured by rules and takes on the form of a flowchart,
resembling a tree and mirroring human logic, which aids in its comprehen-
sibility. The standout feature of a decision tree is its user-friendly nature,
owed to its mechanism that allows easy interpretation. This method effec-
tively merges both categorical and numerical data, although it does face
certain problems and difficulties. For instance, it can encounter challenges
like classifying data with many dimensions or addressing imbalanced data
scenarios [1]. Decision Trees (DT) prove their versatility in machine learning
by accommodating both categorical and numerical variables. Unlike other
methods, they don’t need assumptions about data distribution or classifier
structure. This makes them suitable for classification, regression, and multi-
output tasks. Their accuracy and efficiency shine in managing large and
intricate datasets.
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Random Forest (RF)

The foundation of the RF technique is the algorithm of a decision tree.
The forest is created by combining many DT algorithms. The RF classifier is
composed of a set of M trees, a quantity that users can define. When given
an input vector (×), each tree in the ensemble casts a vote to determine
the most common class for allocation. This approach involves assessing at-
tributes using techniques like information gain, gain ratio, entropy, and the
Gini Index. This study, employs the Gini Index, a metric that gauges how
attributes are mixed about classes. One of RF’s advantages compared to
decision trees is its ability to expand without pruning, allowing it to manage
generalization errors even with an increase in the number of trees [17].

Support Vector Machine (SVM)

SVM stands as a statistical learning model employed within the frame-
work of supervised learning. It falls under the category of linear classifica-
tion models, suitable for scenarios where the data is lower in dimension, and
exhibits simplicity that allows for easy separation in the data space. Never-
theless, SVM also exhibits capability in handling intricate, high-dimensional,
nonlinear classifications. It achieves this by utilizing kernel functions that
transform the original data into a higher-dimensional space, enabling effec-
tive separation [1].

When used for sorting things into categories, SVMs create special lines
called hyperplanes. These lines act like clear boundaries, dividing different
groups of things. These hyperplanes are like decision guides that assign
things to their correct groups. SVMs work by finding the best possible line
that creates the biggest separation between groups, making sure that the line
is at its best by keeping enough space from the closest points [5] [17].

SVMs have become popular over time, especially in dealing with medical
pictures [17]. They’re good at figuring out patterns, like in predicting if
someone has cancer or not [1].

Logistic Regression (LR) Logistic regression stands out as a highly fa-
vored statistical machine-learning technique used for making predictions. It
is widely applied to solve both binary and multiclass problems. LR employs
a logistic function, also known as a sigmoid function, to estimate the proba-
bility of class labels based on the provided attributes [17].
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Näıve Bayes

Näıve Bayes is a straightforward classification method in supervised learn-
ing, rooted in probabilistic theory. It proves highly effective, particularly
when coupled with feature selection functions. Its superiority over other ro-
bust methods stems from its simplicity, speed, and capacity to achieve high
accuracy. This technique finds utility across various domains, including dis-
ease diagnosis, RNA sequence classification, and spam filtering [1].

2.3 Deep Learning

In recent times, the domain of automated medical image analysis has ex-
perienced significant expansion. The adoption of deep neural networks has
emerged as a prevailing and extensively employed approach for tasks involv-
ing computer vision. When it comes to tasks in computer vision, such as im-
age classification, deep CNN stands as the state-of-the-art, offering matchless
accuracy and resilience [12]. However, determining the appropriate hyper-
parameter settings and selecting the right architecture significantly relies on
the specific computer vision task [11]. Deep learning stands as the most effi-
cient machine learning solution, demonstrating a high level of intelligence to
independently learn from data through intricate architectures that mimic the
structure of the human brain. CNNs first appeared in the beginning of the
2000s, taking inspiration from the Visual cortex neural networks, and have
risen to prominence as highly effective and extensively utilized tools in the
realm of computer vision. Within CNNs, diverse layers serve distinct func-
tions, encompassing some with trainable parameters and others that execute
predefined functions. Among the frequently employed layer types in CNN
architectures are the following [5].

Convolutional Layers Convolutional layers play a significant role in the
architecture. They can grasp patterns within specific local regions. This has
notable implications: the patterns learned exhibit invariance to translation,
and the learning process extends to hierarchical spatial patterns. Conse-
quently, CNN can adeptly acquire intricate visual concepts as its network
depth deepens. Within convolutional layers, arrays of filters traverse the in-
put image, executing convolution operations and producing feature maps for
onward transmission to subsequent layers.
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Normalization Layers Normalization layers fulfill the role of normalizing
input data through a dedicated function that operates solely during forward
propagation and doesn’t involve any trainable parameters. However, the
prevalence of these layers has decreased in recent years.

Regularization Layers Regularization layers serve the purpose of miti-
gating overfitting by introducing an element of randomness, causing a frac-
tion of neurons to be disregarded during each training iteration. Among the
most recognized regularization methods is dropout.

Pooling Layers These layers perform feature map subsampling, preserv-
ing essential information within them. This aids in curbing the model’s
parameters and computational demands, contributing to efficiency. Pooling
filters, notably max pooling and average pooling, scan the received feature
maps, much like the convolutional layers, but devoid of any trainable param-
eters. The objective remains to minimize the computational load without
compromising crucial content.

Fully Connected Layers (FC) Fully connected layers establish connec-
tions between every neuron in the layer and all of the activation functions of
the preceding layers. The first FC gets feature maps created from the final
convolutional layer or pooling layer as input. The ultimate layer among FCs
functions as a classifier within the CNN structure.

2.4 Pre-Trained Models and Transfer Learn-

ing

There are many pre-trained models for Convolutional Neural Networks
(CNNs) available, and some of the most often used ones include AlexNet,
ResNet, DenseNet, Xception, and Inception-ResNet VGG, and EfficientNet.
Table 2.1 provides a summary of the important details and settings for each
of these models.
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Architetture Year Parameters Input
Size

AlexNet 2012 62.3 M 256×256

InceptionV3 2015 23.8 M 299 × 299

ResNet101 2015 44.7 M 224 × 224

DenseNet121 2017 20.2 M 224 × 224

Xception 2017 22.9 M 299 × 299

Inception-
ResNet

2017 55.8 M 299 × 299

VGG16 2014 134.2 M 224 × 224

Table 2.1: Summary of frequently used CNN architectures:

As mentioned earlier, training deep learning models with randomly initial-
ized parameters can be challenging since a large volume of annotated data
is required, which is frequently unavailable. Transfer learning offers a valu-
able solution by allowing us to leverage knowledge stored in pretrained CNN
models trained on extensive datasets like ImageNet. This approach often
yields good results in the original domain where the model was trained.

In this specific case, transfer learning is primarily used for feature extraction.
Notably, select pretrained models such as DesNet, ResNet, VGG, or combina-
tions of these models. These models are chosen partly because they require an
input image size of 224x224 pixels. This particular size was adopted because
already converted images from 229x229 pixels to 224x224 pixels, making it
convenient to utilize these specific pretrained models for this task.



Chapter 3

Ensemble Learning

3.1 Outline

Ensemble learning has become increasingly popular in the field of machine
learning. Despite the rise of learning, ensembles continue to be favored by
researchers, corporate data scientists, and even those participating in data
science competitions. The key reason, for their success lies in their ability to
enhance the predictions made by learners while also offering stability through
variance. Moreover, ensembles have the potential to scale up effectively and
typically require parameter tuning. [13].

3.2 Background

For numerous decades, the machine learning research area has used mul-
tiple classifiers/regressors in parallel or sequential approaches for training.
However, enhancing current ensemble approaches in terms of speed as well
as accuracy remains a frequent subject at recent renowned conferences. [13].
Ensemble modeling techniques are widely employed in data mining solutions.
The task of determining the disease based on a person’s symptoms is known
as disease diagnosis, which can be quite challenging, due to the presence
of ambiguous symptoms and signs. Accurate identification of the disease is
vital, for treatment. Numerous researchers have developed machine learn-
ing algorithms to effectively diagnose diseases. These algorithms enable the
creation of models that can predict diseases and their corresponding treat-
ments. Disease prediction is an area of research given the amount of available

11
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data [8].

3.3 Introduction

The purposeful design and mixing of many models, such as learners or
experts, to address specific computational intelligence challenges is known as
ensemble learning (EL) [19]. It is a method for combining numerous models
to achieve better generalization ability [4]. Ensemble learning is a method for
merging numerous predictions to form a single inference. Traditionally, it in-
volves building an ensemble of multiple predictions originating from different
models. Recent novel approaches, define ensemble learning in the context of
learning as combining knowledge or predictions for a single result. This kind
of information or prediction may come from numerous different models or
from a single model. [12]. The ensemble machine learning method is a tech-
nique that combines many classification algorithms, called Base-Learners (
Base Models) to create a single improved classifier. The essential idea is the
final prediction is made by the meta-learner (Meta Model) based on the base
learners. The meta-learner is an approach that works to reduce the base
learners’ error in prediction. The predicted output of the base learners is
utilized as input for the meta-learner. The ability to be generalized and the
accuracy of prediction results obtained using this technique beat the results
of a single machine learning setup. [17]. Ensemble learning is a classifier en-
hancement strategy that combines each of the contributions of sub-models to
deal with an identical classification issue. The base learners are homogeneous
or heterogeneous classification algorithms that are combined to generate a
single, better-performing classification model. The meta-learner is a model
that learns to correct the prediction of the base learners and makes the fi-
nal prediction based on their vote. The ensemble approach results in better
prediction accuracy than single learners, and its generalizability capability
usually reduces the variance in the prediction, ensuring the most stable and
best possible prediction is made. The meta-model takes the output of the
sub-models as input and learns to merge their predictions to make the final
prediction, which is better than each of the base classifiers [4].
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3.4 Ensemble Strategies

Ensemble strategies have changed with time to improve model generaliza-
tion in learning. These strategies may be categorized into three categories:
Bagging, Boosting, and Stacking.

3.4.1 Bagging

Bagging, often referred to as bootstrap aggregating, serves as a commonly
employed method for creating ensemble-based algorithms. The core concept
behind bagging involves creating a set of independent datasets, each having
the same size and distribution as the original data. By working with these
sets of observations, an ensemble predictor is constructed, outperforming a
single predictor built solely on the original data.

Bagging introduces two key steps to the original models: firstly, the
creation of bagging samples and their subsequent presentation to the base
learner models, and secondly, the approach employed to merge the predic-
tions from multiple predictors. Bagging samples can be generated either with
or without replacement. The method of combining the outputs from the base
predictors can differ; typically, majority voting is employed for classification
tasks, while averaging is used in regression scenarios to generate the ensemble
output [4].
Homogeneous model ensembles refer to a collection of models that share
identical algorithms, hyper-parameters, or architectures [12]. The bagging
technique encompasses the process of training numerous models on distinct
subsets of the training data. Subsequently, these models’ predictions are
merged to formulate a conclusive prediction.
The Bagging method relies on enhancing the training dataset sampling pro-
cess and is a widely used homogeneous ensemble learning approach. Un-
like a conventional standard training/validation split that generates only one
model, Bagging involves training multiple models on randomly selected sub-
sets of the dataset. It utilizes k-fold cross-validation on the dataset to create
k models, making it a bagging technique for ensemble learning. [12]. It gen-
erated a diverse set of models, each trained on distinct subsets of the training
data. This method not only improved the effective utilization of the provided
training data but also enhanced the prediction’s reliability [11]. The bagging
approach aims to diminish variance and enhance the model’s accuracy.
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3.4.2 Boosting

The boosting technique is employed within ensemble models to trans-
form an inadequate learning model into a more proficient one with enhanced
generalization capabilities [4]. Boosting is a machine learning algorithm that
involves training multiple models sequentially, with each model trying to cor-
rect the errors of the previous model.
The boosting method involves training a weak learner, making predictions,
identifying the training samples that were incorrectly classified, and subse-
quently training another weak learner using an updated training set that
includes the previously misclassified instances from the prior training itera-
tion.
Boosting stands as a robust approach that effectively mitigates overfitting.
Nevertheless, certain drawbacks are associated with boosting. One such lim-
itation is its vulnerability to outliers, as each classifier is compelled to rectify
errors from previous iterations, leading to a notable reliance on outliers. Ad-
ditionally, the method’s scalability is challenging, posing difficulties in its
expansion to larger scales. The objective is to minimize bias and enhance
the model’s accuracy.
The integration of boosted deep belief networks (DBNs) into facial expres-
sion recognition brings together the boosting technique and multiple DBNs
through an objective function. This combination leads to the creation of a
robust classifier with enhanced capabilities [4]. Due to the huge increase in
training time, boosting is not feasible for image classification. [12].

3.4.3 Stacking

The ensemble machine learning method is a technique that combines mul-
tiple classification methods that are homogeneous or heterogeneous, known
as base learners, to produce a single superior-performing classification model.
The key idea of this method is that the meta-learner generates its final pre-
dictions according to the base-learner predictions. The meta-learner is a
model that aims to reduce the prediction mistakes of the base learners. It
takes as input the prediction outputs generated by the base learners. As a
result, ensemble technique outperforms a single machine learning algorithm
in terms of generalizability and accuracy in prediction [17].
Ensembling typically enhances prediction stability and minimizes variance
by combining multiple models. The meta-model receives predictions from
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individual base-learners, learning to effectively blend these inputs into a fi-
nal prediction that surpasses the performance of each base-classifier [10].In
contrast to simple algorithm approaches, the ensemble of various models
demonstrated considerable improvements in overall performance. This type
of ensemble learning is more complicated. The stacking approach works by
stacking another machine-learning algorithm on top of these predictions. [12].
Stacking is a bias-reducing technique [4].
This approach, incorporated a stacking technique when employing five dis-
tinct machine learning algorithms as base learners. Unlike previous methods
that relied solely on base learners’ predictions for the meta-learner’s final
decision, this research combined these predictions with the original features
and ensemble validation data as input for the meta-learner. Furthermore, the
same five classification algorithms used as base learners were also leveraged
and assessed for the meta-learner. This innovative approach aims to enhance
model performance by leveraging both base learners’ predictions and original
data features in the stacking process.

3.5 Applications

In recent times, the remarkable progress in the power of computers and
machine learning (ML) has spurred numerous innovations and advancements
across various research domains and aspects of human existence. Over the
past few years, the evolution of machine learning has brought about funda-
mental transformations in nearly every facet of our daily lives. Notably, two
prominent approaches, ensemble learning and deep learning, have emerged as
dominant forces within the field of machine learning. Ensemble algorithms, in
particular, have demonstrated exceptional performance across a wide range of
ML applications and have established themselves as well-established tools in
real-world scenarios. Their superior performance has made ensemble meth-
ods the preferred choice in many machine learning competitions. [9].



Chapter 4

Related Work

Numerous efforts have been made to categorize diseases through medical
imaging, with some offering solutions for disease identification. The clas-
sification of medical images growing field primarily relies on deep learning
and machine learning techniques. This section reviews the latest research
pertaining to medical image classification, especially focusing on datasets re-
lated to covid-19 and skin cancer.

4.1 Covid Related Works

With a pre-trained VGGNet model and support vector machine algo-
rithm, Article [15]proposes X-ray images are classified into three distinct
categories: covid, healthy images, and pneumonia. and provides an accuracy
of 95.81%.

Article [12] discusses a reproducible pipeline for medical image classifica-
tion that analyzes the effect on the performance of various ensemble learning
approaches. The paper uses a dataset related to skin and covid-19 on various
ensemble learning techniques. The paper proposes an ensemble learning ap-
proach that combines multiple deep CNNs to improve the accuracy of covid-
19 classification. The results show that Stacking emerged as the ensemble
learning approach that demonstrated the most significant performance im-
provement, and In terms of accuracy and efficiency, the proposed method
exceeds other methods.

16



RELATED WORK 17

In the study, [16] employs an ensemble architecture to classify CT scan
images. Their approach combines various deep learning models, including
VGG16, ResNet50, VGG19, ResNet50V2, InceptionV3, InceptionResNetV2,
MobileNet, and Xception.

In [17] Article, a novel approach was proposed for feature extraction by
combining transfer learning from the DenseNet model and six handcrafted
techniques to catch more comprehensive and intricate features. Additionally,
a distinct stacked ensemble technique in the first level was introduced, which
incorporates RF, GBM, LR, SVM, and KNN algorithms in both base-learner
and meta-learner phases to improve the classifier model’s performance. In
the evaluation of the Covid-19 CT Scan data, LR outperforms the other al-
gorithms across every evaluation metric, achieving an accuracy of 99.73%.

4.2 Skin Cancer Related Works

Article [5] provides a comprehensive systematic review of the latest re-
search on using machine learning algorithms for dermoscopic image catego-
rization of skin cancer. The article also discusses the limitations and chal-
lenges in implementing machine learning for skin cancer diagnosis in clinical
settings. Overall, this review provides valuable insights into the latest re-
search on using machine learning for skin cancer diagnosis and can be a
useful resource for researchers and practitioners in the field. The results of
these studies vary depending on the algorithm used, the dataset used, and
the evaluation metrics used. However, the review found that recent machine
learning and deep learning models show high potential in skin lesion classi-
fication.

The paper [12] discusses a reproducible pipeline for medical image clas-
sification that analyzes the effect on the performance of various ensemble
learning approaches. The paper uses a dataset related to skin cancer: the
ISIC dataset, which hosts the largest publicly available collection of quality-
controlled images of skin lesions. The paper proposes an ensemble learning
approach that combines multiple deep convolutional neural networks to im-
prove the accuracy of skin lesion classification. The proposed approach is
evaluated on the two datasets and compared to other state-of-the-art meth-
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ods. The results show that the proposed approach outperforms other meth-
ods in terms of accuracy and efficiency.The outcomes indicated that Stacking
exhibited the most substantial enhancement in performance, with a notable
increase of up to 13% in the F1-score.

In [17] Article, a novel approach was proposed for feature extraction by
combining transfer learning from the DenseNet model and six handcrafted
techniques to catch more comprehensive and intricate features. Additionally,
a distinct stacked ensemble technique in the first level was introduced, which
incorporates RF, GBM, LR, SVM, and KNN algorithms in both base-learner
and meta-learner levels to improve the classifier model.In the evaluation of
the ISIC dataset, RF exhibits the highest efficiency with an accuracy of
89.09%.
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Method and Materials

5.1 Literature Review

A Literature Review is regarded essential at the start of any research
because it allows one to gain knowledge about the subject of interest. Fur-
thermore, knowledge and expertise are gathered regarding past contributions
to the topic, how the research was conducted, and the significant problems
and issues encountered. It is necessary to demonstrate that have an in-depth
knowledge of previous research on this topic. The primary goal of the litera-
ture study undertaken in this thesis is to identify and evaluate the benefits of
the various methodologies used. Other goals of performing a literature review
include learning about the procedures employed and identifying datasets and
assessment measures that were used.

5.1.1 Search Terminology and Terms

The search terms/keywords that were utilized are given here. “Ensem-
ble Learning”, “Stacked ensemble model”, “Machine Learning”, “Ensemble
Methods”, “Skin Cancer Classification ”, “Transfer Learning”, and “Covid-
19”.
For the article selection phase,IEEE Xplore, arXiv, and ScienceDirect and
other digital libraries were used to collect articles.

19
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5.1.2 Inclusion Criteria

Inclusion criteria used in the selection included (i) openly available works,
(ii) articles in English, (iii) Ensemble learning research papers, (iv) works
based on dermoscopic pictures, and (v) papers published from 2018 to 2023.

5.1.3 Exclusion Criteria

Exclusion criteria included (i) review papers, (ii) papers published in any
language other than English, (iii) studies that were not complete with results,
(iv) publications that dealt only with segmentation, and (v) articles that did
not use publicly available datasets.

5.2 Data Collection

While collecting data, there are several factors that need careful consid-
eration. These include the specific requirements of work, the size of the data
set, the number of classes within it, and the relevant features. Therefore,
there is a need to be mindfully select data that is well-cited, aligns with
the best practices from influential papers, demonstrates strong performance,
freely accessible, and is tailored to the model’s needs.
The data sets selected for this study were sourced from the ”Kaggle” repos-
itory, which offers a collection of publicly available data sets suitable for
research and studies.
The Kaggle repository plays a pivotal role as a prominent platform hosting
an extensive array of datasets. These datasets are generously contributed
by the worldwide data science community. Covering a multitude of domains
and subject matters, they present researchers and professionals with an ex-
pansive selection for investigation and scrutiny. Additionally, the vibrant
participation and collaboration within Kaggle’s community substantiate the
authenticity and excellence of these datasets. This collaborative environ-
ment ensures that the datasets conform to stringent benchmarks of quality
and utility, meeting the exacting requisites for utilization in research and
academic pursuits.
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5.2.1 Data Types

In the field of healthcare data analysis, there are three main types of data
that are really important: Data that is statistical, image-based, or sequential.

• Statistical data is all about numbers that come from looking at things,
testing things, or measuring things. This kind of data helps doctors and
researchers make smart choices about treatments and health policies.

• Image-based data is like pictures from medical machines such as X-
rays or MRIs. These pictures help doctors spot problems like tumors
or broken bones, so they can treat patients accurately.

• Lastly, sequential data is like a timeline of information. It’s often found
in medical records and monitoring data. When doctors study patterns
in this data, they can understand how diseases develop over time and
plan the best treatments.

All these data types work together, like in studying genes to find out about
diseases. When they’re used together, doctors can make better decisions and
improve patient care [14].

5.3 Software Environment

5.3.1 Development

Integrated development environment Software IDEs are software tools de-
signed to provide a specialized environment for working with machine learn-
ing tasks. These environments offer features tailored to developing, testing,
and deploying machine learning models efficiently.They typically include ca-
pabilities for coding, data visualization, model training, and analysis, all
aimed at streamlining the machine learning development process.ML IDEs
contribute significantly to enhancing productivity and collaboration among
data scientists and researchers in the field of machine learning.
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Software Description

Google Colab Google Colab is a cloud-based notebook environment
that allows users to run Jupyter notebooks directly on
Google’s infrastructure. It provides free access to GPUs
and TPUs, enabling users to perform resource-intensive
computations without the need for powerful local hard-
ware. It’s particularly convenient for collaborative work,
as notebooks can be easily shared and worked on in real-
time.

VS Code Visual Studio Code (VS Code) is a versatile code edi-
tor that can be extended to support various program-
ming languages, including machine learning. With a
range of extensions and plugins, developers can create
customized environments for ML tasks. Its flexibility,
combined with features like integrated Git support and
debugging, makes it a suitable choice for machine learn-
ing projects.

Jupyter Note-
book

Jupyter Notebook is a popular interactive environment
that combines code, visualizations, and explanatory text
in a single document. Its modular structure allows users
to execute code in small, manageable chunks and imme-
diately visualize results, making it great for exploration
and sharing insights. An interactive console serves as
a suitable platform for comprehensively recording the
entire computational procedure, encompassing code ex-
ecution, documentation,and result visualization.

Python It’s an easy but strong programming language to pick
up. It has fancy ways of handling data and helps you
step into more advanced programming. Think of it as a
handy tool for quick tasks, used in lots of different kinds
of projects.

Table 5.1: Description of Integrated Development Environment Software
(IDEs)
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5.3.2 Frameworks

Libraries Description

Numpy It is a quick, simple, and versatile open source library
that serves as the foundation for machine learning li-
braries such as sckit-learn. Tools for mathematical com-
putations such as algebra functions, and so on are pro-
vided. Provides a diverse set of computing platforms
and devices.

Pandas It’s a free and openly accessible source, way to manipu-
late and analyze data.It is a Python-based set up that
is rapid, simple to use, and adaptable.

Scikit It is freely available open-source ML package based on
scipy, and numpy. It offers efficient as well as straight-
forward methods for predictive data analysis.

TensorFlow TensorFlow is a freely available library designed for
rapid numerical computation. Initially created by
Google Brain’s Machine Intelligence team for ML and
neural network research, it now serves a broad range of
applications.

Keras Keras is a freely available Python library that provides a
platform for creating artificial neural networks(ANNs),
and it functions as a frontend for the TensorFlow library.

Table 5.2: Description of python Libraries

5.4 Data Splitting

Machine learning algorithms extract patterns from data and apply them to
create predictions on previously unseen data. It is essential to assess models’
performance on data that the models have not encountered during training.
Data-splitting methods come into play here. Data splitting occurs when the
given data is divided into two or more subsets in order for a model to be
trained, tested, and validated.
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Typically, two or three components of the main dataset are created.

• Train Data: The data used to train the machine learning model is
known as train data. It is made up of input features and their associated
output labels. The algorithm learns patterns from existing data and
applies them to predict new, previously unknown data.

• Validation Data: Validation data is used to assess the performance of
the model during training. This information is used to fine-tune the
model’s hyperparameters and avoid overfitting. The validation data
should be indicative of the unknown data encountered by the model in
the real world.

• Test Data: Test data evaluate the final performance of the model after
training and adjusting. To avoid data leaking, this data should be kept
fully separate from the training and validation data.
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Methodology

Numerous research studies have been conducted to identify diseases utilizing
various medical imaging techniques, such as the detection of COVID-19 skin
cancer. The main goal was to maximize performance by using a particular
dataset to train various models. In this context, a combined feature extrac-
tion approach and a stacked ensemble technique were employed to address
the challenges of identifying COVID-19 and skin cancer ailments.

Figure 6.1: Proposed architecture.

Illustrated in Figure 6.1 is a comprehensive overview of the proposed method-
ology’s sequential stages. Commencing with image acquisition, the process
proceeds to feature extraction employing various pre-trained deep learning
methodologies. Subsequently, a feature vector is generated through the amal-
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gamation of features derived from these extractions, which is then inputted
into the base learners. These base learners are trained on the feature vector,
encompassing five diverse machine learning algorithms: random forest, deci-
sion trees, logistic regression, support vector machine, and naive Bayes.
Conclusively, the predictions originating from the base learners are integrated
with the initial feature vector and the ensemble validation set. The final
prediction is executed through the application of the stacking ensemble tech-
nique.

6.1 Data Description

Employed a pair of publicly accessible image datasets for this proposed
methodology: SARS-CoV-2 CT scan dataset [2] and ISIC Archive dataset [3].
The tabulated data in Figure 6.2 highlights the class distribution across both
datasets. Visual examples showcasing images from each dataset, encompass-
ing all classes, can be observed in Figures 6.3 and 6.4.

6.1.1 Covid-19 Radiography Database

X-ray pictures are really important for looking at medical issues, and they’re
used a lot in healthcare. They’re even used instead of certain tests for covid-
19. Researchers from different places like Qatar, Doha, Dhaka, Bangladesh,
Pakistan, and Malaysia collected X-ray pictures of people’s chests who had
covid-19, as well as some who were healthy and others with viral pneumonia.
They got these pictures from different places like a radiology database [12].
The collection has about 2,905 gray-scale pictures. There are 220 pictures of
people with covid-19, 1,345 with viral pneumonia, and 1,340 healthy pictures.

6.1.2 Skin Lesion Images for Melanoma Classification

Melanoma is a serious health issue where colored spots appear on the skin.
It causes a lot of people to get sick, with over 300,000 new cases every year,
and sadly, many people die from it. Dermoscopy is a way to find melanoma
early. This can be done by experts looking closely at the skin, or by using
special cameras that take really detailed pictures. The International Skin
Imaging Collaboration (ISIC) has a big collection of pictures of skin spots
that people can use to learn and study [12]. The ISIC Archive collection
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includes 3297 skin cancer images, 1800 of which are classified as benign and
1497 of which are malignant. Overview of the datasets used along with their
descriptions and how the samples were distributed.

Figure 6.2: Overview of the datasets used along with their descriptions and
how the samples were distributed.

Figure 6.3: Sample images from the SARS-CoV-2 X-ray dataset illustrating
instances of covid-19 cases, viral pneumonia, and healthy control cases.

6.2 Data Splitting

To ensure a trustworthy assessment of this models, employing the subsequent
distribution strategy for sampling each dataset: For base learners training,
75% of the total dataset split into 80% for training(called ‘model-train’) and
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Figure 6.4: Sample pictures from the ISIC archive dataset showing both
benign and malignant cases.

20% for validation (called ‘model-val’). For possible training of the meta-
model, an additional 10% of the total dataset was set aside (called ‘ensemble-
validation’). The remaining 15% of the overall dataset was sampled as a
testing set (called ’testing’) for the final predictions.

Figure 6.5: Dataset distribution strategy:
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6.3 Data Pre-processing

Pre-processing plays a crucial role in computer vision applications, serving
various purposes such as noise reduction, highlighting relevant image features
for recognition tasks, and aiding in the training of deep learning models. In
this study, a straightforward approach involving the normalization of pixel in-
tensities within the [0, 1] range has been employed. This pre-processing step
is essential to ensure the model’s convergence during the training phase [18].
Keras provides the ImageDataGenerator, which clarifies the configuration
for image data preparation which includes the following techniques: zoom,
brightness, and normalization. Furthermore, the image sizes were scaled
down to the model architecture standard input sizes of 224x224 pixels,during
the resizing. Assign labels to three classes in the context of COVID classi-
fication: ’COVID,’ ’Normal,’ and ’Viral Pneumonia,’ which are represented
numerically as [0, 1, 2]. These labels are used to categorize various circum-
stances within the dataset.
In the context of skin cancer classification, there are two categories: ’benign’
and ’ malignant,’ which are labeled numerically [0, 1]. These numeric identi-
fiers are used to distinguish between benign (non-cancerous) and malignant
(cancerous) skin lesions.

6.4 Feature Extraction Technique

Convolutional neural networks (CNNs) have become the prevailing method
for performing tasks such as feature extraction, segmentation, and classi-
fication in the field of image processing. In this research work, some of
the most effective and high-performing CNN variants, namely DenseNet-
121, ResNet101, and VGG16, were utilized. These models have been trained
using the ImageNet dataset, a technique known as transfer learning(TF).
Transfer Learning focuses on the idea of preserving the acquired knowledge
from addressing one problem and leveraging it for solving distinct yet related
problems. TL technology enables us to efficiently employ pre-trained deep
learning models that have been trained on extensive and easily accessible
datasets.
Pre-trained VGG16, DenseNet-121, and ResNet101 models have been loaded
using TensorFlow and Keras. These models, originally trained on the Ima-
geNet dataset, have been configured to exclude their fully connected layers,
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rendering them suitable for feature extraction. These extracted high-level
features from the images can now serve as valuable inputs for subsequent
classification tasks using base learner models.

6.5 Fusion Technique

The process of combining several feature vectors produced from diverse
methodologies in disciplines such as computer vision and other machine
learning applications is known as feature fusion.Previously extracted deep
features from three different pre-trained models—DenseNet121, ResNet101,
and VGG16—in this context. These distinct feature vectors and their combi-
nations have been combined, and predictions from the base learner model are
based on them. The feature set of the meta-model is made up of a concate-
nated feature vector derived from the predictions of five base learner models,
as well as ensemble validation.

6.6 Classification Models

The research employed five foundational machine learning classification al-
gorithms, namely random forest, decision tree, logistic regression, support
vector machine, and naive bayes, as its base learners. Afterwards, decided to
use a stacking technique at level 1 which included all five of these algorithms.
Section 2.2.2 of the thesis provides a concise overview of the implemented
classification methods, with the implementation carried out using the Sklearn
library.

6.7 Stacking

The ensemble approach to machine learning uses a number of homogeneous
or heterogeneous algorithms for classification, known as Base Learners,
which work together to create a classification model that achieves superior
performance. The fundamental concept is the idea that the meta-learner
produces its final prediction depending on the base-learners. The meta-
learners is an algorithm that learns to minimize the base learners’ prediction
mistakes. The prediction output of base learners is used as input to the
meta-learner.
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In the base-learner phase, this study used a first-level stacking strategy using
five machine-learning algorithms. According to the researchers’ knowledge,
earlier works solely used base learner predictions to direct the meta-learner’s
final decision. In this work, combine the predictions of the base learners,
with the features and ensemble validation data to serve as input, for the
meta-learner. All five base-learner algorithms are used and evaluated for the
meta-learner to make a final prediction.

Figure 6.6: Stacked ensemble approach:
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In this analysis, exclude both Boosting and Bagging techniques. However,
Boosting is not feasible to apply for image classification because of the dra-
matic increase in training hours, and complexity of the model which makes it
harder to interpret. According to the [12], Stacking has proven to be a highly
effective technique for image classification, leading to a substantial improve-
ment in performance. Additionally, Cross-validation-based Bagging has also
demonstrated a significant enhancement in performance, closely competing
with Stacking. This suggests that Stacking is the preferred approach, with
Bagging being a strong contender.
Building upon this insight, the latest publication [8] reaffirms the superiority
of the Stacking method as the optimal choice for achieving superior ensemble-
based results. Therefore, in this article, I have utilized Stacking while paying
close attention to high-performing strategies, aligning with the findings of
both studies and ensuring originality in my work.

6.8 Performance Evaluation Metrics

The research employed various performance evaluation indicators to evaluate
the models’ performance. These metrics included accuracy (Ac), precision
(Pr), recall (Re), and the F1-score. Accuracy gauges the overall reliability
of the model’s performance by computing the ratio of correctly classified
class labels to the overall number of data points in the dataset, shown
in Equation (6.1). Precision as defined in Equation (6.2), represents the
positive predictive value, which represents a fraction of true positives
divided by the overall number of actual true instances. Conversely, recall,
also referred to as sensitivity and expressed in Equation (6.3), measures
the fraction of true positives relative to the total number of predicted true
instances. Finally, Equation (6.4) outlines the formula for the F1-score, a
metric that strikes a balance between precision and recall by computing their
harmonic mean. And used the Scikit-learn library for evaluation purposes.
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Ac =
TruePositive+ TrueNegative

TruePositive+ FalsePositive+ FalseNegative+ TrueNegative
(6.1)

Pr =
TruePositive

TruePositive+ FalsePositive
(6.2)

Re =
TruePositive

TruePositive+ FalseNegative
(6.3)

F1− score = 2.
P r.Re

Pr +Re
(6.4)
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Results and Analysis

In this subsection, delve into a comprehensive analysis of the experimen-
tal outcomes achieved through the application of the proposed architecture
on two distinct datasets: SARS CoV-2 CT scans and the ISIC. The pro-
posed methodology encompasses two pivotal stages: the base-learner and
the meta-learner stage. Across both datasets, conduct training and evalua-
tion processes on five distinct algorithms, namely RF (Random Forest), DT
(Decision Trees), LR (Logistic Regression), SVM (Support Vector Machine),
and NB (Naive Bayes), within both the base-learner and meta-learner phases
with different feature extraction models.
The initial step in this proposed method involves the construction of a fea-
ture space. This is accomplished by leveraging three distinct pre-trained deep
learning models: DenseNet-121, ResNet-101, and VGG16. Additionally, ex-
plore combinations of these models, namely DenseNet-121 and ResNet-101,
DenseNet-121 and VGG16, ResNet-101 and VGG16, as well as the combi-
nation of all three models: DenseNet-121, ResNet-101, and VGG16. This
work carries out feature extraction using these various pre-trained models
and combinations to assess their impact on classification accuracy. Evalua-
tion is conducted using the two datasets employed in this study. The results
of these evaluations, specifically the accuracy of the five classification algo-
rithms, are visually represented in Figure 7.1 and Figure 7.2.
Additionally, we examine how both the individual pre-trained models and
their combined usage for feature extraction influence the performance of all
five classification algorithms. Thus, it can be observed that the combination
of VGG16 and DenseNet121 yields superior performance on Logistic Regres-
sion compared to the other pre-trained model.
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Figure 7.1: Accuracy of five classification algorithms for different combi-
nations of pre-trained deep learning feature extraction models on covid-19
dataset:

Figure 7.1 demonstrates the effectiveness of the base-learner models in de-
tecting COVID-19 using the SARS-CoV-2 CT scan database. An accuracy
of 96%, 97%, 91%, 84%, and 92% is observed in the base-learner stage from
SVM, LR, NB, DT, and RF using VGG16. During the base-learner phase
with the DesNet121 model, the recorded accuracies for different classifiers
were 91%, 94%, 84%, 87% and 91% for SVM, LR, NB, DT, and RF, respec-
tively. In the initial training phase with the ResNet101 model 95%, 96%,
90%, 85% and 92% for SVM, LR, NB, DT, and RF. Moreover, the perfor-
mance of all pre-trained models and their combination in the base-learner
stage is also an excellent outcome; like, LR scores the highest in all the
implemented pre-trained model feature extraction techniques; for example,
LR scores 94%, 96%, 97%, 95%, 97%, 94% and 94% accuracy is recorded
in the DenseNet-121, ResNet-101, and VGG16. Additionally, DenseNet-
121 and ResNet-101, DenseNet-121 and VGG16, ResNet-101 and VGG16,
as well as the combination of all three models: DenseNet-121, ResNet-101,
and VGG16.Certainly, in summary, Logistic Regression consistently yielded
high accuracy on applied pre-trained models. However, when further ana-
lyzed, it was observed that Logistic Regression achieved its highest 97.47%
accuracy on a specific combination of pre-trained models that is DesNet-121
and VGG16 as compared to other feature extraction methods; for example
96.78% for VGG16. A following experiment was carried out utilizing the ISIC
Archive dataset in Figure 7.2, with the goal of identifying cancer cases. This
experiment followed the same technique as the previous one on the SARS-
CoV-2 CT scan dataset. However, in contrast, to outcomes observed in the
SARS-CoV-2 CT scan dataset, it’s important to note that the LR algorithm
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Figure 7.2: Accuracy of five classification algorithms for different combina-
tions of pre-trained deep learning feature extraction models on ISIC dataset
:

doesn’t consistently outperform the other five algorithms during the base-
learner phase. This highlights the fact that there isn’t a single classifier that
consistently excels in all scenarios or across various datasets. The varying
performance of different algorithms across datasets can be attributed to the
specific traits of the algorithms employed and the inherent characteristics of
the datasets themselves.
In research, LR demonstrated superior performance in the context of the
SARS-COV-2 CT scan dataset, while RF, LR, and SVM excelled in the ISIC
Archive datasets. LR tends to yield results when there are variables that
introduce noise as compared to the variables that provide explanatory infor-
mation. It also performs well when the number of variables is equal, to or
less, than the number of factors. SVM’s strength lies in its ability to handle
high-dimensional data effectively. Conversely, RF exhibits higher true and
false positive rates as the number of explanatory data points in a dataset
improves. The main objective in utilizing two distinct datasets to assess this
methodology was to evaluate how these algorithms perform in different sce-
narios. Upon closer examination, it became evident that Logistic Regression
and Support Vector Machine achieved their highest accuracy rates, reaching
88% and 87%, respectively, when applied to a particular pre-trained model,
namely ResNet-101. This performance outshone other feature extraction
techniques and classification algorithms.
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Discussion

The primary objective of this current study is to develop a comprehen-
sive model capable of delivering precise and accurate predictions for both
grayscale and RGB images within medical datasets. Achieve this using an
ensemble learning approach and assess the model’s performance in detecting
both COVID-19 and skin cancer diseases. In pursuit of this goal, we have
enhanced both the feature extraction and classification components, which
are pivotal aspects of the field of medical image processing.
This approach involves a fused feature extraction technique, combining fea-
tures extracted from three different pre-trained feature extractor methods
with various combinations. Additionally, introduces a unique stacked en-
semble classification method that incorporates the original feature maps, en-
semble validation data, and base-learner predictions as inputs for the meta-
learner. The experimental results demonstrate that this method achieves the
highest performance levels.
In both datasets, performed training and evaluation procedures using five dif-
ferent algorithms: RF (Random Forest), DT (Decision Trees), LR (Logistic
Regression), SVM (Support Vector Machine), and NB (Naive Bayes). These
algorithms were applied in both the base-learner and meta-learner phases,
employing various feature extraction models. This work conducts feature ex-
traction using a variety of pre-trained models and combinations to evaluate
how they influence classification accuracy. In the context of the SARS-COV-2
CT scan dataset, this study investigates the impact of using individual pre-
trained models and their combined application in feature extraction on the
performance of all five classification algorithms. Consequently, it becomes
evident that when compared to other pre-trained models, the combination

37



DISCUSSION 38

of VGG16 and DenseNet121 exhibits superior performance in the context
of LR.In this study, LR showcased exceptional performance when applied
to the SARS-COV-2 CT scan dataset, whereas RF, LR, and SVM demon-
strated outstanding results when dealing with the ISIC Archive datasets.
Certainly, it is evident that Logistic Regression and Support Vector Machine
achieved their highest accuracy rates, recording 88% and 87%, respectively.
This noteworthy performance was observed when both of these algorithms
were applied to a specific pre-trained model, namely ResNet-101.



Chapter 9

Conclusion

This research introduces a feature extraction and classification model de-
signed to optimize the accurate diagnosis of COVID-19 and skin cancer
within the context of image data sets. This approach for feature extrac-
tion techniques harnesses deep learning features obtained from pre-trained
models. Subsequently, the resulting fused feature vector is integrated into
the stacked ensemble approach, particularly when utilizing combinations of
two or three pre-trained models. Initially, base-learner predictions are made,
followed by concatenation the original feature map and ensemble validation
data, ultimately feeding into the meta-learner stage for the final prediction.
The base learner was trained and tested with a pair of datasets: the SARS-
CoV-2 CT Scan and the ISIC Archive. The stacked LR technique produced
the greatest classification accuracy for the SARS-CoV-2 CT Scan dataset,
whereas the stacked RF, LR, and SVM approaches surpassed others for the
ISIC Archive dataset.

9.1 Future Work

This research presented a stacked ensemble methodology for the classification
of COVID-19 and skin cancer infections. Certain limitations in the study will
be subject to future improvements. Here are the constraints in this work:

• Developing a hybrid model for the purpose of addressing both COVID
and skin cancer, and subsequently conducting a comparative analysis
with our proposed model.
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• This work method has exclusively undergone testing on covid-19 and
skin cancer dataset. Therefore, in order to extend its applicability to
further datasets, additional research and investigation are warranted.

• This study approach, relied on five established machine learning models
to construct this stacked ensemble model. Additionally, we utilized
pre-trained models with a fixed input size of 224X224 for deep-learning
feature extraction. Nevertheless, in future research, there is potential
to broaden the scope of this method by adapting it to various pre-
trained CNN architectures that may have different input sizes.
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