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Energy Fluctuations in Thermally Isolated Driven Systems 

by 

Abstract 
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Submitted to the Department of Physics 
on 28 J anuary 2013 , in partial fulfillment of the 

requirements for the degree of 
Master of Philosophy (M.Phil) 

This thesis presents a theoretical review of systems that are thermally isolated and are under 
the act ion of some external protocol or drive. Here we have discussed these systems by for­
mulating a Fluctuation-Dissipation relation appropriately describing their physics. Firstly, we 
have derived the Fluctuation-Dissipa tion relation using the Fokker-Planck equation and then 
by using Quantum Crooks equality leading to an expression for the energy fluctuations in the 
system of interest. We have shown in detail that energy fluctuations in thermally isolated sys­
tems that are driven away from equilibrium by some external parameter are universal in nature 
and follow a non-Gibbsian pattern. 'vVe have predicted that there exist two different regimes 
with a continuous second-order-like transition between them. We have explicitly shown two 
distinct regimes depending on the value of order parameter 7] i.e., Gibb 's like behaviour for 
(7] < 1) and run away like for (7] > 1). We have verified our approach by applying it to both 
interacting and non-interacting systems. 
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Chapter 1 

Int roduction 

1.1 Motivation 

The fluctuations in non-equilibrium systems are under intense theoretical and experimental 

investigation. Topical ' fluctuation relations' describe symmetries of t he st atistical propert ies 

of certain observables in a variety of models and phenomena. The field has grown beyond 

expectations , research works and different perspectives are proposed at an ever faster pa.ce. 

Indeed , underst anding fluctuations is important for any theory of non-equilibrium phenomena, 

as well as for applications, such as t hose of nanotechnological and biophysical interest. 

1.2 H istorical background 

As it often happens in science, the historical development of t heories is quite to rtuous . 

Fluctuation relations are no exception in t his respect . Without any intent ion of providing a 

t horough and complete historical account , I mention below a few m ilestones that , in my view, 

mark crucial st eps in the historical development of fluctuation relations. 

Suthe rland-Einstein (1902 ,1905,1906) The beginning of the story might be traced back 

to t he early years of the last century, with the work of Sutherland and Einstein , when it 

was fo und that the linear response of a system in thermal equilibrium, as it is driven out of 

equilibrium by an external force, is determined by the fluctuat ion properties of t he syst em 
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in t he initial equilibrium state [11. They found a relat ion between the mobility of a Brownian 

particle (encoding information about its response to an externally applied force) and its diffusion 

constant (encoding information about its equilibrium fluctuations) : 

D=R~ 
N 67fT/T 

Where 

D = coefficient of diffusion of the suspended substance 

R = universal gas constant 

T = absolute t emperature 

N =avogadro's number 

T = radius of suspended particle 

1] = coefficient of viscosity of liquid 

Johnson-Nyquist (1928) J ohnson and Nyquist discovered the corresponding relat ion be­

tween the resistance of a circuit and the spontaneous current fluctuat ions occurring in the 

absence of an applied elect ric potential [2],[3]. Statistical fluctuation of electric charge exists in 

all conductors , producing random variation of potential between the ends of t he conductor. The 

effect of these fluctuations has been measured by a vacuum tube amplifier and thermocouple, 

and can be expressed by the formula 

< [ 2 >= _ [R(w)IY(w) 12]dw 
2kT ).00 

7f 0 

Where 

[ = observed current in thermocouple 

R(w) = real component of impedance of conductor 

Y(w) = transfer impedance of amplifier 

f = 2rr /w = frequency 

Callen-Welton (1951) The next step was taken by Callen and Welton who derived the 

previous results within a general quantum mechanical setting [4]. The star t ing point of their 

analysis was a quantum mechanical system described by a Hamiltonian R D. Init ially t his system 
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stays in a tum'mal equilibrium state at t he inverse temperature (3 = (kBT)- l This state is 

described by a density matrix of canonical form; i. e. , it is given by a Gibbs state 

Where 

e-{3 Ho 

Po = -.-­
Zo 

Zo = Tr (e- fJHo ) denotes partition function of unperturbed system 

Tr = trace over its Hilbert space 

At later time t > 0 , the system is perturbed by the act ion of an external , in general, time­

dependent force At that couples to an observable Q of the system . The dynamics of the system 

then is governed by the modified , time-dependent Hamiltonian 

Green-Kubo (195 2,1957) The approach of Callen and Welton (1951) was fur t her improved 

systematically by Green (1952,1954) and, in pa~ticular, by Kubo (1957) [4]. He proved that t he 

linear response is det ermined by a response function iI>BQ(t), which gives the deviation (6.B(t )) 

of the expectation value of an observable B to its unperturbed value as 

vVhere the response function can be expressed in terms of the commutator of the observables 

<l?BQ(S) = ([Q, ~H(8) ] ) 
2fi 

and deduced from it the celeberated quantum fluctuation dissipation theorem 

Where ~BQ(W) and 1)BQ(W) denotes the Fourier transform of the symmetrized , stat ionary 

equilibrium correlation functions \]I BQ (s), iI> BQ( s) respectively. 
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NOTE: The superscript H denotes t he Heis~nberg picture with respect to the unperturbed 

dynamics . 

B ernard- Callen (1959) Analysis of Kubo opened the possibility for a syst ematic advance­

ment of response theory, allowing one to investigate t he existence of higher order fluctuation­

dissipation relations b eyond linear regime. This t ask was soon undertaken by Bernard and 

Callen , who pointed out a hierarchy of irreversible thermodynamic relationships. 

Stratonovich- Efremov Higher order fluctuation dissipation relations were invest igated by 

• St ratonovich for t he Markovian systems 

• Efremov (1969) for non-Markovian syst ems 

Hanggi- Thomas For arbitrary syst ems far from equilibrium t he linear response to an applied 

force can likewise be relat ed to t ailored two-point correlation functions of corresponding sta­

tionary nonequilibrium fluctuations of the underlying unperturbed , st a tionary nonequilibrium 

syst em. Hanggi and Thomas coined the expression "fluctuation t heorems" for these relations . 

As in the near thermal equilibrium case, in this case higher order nonlinear response can also be 

linked to corresp onding higher order correlation funct ions of t hose nonequilibrium fluctuat ions. 

B ochkov- Kuzovlev In the late 1970s Bochkov and Kuzovlev provided a single compact 

classical expression that contains fluctuation relations of all orders for syst ems t hat are (\t 

thermal equilibrium when unperturb ed . This expression can be seen as a fully nonlinear, exact , 

and universal fluctuation relation [4]. The fluct~lation relation follows from the 

• Time reversal-invariance of the equations of microscopic motion 

• The syst em init ially resides in thermal equilibrium described by the Gibbs state 

The central finding of Bochkov and Kuzovlev is a formal rela tion between the generating 

funct ions for multi t ime correlation functions of the phase-space funct ions B t and Qt and t he 

generating functions for the time-reversed multi time auto-correlation functions of B t , expressed 
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as 

Where 

U r = an arbitrary test function 

Ut = Ur-l temporal reverse of U r 

W o = J; dt)'tQ where Q is the time der ivative of Qt = Q(<pt,o[zo; AJ) 

( .) = average taken w. r.t Gibbs distribution Po 

On the left hand side, the time evolutions of Bt and Qt are governed by full Hamiltonian 

H(z, At) = Ho (z ) - AtQ(Z) in the presence of the forward protocol indicated by the subscript A, 

while on the right hand side the dynamics is determined by the time-reversed protocol indicated 

by the subscript cQ A. 

Evans (1993) Gallavotti-Cohen (1995) A new wave of act ivity in fluctuation relat ions was 

initiated by Evans , Gallavotti-Cohen on the statistics of entropy produced in non-equilibrium 

steady state 

Jarzynski-Crooks (1997,1999) J arzynski and Crooks developed theory of fluctuation re­

lations on the statist ics of work performed by a transient, time-dependent perturbation. [5],[6). 

Crook's Fluctua t ion t heorem states 

Where 

8 = entropy production of the total system over some time interval 

PF / R (8) = probability of a given entropy production along the forward/ reversed path 

Jarzynski equality is simply a consequence of Crook's relation 

A detailed account of their work is discussed later in section (3 .4). 
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Since the time of J arzynski and Crooks the field has generated much interest and flourished. 

In the present review we have discussed in detail the variance of energy in thermally isolated 

driven systems (a nonequilibrium phenomenon) first by developing a fluctuation-dissipation 

relation for such a system and then by directly applying quantum Crooks relation mentioned 

above. 

12 



Chapter 2 

Thermally Isolated Equilibrating 

Systems 

2.1 Introduction 

In this chapter we consider a thermally isolated system coupled with a heat bath. This 

model is similar to an oven. Since system is in thermal equilibrium with a heat bath the 

temperature of the system is defined to be equal to that of the reservoir, and it has strictly no 

meaning to ask question about the temperature f3.uctuations. The energy of the syst em, however, 

fluctuates as energy is exchanged with the reservoir. Here we have found an expression for the 

final energy by following the basic formalism of statistical thermodynamics as dicussed in [7]. 

This gives a distribution of energy i.e., random and follows Gibbs distribution . This result is a 

corner stone in Statistical physics. 

2.2 Classical Formalism 

Consider two macroscopic systems A, A'. Their respective energies are E , E' subdivided 

into equal small intervals oE , oE' such that n (E) is the number of states between E + oE and 

n (E' ) is the number of states between E' + oEl Systems are not thermally insulated so that 

they can exchange energy. External parameters of the system are supported to remain fixed; 

thus energy tansfer is in the form of heat. 
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• • e. 
• • 

• • 
e • 
•• • 

F igure 2-1: Schematic representation of a system coupled to a reservoir of temperature f3 (oven 
like setup) . 

T he combined system A (0) = A + A' is isolated and its energy E(O) is therefore constant. 

I solated System: \ iVhen a system A is not isolated but is allowed to interact with some other 

system A' , it is always possible to reduce the situation to the case of an isolated system by 

focussing attention on the combined system A + A'. 

Probability distribution of the system: Let us consider a situat ion where A «< A' i.e; 

when A has many fewer degrees of freedom than A'. Here A' is referred as heat reservoir (as 

shown in fig. 2-1). By following [7] we find t he probability Pr of finding t he system A in any of 

its particular microstate r of energy Er under equilibrium conditions. Reif [7] assumes weak 

interaction between A and A' so t hat their energies are additive. The energy of system A is, of 

course, not fixed . It is only the total energy of the combined system A(O) which has a constant 

value in some range between E(O) and E(O) + DE. The conservation of energy can be written as 

E,. +E' = E(O) (2.1) 

vVhere E ' denotes the energy of the reservoir A'. When A has some energy E,., the reservoir 

A' must then have an energy near E ' = E(O) - Er . Hence, if A is in the one definite state 

r, the number of states accessible to the combined system A (0) is just t he number of states 

14 



D' (E(O) - Er) accessible to A' when its energy iies in a range 8E near the value E ' = E(O) - Er . 

But, according to the fundamental statistical postulate, the probablility of occurrence in the 

ensemble of a situation where A is in state T is simply proportional to the number of states 

accessible to A (0) under these conditions. Hence 

(2.2) 

Where 

C' = constant of proportionality independent of T. 

As usual, it can be determined from the normalization conditon for probabi lities, i.e., 

(2 .3) 

Where the sum extends over all possible states of A irrespective of energy. 

Let us now make use of the assumption that A «< A'. Then Er « E(O) and Eq.(2.2)can be 

approximateed by expanding the slowly varying logarithm of D' (E') about the value E' = E(O) . 

Thus 

(2.4) 

Since A' acts as heat reservoir, Er «< E(O) and higher-order terms in the expansion can be 

neglected. The derivative 

(2.5) 

is evaluated at the fixed energy E' = E(O) and is thus a constant independent of the energy Er 

of A. It is the constant temperature parameter (J == (kT)-l characterizing the heat reservo ir 

A'. Physically, this means t hat the reservoir A' is so large compared to A that its temperature 

remains uneffected by whatever small amount of energy it gives to A. Hence Eq. (2.4) becomes 

lnD' (E(O) - Er ) = InD' (E(O) ) - (J Er 

(2 .6) 
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Since D' (E(O)) is just a constant independent of T, Eq.(2 .2) then becomes 

Using the normalization condition Eq.(2. 3) , C is determined by t he relation 

So that Eq.(2.7) can also be written explic i~ly in the form 

e-{3 Er 

Pr = ~r e-{3Er 

(2.7) 

(2 .8) 

The exponential factor e-{3E •. is called the "Boltzmann factor" ; the corresponding probability 

distribution Eq.(2.8) is known as the "canonical distribution". An ensemble of syste ms all of 

which are in contact with a heat reservoir of known temperature T , i.e., all of which are 

distributed over states in accordance with Eq.(2.8) , is called a "canonical ensemble". 

The above relation Eq. (2.8) gives the probability of finding A in one particular state 7' of 

energy Er. The probability that A has an energy in a small range between E and E + bE can 

be obtained by adding the probabilities for all states whose energy lies in the range i.e ., 

P(E ) =: L Pr (2.9) 
r 

Where T is such t hat E < Er < E + bE. But all these st a tes are, by Eq.(2.8) equally 

probable and are characterized by the same exponential factor e- {3E; hence one need simply to 

multiply the probabilities of finding A in anyone of t hese st at es by the numb er D(E) of its 

states in this energy range i. e., 

P(E) = CD(E)e-{3 E, (2. 10) 

To the extent that A itself is a large system (although very much smaller t han A'), D(E) is 

a rapidly increasing function of E. The presence of rapidly decreasing factor e-{-J E in Eq. (2 .10) 

results then in a maximum of product D (E) e-{3 E. The larger A is, the sharper is this maximum 
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in P (E);i .e., the more rapidly S1 (E) increases with E, the sharper this maximum becomes . 

Once the probability distribution Eq.(2.8) is known, various mean values can readily be 

computed. for example, let y be any quantity assuming the value y,. in state r of the system A. 

Then 

(2.11) 

Where the summation is over all states r of the system A. 

Energy fluctuations: Fluctuat ions are deviat ion from the mean i.e., mean of square minus 

square of mean. E nergy fluctuations are defined as 

6E = E 2 -"EP (2. 12) 

Here mean value of energy is given by Eq. (2 .11) i.e., 

(2. 13) 

Where sum is taken over all accessible states r of the system, irrespective of their energies . 

Eq.(2. 13) can be reduced to much simpler form by noting that the sum in t he numerator can 

be readily expressed in terms of the sum appearing in the denominator . Thus 

r 

Where 

r 

o - - z 
0(3 

is just the sum in the denominator of Eq.(2 .13). Hence one obtains 

1 oZ 
---

Z 0(3 
oln Z 

---
0(3 
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The quantity Z defined in Eq.(2.14) is called the "sum over states" of the "partition function" . 

(The letter Z is used because the German nam~ is "Zustandsumme.") 

Mean of square of energy is 

But 

Hence Eq.(2.16) becomes 

~ :fi (~>-'E' E, ) 

( ~ :S ( ~>-PK) 

By using 

1 ( E:J2 Z) 8 (1 8Z) 1 (8Z) 2 
Z 8(32 = 8(3 Z 8(3 + Z2 8(3 

Eq.(2.17) can be written in a form involving the mean energy E of Eq.(2.15) . Thus 

8 (1 8Z) 1 (8Z)2 
8(3 Z 8(3 + Z2 8(3 

8E -? 
--+E-

8(3 

Hence Eq.(2 .12) yields 

(6.E)2 
8E 
8(3 

(6.E)2 
82 In Z 

8iF 
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Since (6E)2 can never be negative, it follows"that ~~ ~ 0 or equivalently, that ~~ ? 0 i.e. , 

the absolute temperature of any system increases with its energy. It allows one to establish the 

general connection between absolute temperature and the direction of heat flow. Now 

Where 

6E2 = _ ( 8E ) 8T 
8T v 8(3 

(2.20) 

is the specific heat of the system at constant volume (system of interest is kept at constant 

volume) . Hence 

(2.21) 

Which is the required fluctuation-dissipation theorem i. e., "fluctuation of some quantity is 

related to a certain susceptibility of that quantity". The system is independent of the history 

i. e., if energy is given at a certain moment then width can be calculated easily using above 

Eq.(2 .21) at that time without knowing previous history of energy change. 

2.3 Quantum Analogue 

To calculate energy fluctuations for a canonical ensemble of quantum mechanical systems 

one needs corresponding quantum canonical partition function. '-IVe here formulate quantum 

mechanical version of canonical partition functi.on by following the approach given in [8]. Sup­

pose the Hamiltonian H is a self adjo int operator with a discrete spectrum. The energy levels 

{En} are then eigenvalues of H , corresponding to eigenvectors l'lj;n) ' From the same perspect ive 

as discussed for the classical system, the probability of a system from the whole ensemble to be 

in a particular state l1f!n) is given as 

Pn = Ce-{3E" (2 .22) 

Where C is some constant. 

A "density matrix" is in general associated with any quantum mechanical ensemble. We 
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can write density matrix for the above system as 

p L:Pn IWn) (1Pn l 

I: Ce- fJ En IWn) ('IPnl 

For a density operator Tr (p) = 1 is always true, so we obain 

Which implies that 

Where 

Tr (p) = CL e- fJ En = 1 
'--.--' 

Q 

1 
Q 

Q = quantum mechanical counterpart of the canonical partition function 

Now density matrix takes t he form 

(2 .23) 

Since energy eigenvalues diverge , the corresponding operator is unbounded, so we can ex­

ponentiate the Hamiltonian H by invoking Borel funct ional calculus. Alternatively, one can 

simply assume that to be the exponential power series. 

The quantity Tr( e- fJ H ) is the quantum mechanical version of the canonical partition func­

tion, a normalization factor for the state of interest . If A is a physical observable, then its 

expected value is given by the density matrix as 

(A) = Tr (pA) (2.24) 
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Now expected value of H is 

Taking derivative w.r .t . ,6 

Hence 

8 (H) 
8(3 

E 

By using definition of patition function 

8Q 
8(3 

(H ) 

Tr (pH) 
TrHe- f3 H 

Tr(e-f3H) 

TrHe- f3 H 

Q 
(2.25) 

(2 .26) 

: (3. (Tre-{3H) 

-Tre- f3 H H 

-Q(H ) 
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(H) 
1 8Q 

---
Q 8{3 
8 

= -- lnQ 
8{3 

Comparing Eq.(2.26) and Eq.(2 .28) we get 

By using Eq.(2.20) and Eq.(2.27) we have 

By using the above result in Eq.(2.29) 

(227) 

(2.28) 

(2.29) 

(2. 30) 

Hence for a quantum mechanical system we get the same result as Eq.(2.21), showing that 

energy fluctuations in a thermally isolated system, brought into contact with it heat hath 

are independent of the microscopic details of the system and also the interactions between 

the system and bath. Energy fluctuations are universal and independent of t he history as at 

any instant can be calculated with just the value of energy at that time using above relation 

Eq.(2.30). 
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2.4 R esults 

• The magnit ude of fluctuations in a constant temperature system are dependent just on 

the macroscopic heat capacity. T his expression is valid for any system, since no approxi-

mations were involved in its derivation . 

• Since Cv and E both are ext ensive (i.e ., growing linearly with t he size of the system) we 

find 

6.E JCv k BT2 
= 

E E 
6.E VN 
E N 

6.E 1 
(2.31) 

E IN 

In other words, relative magnitude of fluctuations decreases as the inverse square 

root of the system size. For macroscopic systems (large N) we can imagine the internal 

energy to be well defined when the system is in t hermal contact with a heat bath even 

t hough , of course, it is only absolutely pr~cise ly determined for an isolated system . 

• In thermodynamical limit (N -7 00), we see that the relative width becomes very small , 

therefore, we expect the system to be almost the same of that in the micro canonical ensem­

ble (where energy is actually constant). This result is usually referred to as "equivalence 

of ensembles" . 

• vVhen bath is large enough as compared to the system energy distribut ion becomes 

Gaussian (explained by Eq. (2. 10)) wit h a canonical widt h given by Eq. (2.2 1) and Eq.(2 .30), 

as shown in the graph below. 
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Figure 2-2: Graphical representation of energy distribution for a system equilibrating with a 
reservoir 
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Chapter 3 

Driven Isolat ed Systems 

3.1 Introduction 

In this chapter we consider a t hermally isolated system which is dr iven away from its 

equilibrium st ate by an external paramet er e.g. , electromagnetic field in the case of microwave 

or the motion of piston. The drive leads to an uncertainity in the final energy of the system. 

Bunin, Alessio , Kafri and Anatoli [9] showed that when the changes in energy are small 

and slow (but still irreversible) t he energy fluctuations are insensit ive to almost all microscopic 

details of t he system (universal), depending only on the average energy flow from t he drive to 

the system as a function of time and on the density of states . T hey predicted t he existence of 

two qualitat ively different regimes wit h a cont inuous second order like transit ion between them. 

Later they proved the same results by using quantum Crooks fluctuation theorem. 

3.2 Basic Formalism For The Calculation Of Energy Fluctua­

tions 

3.2.1 System's Description 

Consider a thermally isolated syst em undergoing a repeated cyclic process e.g. , piston in 

(fig. 3-1) is moved with a given cyclic protocol. In adiabatic limit quasistaticaliy t here is 

no opport unity for significant heat exchange so energy will remain constant every t ime cycle is 
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Figure 3-1: Schematic representation of a thermally isolated system subjected to external 
driving protocol i.e. , motion of the piston (microwave oven) 

is completed (see fi g. 3-2a). But in our case non-adiabatic limit (non-quasistat ic change) the 

dynamics of the system are effected by the detailed microscopic state and repeating the same 

experiment will lead to different out comes. Specifically, a measurement of the energy as a 

function of time will yield different results (see fig. 3-2b). The variations between experiments 

could be averaged out in large thermodynamic systems (see fig. 3-2c) , or when driving protocol 

applied is quasi-static. However they can be significant when the drive is not quasi-static 

(system is not in equilibrium during the process) and in small or for mesoscopic systems. 

3.2.2 Fundamental Questions 

The following fundamental questions a re of interest in this review: 

1. Which features of the energy distribution are universal and which features depend on 

details of the system and driving protocol? 

2. To what extent can the width of the distribution be controlled? e.g., can one dynamically 

increase the energy of an isolated system without increasing the uncerta inity in the final 

energy? 

3. Can the fluctuation-dissiat ion relations, which determine the energy width in the oven-like 

setup , be extended to the microwave-like setup? 

4. What is the width of the fin al energy distribution and shape of the graph. 
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Figure 3-2: Variance in energy distribution for repeated experiments for (a) : ad iabatic process 
(b) irreversible process (c) results in (b) averaged for large syst ems 

3.2.3 Derivation Of Main Result 

Bunin, A less io , Kafri and Anatoli found answer to the above questions in [9]. T hey 

formulated an expression for the energy fluctuations in such systems by taking into account 

Fokker-Planck equation , from which they derived generalized fluctuation-diss ipation relation 

and then by invoking saddle-point approximation the main result for t he energy fluctuations is 

obtained. Here I will review their approach step by step as below. 

How Does a Fokker-Planck Equation Ari~e? What is Purpose of using it? 

Introduction In case of Brownian motion we have to solve all the microscopic equations of 

the system in order to find a complete solut ion of a macroscopic system. It is very tedious to 

follow this formalism so we use a stochastic description, i. e. , we st ate the system by macroscopic 

parameters which variate in a stochastic way. The Fokker-Planck equat ion is just an equation 

of motion for the distribution function of fluctuating macroscopic variab les. The Fokker-Planck 

equation is of course not the only equat ion of motion for the distribution funct ion . There exist 

other equations like the Boltzmann equation and master equation. The Fokker-Planck equation 

is one of the simplest equations for continuous macroscopic variables . It usually appears for 
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variables describing a macroscopic but small subsystem, like t he position and velocity for t he 

Brownian motion of a small particle, a current in an electrical circuit , the electrical field in a 

laser and energy in our case of single isolated driven system. If the subsystem is larger the 

fluctuations may then usually be neglected and thus one has a deterministic equation . In those 

cases , however , where the deterministic equations are not stable, a stochastic description is then 

necessary even for large systems [10]. 

Derivation of Fokker-Planck Equation Instead of inquiring simply how mean value of 

energy E changes with time t, according to [7] I t ake into account more detailed question 

concerning the time dependence of the probability P (E, t) dE that the energy at time t lies 

between E and E + dE. It is assumed that the probability does not depend on the entire past 

history and can be determined if one knows E = Eo at some earlier time to (Markoff process). 

The importance of Markoff process is not that all physical processes are Markoff, but that the 

analysis of a mar koff process is considerably simpler. 

Explicit ly P can be written as a conditional probability which depends on Eo and to as 

parameters i.e., 

PdE = P (Et' f Eoto) dE (3 .1) 

The above equation gives the probability wrth which the energy of the system lies between 

E and E + dE at time t' if it is known that the energy is Eo at some earlier time to. Since 

nothing in this problem depends on the origin from which the time is measured , P can actually 

only depend on time difference t = t' - to. Thus to denote the probability that , if the energy 

has the value Eo at any time, it assumes a value between E and E + dE after a time t one can 

simply write as 

P (Et' f Eoto) dE = P (E, t f Eo) (3 .2) 

Ift-;O 

P (E, t f Eo) -; (j (E - Eo) (3.3) 
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Where dirac delta function on the right side vanishes unless E = E o. 

On the other hand , if t -> 00, the system must come to equilibrium at temperature T , 

irrespective of its past history. P then becomes independent of Eo and also independent of 

time; i.e., it reduces to canonical distribution. Thus for t ---+ 00 

(3.4) 

One can readily write down a general condition that must be satisfied by the probability 

P(E,t/Eo). In any small time interval T (driving time), the increase in the probability that 

the energy lies between E and E + dE must be equal to the decrease in this probability owing 

to the fact that originally with energy E and E + dE , now has a probability P (E', T/ E) dE' 

of changing its energy to any other value between E ' and E ' + dE' plus the increase in this 

probability owing to the fact that originally with an energy in any range between E' and E' +dE' 

has a probability P (E, T / E') dE of changing its energy to a value in the original range between 

E and E + dE . In symbolic notation this condition becomes 

8P ~' 1 -8 dE.T= - P(E,t/Eo)dE-P(E',T / E)dE'+ P(E' ,t/Eo)dE' .P (E ,T/E')dE (3.5) 
t ~ ~ 

vVhere the integral extends over all possible energies E'. The above equation is called 

"master equat ion". It is worth noting that all terms in the above equation are real and the 

time enters linearly in the first derivative, hence master equation does not remain invar iant as 

the sign of the time is reversed i.e., as t -> -to This equat ion therefore describes the irreversible 

behaviour of a system. 

In the first integral of Eq.(3.5) , P(E ,t/Eo) does not depend on E', while P(E' ,T/ E) is a 

properly normalized probability i.e. , 

r P (E' ,T/E) dE' = 1 JE, 

By putting E' = E - w, Eq.(3 .5) then becomes 

8P / +00 
-8·T=-P(E,t/Eo)+ P(E- w,t/Eo) ·P (E ,T/E-w)dw 

t -00 
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In Eq.(3 .7) energy can change abruptly by ~ very large amount but we are considering the 

generic case of small work per cycle so energy E can only change by a small amount during 

the small time interval T. Hence one can assert that the probability P (E, TIE - w) can only 

be appericiable when Iwl = IE' - EI is sufficiently small. A knowledge of the integrand of 

Eq.(3 .7) for small values of w should then be sufficient for evaluating the integral. Hence it 

should be permissible to expand this integrand in a Taylor 's series in power of w about the value 

P (E, t l Eo) P (E + w, TIE) and to retain only the lowest order terms. This expansion become:; 

00 (-wyn an 
P (E - w, tIEo)· P (E,TIE - w) = L ~ aEn [P (E, tlEo) P (E +w, TIE)] 

n=O 

Hence Eq.(3.7) becomes 

a P 00 (-1 t an [ J +00 ] &t.T = -P (E , tl Eo) + ~ --:;:;:! aEn P (E, tl Eo) -00 dw · w
n 

. P (E + w, TIE) (3.8) 

The term n = 0 in the sum is simply P (E , tl Eo) by virtue of the normalization condition 

in Eq.(3 .6). As for the other terms , it is convenient to introduce the abbreviation 

M" = ~ J+oo dw· wn . P (E + w, TIE) = ([6.E(T)]") 
T -00 T 

(3 .9) 

Where ( [6.E(T)]") = ([E(T) - E (0)]") is the nth moment of energy increament in time T. 

Eq.(3 .8) then becomes 

ap (E, t) = ~ (-It ~ [JvI . P (E t i E )] 
at 6 n! aEn n ,0 

n=l 

(3.10) 

But when T ---+ 0, [6.E(T)r ---+ 0 more rapidly than T itself if n > 2. The terms involving NIn 

with n > 2 can therefore be neglected in Eq.(3.10). Hence this equation for P (E, t) reduce:; to 

ap (E, t) a 1 a2 
-a-=--t--'--'- = - -a E- (Nh P) + 2" -a E-2 (Nh P) (3. 11) 

This is the so-called "Fokker-Planck" equation. It is a part ial differential equation for 
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P (E , t ) and involves as coefficients onty the two moments NIl and Nh of P (E , t) evaluated for 

a macroscopically infinitesimal time interval T. 

Moments in terms of Cumulants In probability theory and statistics , the cumulants of a 

probability distribut ion are a set of quantities that provide an alternative to the moments of 

the distribution. The moments determine the cumulants in the sense t hat any two probability 

distributions whose moments are identical will have identical cumulants as well , and similarly 

the cumulants determine the moments. In some cases theoretical treatments of problems in 

terms of cumulants are simpler than those using moments. 

T he first foUl' cumulants are called the mean, variance, skewness, and curtosis (kurtosis) of 

the distribution , respectively, and are obtained from the moments as 

(w)c 

(w 2 )c 

(w 3 )r. 

(w 4 )c 

(w) 

(w2) _ (w)2 

(w3) - 3 (w2) (w) + 2 (w)3 

(w4) - 4 (w3) (w) - 3 (w2)2 + 12 (w2) (w) 2 - 6 (w)4 

The cumulants provide a useful and compact way of describing a PDF . 

In our case fi rst t wo cumulants are of interest i.e., 

A(E) (w) 

B(E) = (w2)r. = (w2) - (w)2 

Here 

A (E ) = average work per cycle 

B (E) = variance of average work per cycle 

(3. 12) 

(3. 13) 

As its clear that A (E ) and B (E) are protocol dependent functions and a re a priori inde­

pendent from each other. Now Eq.(3.11 ) in t erms of cumulants can be expressed as 
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1 2 
atp = -aE (AP) + 2aE (BP) (3. 14) 

T he change of the energy distribution in one cycle of the protocol is obtained by integrating 

above equation over the duration of one protocol, set for simplicity to be unity. Hence under 

t he generic assumptions of absence of correlat ions between cycles and small work per cycle the 

time evolution of the probability distribution P(E , t) of a thermally isolated driven system is 

given by the Eq.(3. 14). 

Fluctuation-dissipation Relation between A(E) and B(E) 

Given the importance of the Fokker-Planck equation, different analytical and numerical 

methods have been proposed for its solution. The study of t he time-dependent solution is a 

much more complicated problem. It is well known, that the stationary solution of Fokker-Planck 

equation can be given in a closed form if the condition of detailed balance holds which states 

that : "Rate of occurrence of any transition equals the corresponding rate of occurrence of t he 

inverse transition" . If we t ake P -t Pst; f)~t' = 0 according to Eq.(3.5) condition of detailed 

balance holds. Since transition probabilities are dynamical quantities which do not depend on 

whether the system is in equilibrium or not so the same definition of detailed balance must be 

quite generally valid even if the system is out of equilibrium. 

As a consequence of the global conservation of probabilities i.e., t he nomalization J P (E) dE = 

1 Eq.(3.14) can be written as a conservative law 

ap aJ _ 0 
at + aE -

Where the probability current is given by 

1 
J = - (AP ) + -aE (BP) 

2 

(3. 15) 

(3. 16) 

In long t ime limit the distribution P approaches a stationary distribution Pst. Accordi rig 

to natural boundary condit ions i.e ., for a closed isolated system we must have J = 0, but 
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Pst = cS1 (E) so 

1 B 1 
A = -BEB + --BEP 

2 2 P 

(3. 17) 

By using micro canonical temperature (3 (E) = BE lnn (E); where n (E) is t he density of 

stat es, we get the fluctuation-dissipation relation 

2A = BEB + (3 B (3. 18) 

In general, A (E) and B (E) are independent from each other but individually both depend 

on the driving protocol. As system is t hermally isolated its evolution is described by the 

hamilton 's equat ions of motion giving Eq.(3.15) in the above case . This provides a relationship 

between A (E) and B (E) as shown in the above Eq.(3.18) putting strong restriction on their 

dependence on each other. 

Now to calculate variance in energy CJ2 = (E2 ) - (E)2, we first multiply Eq.(3.14) by E and 

E2 and integrate over all energies. In this way we get the differential equations descr ibing the 

time evolution of (E) and CJ2 

Bt{E) = . (A (E)) (3. 19) 

and 

BtCJ2 = (B) +2((A(E)E) - (A(E) ) (E)) (3.20) 
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Eq.(3 .19) and Eq.(3 .20) can be combined into a single equation: 

(B ) + 2 ((A (E) E ) - (A (E)) (E)) 
(A (E)) 

(3.21) 

For narrow energy distributions P (E) , as in the case of large systems , the averages above 

can be evaluated using a saddle-point approximation and we find 

O(]'2 = 2(3- 1 ((E)) + 20EA ((E)) 2 ((E )) 
o (E) A ((E )) a 

(3 .22) 

Integrating this equation immidiately yields the main result giving the var iance of energy 

distribution a 2 (E) at energy E : 

A2 (E) { E dEl 
a2 

(E) = a; A2 (Eo) + 2A2 (E) J Eo A2 (E' ) f3 (E') 

Where 

(]'~ = initial variance 

Eo = initial energy of the system 

(3 (E) = OE In D (E) = micro canonical temp erature 

D (E) = density of states 

A (E) = average energy change in a cycle at energy E 

3.2.4 Regime of validity 

(3.23) 

Let us now comment on the regime o f validi~y ofEq. (3.23). Since the derivation ofEq.(3 .23 ) 

is based on t he Fokker-Plank equat ion Eq. (3 .14), fluctuation-dissipation relat ion Eq.(3.18) and 

saddle-point approximation Eq.(3 .22) we discuss validity of each according to [9] as below: 

• The validity of Fokker-Planck equation relies on the assumption that the work distribution 

is narrow and t he average work for cycle is small. Two necessary conditions justifying the 

Fokker-P lanck equation Eq. (3.14) and the fluctuation-dissipation relation Eq. (3. 18) are: 

(i) The third (and higher order) cumulant of work per cycle are small 
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(ii) The average work per cycle is smaller than the product of temperature and the specific 

heat Cv : 

(WI = A(E) « TCv 

• Saddle-point approximation in Eq. (3 .22) is justified if the energy fluctuations in the 

system are small. This is the case in large or mesoscopic extensive systems . 

• Our derivation implicitly relies on the assumption of ergodicity within the system. 

3.2.5 Classes of energy distribution: 

The dependence of a 2 on E displays two qualitatively distinct behaviors with increasing 

E, depending on whether the integral in Eq.(3.23) diverges or converges as E ~ 00 as discussed 

in [9]. To clearify the different behaviours associated with the dependence of a 2 on E we follow 

Bunin, Alessio , Kafri and Anatoli's approach by taking into account the generic case: 

(3.24) 

·Where lower limit is required by the fact that the specific heat is always of positive value 

and upper limit makes sure that the entropy. is an increasing unbound function of energy 

i. e.,S (E) oc E1-o:. Time and number of cycles are interchangeable i.e., time is measured in the 

units of number of cycles carried out. 

We also assume a power law behaviour for A (E) as 

at (E) = A (E) = cEs with 8:S 1 (3 .25) 

Here the limit on 8 prevents the energy of the system from diverging in a finite t ime. 

Qualitatively We take a; (E) = 0 

As the energy increases (E ~ 00) the integral in Eq. (3.23) : 

• Diverges if 28- a < 1 =? 

2 E 
a (B) '" f3 (E) (3.26) 
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i. e., protocol independent . 

• Converges if 28 - Q > 1 ~ 

(3.27) 

i. e. , protocol dependent . 

Quantatively We define 

'T} = 28 - Q - 1 (3 .28) 

Also equilibrium canonical width for the above assumpt ions Eq.(3.24) and Eq.(3.25) becomes 

(3.29 ) 

Depending on the sign of 'T} Eq.(3.23) implies: 

Case: 1 When 'T} < 0; 

Using above all approximations in Eq.(3.23) "and for simplicity assuming (}"~ = 0 and Eo = 0, 

we get 

(}"2 (E) ,..., 2E28 rE 
~ Jo E,23-0 

2Ea +1 

hi 

Comparing the width to the equilibrium canonical width 

The width is Gibbs-like with I~ , i. e. the ratio 

constant value that can be either larger or smaller than 1. 

Case: 2 When 'T} > 0; 

Here (}"2 = ~ E a + 1 
o 1) 0 
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Eq. (3.23) takes t he form 

(3.31) 

Comparing t he width to the equilibrium canonical width O"~q 

(3.32) 

i.e., the run-away regime as width increases wit h a higher power of energy t han the canonical 

width: -5- '" E '7.The resulting distribut ion is significantly wider t han the canonical one. Given 
cr e q 

the constraints on the value of s , this regime can only be reached if a < 1, in part icular this 

regime is unreacheable for the classical ideal gas . 

Case: 3 When 77 = 0; 

'* 2s = a + 1 

Here transit ion between Gibbs-like and run-away regimes occur .(cri t ical point) 

Eq. (3.23) takes the form 

Comparing the width to the equilibrium canonical width O"~q 

0"2 (E) - 2- """ 2a log -
O"eq E o 

TABLE 

regime condition width 

Gibbs-like 7] < 0 2<> 
i11f 

run-away 7] > 0 2<> ( E r 1) Eo 

critical 71 = 0 2a log (fa ) 
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Figure 3-3: Schematic representation of energy distribution for a single isolated driven system. 

3.3 Examples 

3.3.1 Single particle in a driven chaotic cav ity 

Let us consider a single particle that is bouncing elastically in a chaotic cavity. When t he 

cavity is not driven externally i. e., in stationary condit ion the energy of t he particle is conserved . 

Since t he cavity is chaot ic (of irregular or random shape) t here are no other conserved quantities. 

It is stated that in such a cavity when no drive is applied after a long time limit the particle 

slows down to a uniform position distribution and an isotropic moment um d ist ribution. Here 

we consider that t he cavity is driven by a cyclic process which deforms it between the two 

shapes shown in the above figure (see Fig. 3.4) such t hat at the end of each cycle the cavity 

returns to its original shape and the system relaxes as described above for a stat ionary cavity. 

Let N is the number of degrees of freedom such that N = 2d where d stands fo r t he number 

of dimensions of the syst em . In a single collision wit h the moving wall t.he part icle 's kinetic 

energy can either increase or decrease but on average it will always increase and finally the 

velocity of the particle will become much larger t han that of the wall. Since t he work per cycle 

is associa ted with the velocity of the wall it will automatically become small and the condit ions 

for the validity of t he Fokker-P lanck equation are satisfied that are small work per cycle and 

relaxation t ime of subsystem is less than that of drive. 
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Figure 3-4: An illustration of a single particle bouncing in a deforming cavity of con~tant 

volume. The driving protocol consist s in repeatedly deforming the cavity between the two 
shapes shown. 

If the cavity is sufficiently chaotic successive collisions are uncorrelated and the formalism 

holds even if the waiting time between cycles approaches zero. In this case the fundamental 

equation for the energy distribution, P (E ), assumes the Fokker-Planck form of Eq.(3.14) and 

J arzynski after a t edious calculation found expression for A (E ) and B (E) [16] . Here our 

purpose is just to check the validity of our appl'oach for such systems so we directly take these 

value~ t hat are 

A (E) 

B (E) 

= cEl /2 

~E3/2 
d + 1 

( 3.35) 

(336) 

Where c contains information about the mass of the particle, the area or volume of the 

container and the velocity of the moving walls. Then by Eq.(3 .18) we can calculate (3 (E) as 
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/3B(E) 

/3B(E) 

/3 

2cE1/ 2 - ~8 E 3/ 2 
d + 1 E 

2cE1/2 _ ~ E1/2 
d+l 

2cE1/2 [d - 2] 
d+l 

d-2 
2E 

Now by comparing Eq.(3.24) and Eq.(3.25) with Eq.(3.35) and Eq.(3.37) we get 

a = 1 and s = 1/2 

(3 .37) 

(3.38) 

Using these values in Eq.(3.28) we have 7) = 1 so we invoke the relation Eq.(3.32) i e. , for 

7) > 0 , this gives 

(3.39) 

This result is identical to the single particle result as obtained in [18]. 

3.3.2 Single particle in a time dependent potential 

As a second example we consider a single classical particle in a harmonic trap. This setup 

explains that how a system could be drived with a local perturbation which in general acting 

independently on many different particles. Let our particle is a part of a larger system, which 

could be a set of N identical particles (see fig. 3.5). The energy of the entire system is taken as 

(E) and the corresponding micro canonical temperature is defined by /3 (E). Within the duration 

of a cycle, the coupling to the rest of the system is assumed weak and unimportant similar to the 

example of weakly- interacting particle gas as described above. The part icle's energy E: between 

cycles is given by 

1 2 1 ? 
E: = -kx + -mv-

2 2 
(3.40) 

For simplicity we work in one dimension . For large N the probability distribution for (x, v) 
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Figure 3-5: An illustration of a single particle t hat is trapped in a harmonic trap. 

before the drive is 

p(x, v) ex exp (- (3(E )c) (3 .41) 

We consider that an impulse of magnitude F (x) 6.t is acting on t he particle as a driving 

protocol for a time interval of t. The driving time is short enough so that the change in 

the posit ion of the particle is insignificant which further assures weak coupling to the rest 

of t he system during a cycle. Under t he action of this impulse t he velocity of the particle 

changes from v to v + F (x) 6.t. By averaging over init ial positions in Eq_(3 .40) we obtain 

[eu + F (x) 6.t) 2 
- v2 ] from where the first and second cumulants of the work A (E) and B (E) 

can be calculated as: 

A(E) = \ (F (x))2) 6.t2 

B (E ) = ~ \ (F (x))"2) 6. t2 

(3.42) 

(3 .43) 

The above two verify the fluctuation-dissipation relation Eq_(3.18)_ Since we are essentially 

dealing with a quasi-st atic process we can describe the evolution of t he energy by a Fokker­

P lanck equation Eq.(3. 14) that for a system satisfying fluctuation-dissipat ion relation Eq.(3 .18) 

t akes t he form Eq.(3_23) as discussed earlier . 

Now by t aking (3 ex E - cr and F (x) ex xT we find using Eq. (3 .42) 
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(3 .44) 

Using Eq.(3.25) we have S = CiT ; then Eq.(3.28) implies that 

TJ = 2CiT - 1 - Ci (3.45) 

Now different values of TJ can be obtained u~ing different impulse forces and systems. 

For example, for a system with Ci = 1/2, such as fermi liquid or a one-dimensional harmonic 

system 

• with T = 1; we obtain TJ = -1/2 leading to the Gibbs-like regime Eq.(??) with 

• with T = 3/2; we obtain TJ = 0 we are at critical point Eq.(3.34) . 

• with T = 2; we obtain TJ = 1/2 leading to the run-away regime Eq.(3.32) with 

(3.46) 

3.4 General derivation via Quantum Crooks equality 

3.4.1 Extended Crooks Relation for repeated cycles 

In order to show the validity of Crooks fluctuation theorem [6] for isolated driven system we 

simply follow D. Cohen and Y. Imry's approach [ll]. In this paper they have derived Crook's 

equality for a system that is almost equivalent to our sytem. They took a system that was 

initially prepared in thermal equilibrium at temperature T. This could be done easily by 

connecting the system to a reservoir of that temperature for a long time . The system starts 

equilibrating with the bath untill its t emperature becomes equal to that of the bath . After that 

the system is subjected to a work process. During this an agent changes the value of X from 

Xo to Xl · Here X is a variable that is coupled linearly to an observable of the system. Let 
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H(X(t)) denotes the Hamiltonian of the system and is described by a time dependent control 

parameter X. At t = to the system is . During the work process dissipation of some heat Q 

into the bath is always possible. But here we consider the simplest scenario that the system 

is isolated, and heat flow is not involved. At-the end of the work process the system is in 

non-equilibrium state . 

Let at t = to the system is in an eigenstate n(O) of H(Xo), but at later time t = tl , when 

the working agent changes the value of X from Xo to Xl, the system shifts to an eigenstate 

m(1) of H(Xd. Let us take 

w = E (l) _ E(O) 
m (n) (3.47) 

Where E~) and E~~~ are the eigenvalues corresponding to the eigenstates m(1) and 71.(0) 

respectively. 

Since an isolated system is always described by a unitary evolution so the transition prob­

ability between the eigenstates m(l) and n(O) could be expressed in the following way 

(3 .48) 

Where 

U = time-evolution operator 

The power spectrum of the fluctuations of an observable A is given by the following spectral 

decomposition 

(3.49) 
n ,m 

For a canonical preparation we take 

_ 1 _.fu _ [ En - F (X 0) ] 
Pn - Z e T - exp - T (3 .50) 

Where 

Z = partition function 

F(X) = Helmholtz free energy at temperature T 

In Eq.(3.49) and Eq.(3.50) we have assumed a stationary preparation that can be taken as 
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a mixture of eigenstates with weights Pn . Here we have taken a t ime independent Hamiltonian 

and calculated Pn for the fixed value of the control parameter X. In complete analogy with 

Eq.(3 .49) we define the spectral kernel for our time dependent Hamiltonian H (X(t)) as follows: 

Po"" d w) = L:P~~) P (min) 0 (w - (E.~~ ) - E}.o ))) (3.51) 
n.m 

Here the superscript indicates whether we refer to the initial Hamiltonian H(Xo) or to the 

final Hamiltonian H (X 1)' For the reversed process we write 

P1"" o (w) = L:P~) P1~O (n lm) 0 (w - (E~l ) - E~))) (3.52) 
n:1TI 

In analogy with the usual detailed balance condition, taking the ratio of the spectra l func-

tions Po"" l (w) and P1",, 0 (w) : 

(0) (( (1) (0))) Z=n,mPn Po"" l (min) 0 w - Em - En 

(1) (( (1) (0) )) Z=n ,m Pm P1",, 0 (nlm) 0 w - En - Em 

Using the condition of microreversibility of dynamics which requires 

So Eq.(3 .53) becomes 

(0) 
Pn 
(l) 
Pm 

The initial probabilities p~~) and p.)~) are given by Eq.(3.50) as 

(0) _ [ En - F (XO) ] 
Pn - exp T 

and 

(1) [ Em - F (Xl)] Pm = exp T 

Hence Eq.(3.55) leads to 
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Po->l (w) = exp { w - [F (Xl) - F (Xo)]} 
PI ...., 0 (-w) T 

(3 .58) 

Where both F (Xl) and F (Xo) refer to the same preparation temperature T. 

Definition of work: The main difficulty in the quantum formulation of the non-equilibrium 

fluctuation theorems concerns the definition of work . 

• Considering an isolated system, naively we can define TtV = W i.e ., the work is the change 

in the energy of the system. But in the quantum reality this means that we have to do 

a measurement of the initial stage, hence the state of the system collapses and it is no 

longer canonical. 

• By a second approach we may consider a multi-stage process that extends over two time 

intervals to -> tl -> t2. Here the work done is the sum TtVO....,l + TtVl ...., 2. With the 

above definition we have to perform a measurement at the t ime ti. But tn the quantum 

mechanical reality we might not have the time for that. 

In the present context there is a simple way out of these subtleties. Instead of coupling X (t) 

with any observable of the system, we take it as a dynamical variable of the working agent . 

Then the total Hamiltonian can be written as 

Htotal = H (r; X) + Hagent (X) (3 .59) 

Where r denotes the system dynamical variables, and X is that of the agent . Then the 

work W is simply defined as the change in the energy of the agent 

_ (0) 
ltV - Ea.gent - Hn.gent (3 .60) 

Where E~~~nt is the initial energy of the agent and it is assumed that upto some small 

uncertainty this energy is well known . Long ago it was discussed by Y. Aharonov and D . 

Bohm [12] that by treating the agent as a dynamical variab le we could bypass the energy­

time uncertainty fallacy. It says that there is no theoretical limitation on the accuracy of the 

measurement of energy, once it is shifted to the agent, irrespective of the time of measurement 
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issue. By assuming this we have taken control over t he strength of the interaction between the 

syst em and the agent so that we can switch ON or OFF the coupling between system and agent 

in two possible ways: 

1. with in a restricted region in (r ,X) space 

2. within a restricted time duration 

Once the notion of work is justified it follows automatically that for an isola ted system 

W = w is always valid up t o t he extent that the unavoidable quantum uncertainit ies can be 

ignored . Now the Crooks relation follows from Eq.(3 .58) 

Po ... ,..>! (W) = exp {W - [F (Xl) - F (Xo)]} 
Pl~ O (-W) T 

(3.61 ) 

It is usefull to rewrite the Crooks rela tion in terms of entropy, as was originally proposed by 

Crooks [6] . The difference F = F(Xl ) - F(Xo) is the minimum work required in a reversible 

quasi-static process such that t he difference ltV - F can be regarded as t he dissipated work in a 

realistic process. Dividing by T we get Sw that is the entropy produced in the realistic process . 

Here Boltzmann const ant is taken as unity. Oonsequent ly t he fluctuation t heorem Eq.(3.6 1) 

can b e restated as : 

Po-.--; l (Sw) {} 
P (S ) = exp 6Sw 

1->0 -w 
(3.62) 

We can explain above relation between dissipated work and entropy by allowing it to relax at 

the end of the driving process such that it ends up in a thermodynamic equilibrium stat e. Since 

thermodynamic functions are defined only for equilibrium st a tes, under the above consideration 

we can associate well defined values of ent ropy with the initial and final st at es . The difference 

of these values can be expressed using thermodynamic functions: 

6 S = 6E - 6F 
T 

'Where by t he first law of thermodynamics the change in the energy of t he system is 

E=W- Q 
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The total entropy change of the universe is the sum of the system entropy change , and that 

of the bath 

s = 6.S + * 
W -6.F 

S= --T--

It follows that t he Crooks relation Eq. (3.61) can be written as 

Po-+ l (S) _ {S} 
P

l
-+

O 
(-S) - exp 

(3.65) 

(3 .66) 

(3.67) 

Jarzynski Inequality: It is well known t hat the J arzynski equality [5] is an immediate 

consequence that follows from t he Crooks relation Eq.(3.61). For completeness we repeat this 

derivation here. 

Multiplying both sides of the Crooks relat ion Eq.(3.61) by Pl -+ O( - W) and integrating over 

W, we obtain 

Taking into account the normalization of P (W) 

( 
F(Xd - F(Xo)) JdW [W] P (W)-exp - T exp T 1 ..... 0 - - 1 

(3.68) 

Which is t he J arzynski relation . It implies that 

(W) > F (Xl) - F (Xo) (3.69) 

This variation of t he second law of thermodynamics is known as the maximum work prin-
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ciple, because it sets an upper bound on the work W = - W that can be extracted from a 

work process . Optionally it can be regarded as the minimum work W needed from the agent 

to do t he process . Since we have taken X as a dynamical var iable t hat is associated with the 

agent t herefore our sign conventions for Wand Q are opposite to those that are used in actual. 

Similarly in case of Eq.(3.67) , we deduce 

(exp [-5]) = 1 (3.70) 

or 

(3 .71) 

i.e., in accordance with the second law of thermodynamics . Note that it is only the average 

(5 ) that is positive . In a finite system 5 is negative for a fraction of t he processes, wit h vanishing 

manifestation in the thermodynamic limit . 

Experimental Verification of Crooks Fluctuation Theorem (CFT): 

Optical tweezers and atomic force microscopes are widely used to probe the mechanical prop­

erties of single molecules as well as t he interactions between them. In these techniques mechan­

ical forces are exerted on the molecules which induce t ransitions e.g. ) dissociation; unfo lding 

etc. These transit ions are associated with hysteresis effects and also syst em undergoes in 110 11-

equilibrium st at e. These features prohibit one to extract equilibrium information from the 

experimental data . But fluctuation theorems allow one to extract equilibrium information from 

the non-equilibrium processes . D. Collin and F . Ritort [13] showed that the CFT can be used to 

determine folding free energies for folding and unfolding processes occurring in weak as we ll as 

strong nonequilibrium regimes . Hence they provided a test of the validity of Crooks Fluctuation 

ralation under such conditions. 

Let Pu (W) denotes the probability distribution of the work performed on the molecule 

along t.he unfolding (U) process, and analogously PR(W ) t.aken for the reverse (R) process. 

The condition of time-reversal symmetry must be full filled in order to apply CFT. In above 

experiment this could be achieved by moving the optical trap at the same speeds during unfold-
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ing and refolding processes . Moreover, the molecular transitions should always start from an 

equilibrium state that is folded in the unfolding process and unfolded in the refolding process 

and must reach a well-defined final state. Then according to CFT Pu(W) and PR ( - W) can be 

written as: 

Pu(W) _ (W - 6.F) 
PR.( -W) - exp T (3.72) 

Where 

6.F = free-energy change between the final and the initia l states 

This free energy change is equal to the reversible work associated with this process . Here in 

our setup equilibration occurs without change of the control parameter and therefore contributes 

no work. So {tV is given by the known force-extension integral: 

Where 

N. 

W = "f·6.x· L..,; 7, 7, 

i =l 

Xi = distance between the ends of the molecule 

Ns = number of intervals used in the sum 

Eq.(3 .72) shows that: 

(3.73) 

• The work values larger than 6.F occur along the unfolding path while values smaller 

t han 6.F occur more often along the refolding path quantatively explaining the hysterisis 

effects . 

• Although Pu (W ) , PR ( - W) depend on the pulling protocol, their rat io depends only on 

the value of 6.F. Thus once the two distributions are known we can eas ily determine the 

value of 6.F . The two distributions croSl:i at {tV = 6.F regardless of the pulling speed 

which implies t hat 

(3 .74) 

Validity test of eFT near equilibrium: In order to test the validity of CFT near 

equilibrium a short interfering (si) RNA hairpin is used as optical tweezers that targets t.he 
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Figure 3-6: Force-extension curves;Five unfolding (orange) and refolding (blue) force-extension 
curves for t he R NA hairpin are shown (loading rate of 7.5pN 8-1 ). The blue a rea under the 
curve represents the work returned to the machine as the molecule switches from the unfolded 
to the folded state. T he RNA sequence is shown as an inset. 

messenger RNA of the CD4 receptor of HIV (human im munodefi ciency virus), At pulling 

speeds for which dissipa ted work values less than 6kB T it unfolds irreversibly but not too 

far from equilibrium . Under these condit ions, the unfo lding and refolding work distributions 

overlap over a sufficient ly large range of work values. The work done on the molecules during 

either pulling or relaxation is given by t he areas below the corresponding force-extension curves 

(see fi g. 3-5) 

Unfolding and refolding work distribu t ions a t three different pulling speeds are shown in 

Figure (see fi g. 3-6) . It is shown in the graph that: 

• Irreversibili ty increases with t he pulling speed and unfolding-refolding work distri bu tions 

become progressively more separated. 

• Unfolding and the refolding distri butions cross at a value of the work t::.F = 110.3±0.5kB T 

that does not depend on the pulling speed, as a lready discussed in context of Eq.(3 .74). 

• The work distribu tions satisfy t he CFT given in Eq.(3.72). 
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Figure 3-7: Test of eFT near equilibrium.Work distributions for RNA unfolding (continuous 
lines) and refolding (dashed lines) 

• 'Work distributions are compatible with the gaussian distributions. 

Validity test of eFT very-far-from-equilibrium regime To extend the experimental 

test of the validity of the eFT to the very far from equilibrium regime where the work distrib-

utions are no longer gaussian , eFT is app lied to determine the difference in folding free energy 

between an RNA molecule and a mutant t ha t differs only by one base-pair. Experiments were 

carried out on the wild-type and mutant 815 three-helix junction. The unfolding and refo lding 

work distribut ions for the wild-type and mutant molecules (work values were binded into about 

10- 20 equally spaced intervals) are depicted in t he fi gure (see fig. 3-7) 

For both molecules, the distributions display a very narrow overlapping region. In contrast 

with the hairpin distribution , the average dissipated work for the unfolding pathway is now 

much larger- in the range 20-40kB T - and the unfolding work distribution shows a large tail and 

strong deviations from gaussian behaviour. Thus, these molecules a re ideal to test the validi ty 

of Eq.(3.72) in the far-from-equilibrium regime. As shown in the inset of above graph (see fi g. 

3-7) the plot of the log ratio of the unfolding to the refolding probabilit ies versus total work 

done on the molecule can be fitted to a s traight line with a slope of 1.06, thus establishing the 

validity of the eFT (see Eq.(3.72) ) under far from equilibrium conditions. Our measurements 
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Figure 3-S: Tes t of CFT far from equilibrium.Non-Gaussian work distributions; unfolding (con­
tinuous lines) refolding (dashed lines) 

reveal the presence of long tails in t he work distribution Pu(W) along the unfolding path and 

narrow work distributions PR (W) along the refolding path . These distributions complement 

each other , one being large where the other is small , thereby providing thermodynamically 

important information about the free energy landscape. 

3.4.2 Derivation of Fluctuation-Dissipation relation 3.18 using Quantum 

Crooks relation 

In this section Eq.(3.18) is derived on the basis of Crooks theorem as per supplementa ry infor­

mation given in [9] . For a closed system obeying classical Hamiltonian dynamics, t he Crooks 

theorem relies on the incompressibility of trajectories in phase space (Liouville's theorem) and 

microscopic t ime reversibility. Here the idea is extended to isolated quantum Hamil tonian 

systems with a discrete spectrum . T his proof of the quantum Crook's relat ion bears some 

similarities with that discussed earlier [14], and is presented here for completeness. This will 

emphasize some important properties of the transition matrix, highlight that the Crook 's rela­

tion does not rely on assumptions related to energy measurements, e.g. at intermediate steps, 

and extend the fluctuation-dissipation relation Eq.(3. 1S) to non-canonical distribu tions. 

Let us assume that a system prepared in a stationary state, described by a diagonal 
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density matrix in t he energy b asis, undergoes some process described by a unitary opera­

tor U (t ). According to st a ndard quantum mechanics t he density matrix evolves in time as 

P (t) = U (t) P (0) ut (t). This means that the diagonal elements of the time evolved densit.y 

matrix in the new energy basis are given by 

Pnn (t) = L Unm (t) Pmm (0) uln (t) (3 .75) 
m 

But Tm - m = JUmn l2is the transition probability, so 

Pnn (t) = L Tm.-mPmm (0) (3.76) 
Tn .. 

The m atrix T m--+n is doubly stoch astic meaning that I:m T m--+n = I:" Tn--+m = 1. The first 

equality is simply the conservation of probability the second is a direct consequence of unitari ty. 

This equality is violat ed if there are losses in the syst em due to sp ontaneous emission etc . 

Now let us imagine a time reversed protocol described by the inverse evolut ion operator 

U-1 . From t he definition of the transit ion probabilities it is clear that 

(3.77) 

Where Tn --+m refers to t he reverse process. The transition probabilit ies a lso satisfy detailed-

balance, Tn--+m = T m-+n , in the following two situations: 

1. If t he Hamiltonian of the system is time-reversal invariant at each moment of time and 

the protocol is time symmetric so that U (t ) = U (T - t ), where T is the period of t he 

cycle. 

2. If t he transition probabilities during one cycle are small and can be computed within fi rst 

order in an adiabatic perturbation theory. 

To proceed we use energy disribution 

(3 .78) 
n 
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Relating transition probabilities between energy levels to the transition probabilities between 

energy shells: 

TE~E' = 0. tE) L c5 (E - En) c5 (E' - Em) Tn~m 
n,71t 

(3.79) 

Where 0. (E) = L:n c5 (E - En) is the many-body density of state . The factor l in (E) 

ensures conservation of probability : J dE'TE-->E' = 1. The master equation (3.75) then given 

by 

(3.80) 

Now multiplying both sides of Eq.(3.77) by c5 (E - En) c5 (E' - Em) 

c5 (E - En) 8 (E' - Ern ) Trt -->m = c5 (E- En) 8 (E' - Ern) T",->'IL 

Summing over n ,m and using Eq.(3 .79) we get 

(3 .81) 

Let E' = E + w , also 

5 (E) k lnn (E) (3 .82) 

0. (E) exp [5 (E)] 

and 

0. (E') = exp [5 (E + w)] 

Then Eq.(3.81) => 

exp [5 (E)] TE-;E+w = exp [5 (E + w) ] TE+w~E 
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T- - T e-S(E+w)+S(E) 
E+w->E - E->E+w (3 .83) 

The above expression is known as Crooks relation [6]. 

To prove Eq.(3.18), Eq.(3.83) is used; entropy and transition probability TE->E+w are ex­

panded in w (using Taylor's expansion) giving 

2 

S (E + w) - S (E) >=::: S (E) + w8E S (E) + ~! 8~S (E) .. . .. . - S (E) 

w2 

S (E + w) - S (E) >=::: w8E S (E) + 18~S (E) 
2. 

Where using Eq.(3 .82) 

8E S (E) = T- 1 

so 

8~S (E) 8e[8E S (E)] 

8ET- 1 

8 T-1 8T 
T 8E 

1 1 

Using values from Eq.(3.85) and Eq.(3.86) in Eq.(3.84) we get 

w w2 

S (E + w) - S (E) >=::: - - -­
T 2T2Cu 

Using t:I = T- 1 and 0- 2 = T 2C (for Gibbs ·distribution) }J 1 C eq v 

w2 

S (E + w) - S (E) >=::: (3w - -2 
20-eq 

Similarly expanding transition probability TE->E+w in w , we get for cyclic process 
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(3 .88) 

By using entropy expansion Eq.(3.87) in Eq.(3.83) we get , 

T - {3w T-
E ---> E+w e = E+w--->E (3.89) 

2 
Here we have neglected 2

w 
2 term. 

a eq 

Integrating Eq.(3.89)over dw we get the J arzynski like relation i.e. , 

(exp [-~w]) = 1 (3.90) 

Cumulant expansion is given as [15] 

Now Eq.(3.90) implies 

[ 
~2 2 ] exp -~ (w )c + 2T (w )c + ..... . = 1 

Taking In on both sides and neglecting higher order cumulants 

(3.9i) 

(3.92) 

Cumulants are 
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A = (w)c = (w) 

B (3.93) 

The condition for the validity of this expression is that the third cumulant of the work is 

small: 

(3.94) 

When the additional assumption of detailed balance holds T = T can be used in Eq.(3.83). 

Since the work per cycle is assumed to be small , it is expected that the transition probabilities 

are also small and can be computed perturbatively. So the assumpt ion of T = T between 

energy shells is likely to be generic. In this case, using the expansions Eq.(3 .87), Eq.(3.88) in 

Eq.(3 .83) and integrating we get, 

(exp [-~w + 2:;J) ~ 1 - DE (w) (3.95 ) 

Taking the logarithm of both sides and perf<?rming the cumulant expansion of the exponent 

up to order w 2 we find 

In (exp [-~w + 2:;J) ~ In(l - DE (w)) 

Using ln expansion i. e., 
00 n 

In (l - x) = L (_ 1)27<- 1 ~ 
n 

n=1 

We get (neglecting higher order terms) 

In (l - DE (w)) ~ -DE (w) 
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Also by cumulant expansion Eq.(3.91) 

(exp [-fJw]) = exp [- fJ (w)c ~ ~2 ((w2) _ (w)2) + ...... ] 

We can write 

( exp [-fJW + ~]) = exp [(-fJW + ~) + ~ (( (-fJW + W: )2) _ (-fJW + W: )2) + .. ] 
20' eq 20' eq 2 20' eq 20' eq 

( exp [-fJW + ~] ) = exp [( -fJW + ~) + ~ (0 (- fJW + ')W: )2) ] 
20' eq 20' eq 2 wO' eq 

Taking In we get 

In (exp [-fJW +~] ) = (-fJW + ')w: ) + ~ (0 (-fJW + W: )2) 
20' P.q wO' P.q 2 20' eq 

Neglecting higher order terms 

( [ 
w2 ] ) (w

2
) fJ2 In exp -fJw + -2 ~ - fJ (W) + -2- + - (ow2) 

20' eq 20' eq 2 
(3.99) 

Using Eq.(3 .98) and Eq.(3.99) in Eq.(3.96) we get 

(3. 100) 

It is easy to check that up to order l iN the equations above imply Eq.(3 .18) 2A = oEB+fJB 
as long as ~~~? is negligible compared to fJ (w) . Noting that (w2) = (w2)r; + (w)2 = B + A2 this 

gives llS a necessary condit ion of validity of relation Eq. (3. 18) : 

A = (w) « TCv (3.101) 

Namely, t he work per unit cycle should be small compared to the temperature mult iplied 

by the specific heat. We note that even though we derived Eq.(3.18) to the order of l iN, i t is 

actually correct to all orders in l iN . This relation is valid as long as t he conditions Eq.(3.94) 
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and Eq.(3 .101) are satisfied. 

Finally in order to discuss extension of the fluctuation dissipation relation Eq.(3 .18) to 

arb itrary distributions it is weighed with an energy distribution P(E) and integrated over 

energies. Then in the Gaussian approximat ion we find 

(3.102 ) 

Equivalence of ensembles 

• For micro canonical distribution (J2 = 0, equ => 

(3. 103) 

i.e., the conventional result obtained from the cumulant expansion of the J arzynski relation 

Eq.(3 .90) . 

• For canonical ensemble (J = (J eq we get the same expression as above. 

(3.104) 

3.5 Generalization 

In this section we will generalize our formalism to other systems that are driven away 

from equilibrium by some method but are isolated otherwise e.g., driven-diss ipat ive systems; 

equilibrating systems by following G. Bunin and Y. kafri [19]. This will show universality of 

energy fluctuations produced in isolated systems driven away from equilibrium by any of the 

above describ ed way. This will also support our formalism used in above sections to describe 

and elaborate t he physics with in such a system. 

3.5.1 Generalizing to driven-dissipative systems 

In this case two systems initially prepared at two different temperatures are allowed to 

exchange energies but are isolated otherwise. Let initially energies of the two systems are E1 
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drive 

Figure 3-9: Schematic representation of driven-dissipative system 

and E2. If we take El « E2 then the second system acts as a dissipat ive bath. The first system 

is also driven by some external protocol as shown in the above figure. This is how a driven­

dissipative system is described. Now as discus.sed in section3 .2 for the assumptions of small 

work per cycle and taking relaxation time of subsystem less than that of driving or coupling 

time the time evolution of the probability distribution P12 (Ell E 2 ) is given by two dimensional 

Fokker-Planck equation Eq.(3.14) 

2 1 2, 

Ot P12 = - L OE; (APd + '2 L OEiOEj (B ij P12) 

i =l ;."j= l 

(3.1 05) 

Where all A~s and B~js are given as according to Eq.(3.13) 

A _ (6.Ei) . 
, - 6.t 1 

(3. 106) 

Since system 2 acts as bath it s energy is insensitive to small changes as disc used before 

Eq.(2 .6) so we can drop E2 by approximating J?12 to P (E1 ) as 

(3. 107) 

so Eq.(3 .105) gives 

(3. 108) 

The above equation is equivalent to Eq.(3. 13) taken in case of isolated driven single system. 

Now in order to derive the fluctuation-dissipation relation for the above described system we 
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proceed as follows according to ([19]) . Let E1,E2 change by an amount 6.E1 :6.E2 in time 6.t. 

Then 6.EB energy exchange between system 1 and 2 ,6.EF i. e., energy transferred to syst em 1 

by external protocol are defined as below 

6.E1 6.EF - 6.EB 

6.E2 = 6.EB 

Now implying Crooks relation to the combined isolated system as Eq.(3 .83) 

where 

S1.2 = micro canonical entropies of system 1,2 defined by f3 1,2 

Let us assume that : 

- -
• 6.E1, 6.E2 are very small so that TE1 +C:. E1 ,E2+C:.E2 --> TE1 ,E2 

(3. 109) 

(3.110) 

• 6.EF , 6.EB are independent from each other. This means that driving protocol and 

interaction with bath are independent . This can be achieved when drive and interaction 

process occur on different parts of the subsyst em at different times . 

Now by using definition Eq.(3.85) Eq. (3.109) and applying above assumptions Eq. (3.ll0) 

becomes 
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TF (6.EF> 0) T S (- 6.Es> 6.Es) = T F (6.EF> 0) T S (- 6.Es> 6.Es) eS1(Etl+ S2(E2)-Sl(E l +t.E1)-S2(E2+t> E2) 

TF (6.EF> 0) T S (-6.E s > 6.Es) e-S!(t.Etl-S2(t.E2) 

T F (6.EF > 0) T S (-6.Es> 6.E B) e- S1 (t.E p -t.EB)-S2(t.EB) 

TF (6.EF> 0) T S (-6.Es > 6.E s) e-S1t.Ep-(S2- Sdt.EB 

TF (6.EF>.G) T S (- 6.Es> 6.Es) e-f3 1t. EF -(f32-f31)t.EB 

Integrating above equation over 6.EF > 6.Es gives 

(3. 112) 

Rearranging Eq.(3 .111) and integrating over 6. EF> 6.E B gives 

(3.113) 

Eq. (3.112) and Eq.(3. 113) can be combined.as 

(3.114) 

Expanding both to second order using Eq. (3.99) we get 

Taking In of both sides 

(3. 115) 
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For the second term expansion is 

In the similar way as above we get 

(3. 116) 

Now Eq.(3.109) gives 

6.E1 = (6.EF - 6.E1 ) 2 

6.E1 6.E} - 26.EF6.E1 + 6.Ei 

Taking average 

(6.E1 ) = (6.Ei) - (6.E} ) (3. 117) 

Using Eq.(3.117), Eq.(3.109) and Eq.(3.115) in Eq.(3.116) we get 

2 ((6.EF) - (6.E1 )) ({32 - (31) (6.E~ ) - (6.E} )) 

= ({32 - (31) (6.ED - : 1 (6.EF )) 

({32 - {3 d (6.Ei) - ( 2:12 - 2) (6.EF ) 

2{32 2 
2 (6.E1 ) - {31 (6.EF) = ({31 - (32) (6.E1 ) (3. 118) 

Dividing Eq.(3. 118) by 6.t and using Eq.(3.106) we get 

(3 .119) 
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Where 

Ap = Al + A2 = 8t (Etotat) = rate of energy injected by the drive 

Now proceeding similar to Eq.(3 .19) to Eq.(3.23) we have 

and 

(3.120) 

(3.121) 

By combining Eq.(3.120) and Eq.(3.121) and using saddle-point approximation we get 

(3 .122) 

Where 

Z = Bu /2A l 

Solving Eq.(3.122) and using Eq.(3.119) we get variance as 

(3.123) 

Where Z is given by using Eq.(3.119) 

(3.124) 

The above expression for the variance of energy in driven-dissipative system show that 

energy fluctuations depend only on AF i. e., r~te of energy inj ected into the system and A2 

i. e., rate of energy trnsfered to the bath and is independent of the microscopic details of the 

syst em. For (32 ---> 0 the above expression becomes similar to Eq.(3 .23) It means that single 

driven system is similar to attaching a system to a bath of infinite temperature in case: of 

driven-dissipative system. 
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Figure 3-10: Schematic representation of equilibrating systems (similar to tea cups) 

3.5.2 Generalizing to two equilibrating systems 

In this case two systems initially prepared at two different temperatures are allowed to 

exchange energies but are isolated otherwise. Let initially energies of the two systems are E1 

and E2. If we take E1 « E2 then the second system acts as a dissipat ive bath. Now for the 

same assumptions as described above that is for small coupling time the rate of probability 

distribution P12 (E1, E2) with which the two systems are equilibrating is exactly described by 

the Eq.(3 .105) and here we can approach to Eq. (3. 108) by arguing that t he total energy is fixed 

i.e. , Etotal = E1 + E2 so we can define E2 in terms of E 1. Also Eq.(3.119) for no drive ca~e i. e., 

AF = 0 becomes 

(3.125) 

In this case we get Eq.(3.123) for Z = (/3 1 - /32) as 

(3.126) 

For /32 ~ 0 the above expression becomes similar to Eq.(3 .23) It means that in single driven 

system the drive is equivalent to attaching system to a bath of infinite temperature . It is . 

clear from above equat ion that when system 2 is a bath i.e., /32 is con~tant. O'i approache~ to 

equilibrium value (OEl/31)'E:
q 

= kBT2 Cu from Eq.(2.20).where Eeq is the equi librium value of 

(E l ) 
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Chapter 4 

Sum mary and conclusion 

4.1 Summary 

In the end we present a summary of our findings as a conclusion to the dissertation. In 

the first chapter we reviewed a brief history how fluctuation relations developed since the t ime 

of Einstein till now. We discussed that how fluctuation relations can extract equilibrium in­

formation from t he non-equilibrium phenomenon. This prevailed the importance of fluctuation 

relations for the non-equilibrium processes. This account was fur t her utilized in next chapters 

while discussing isolated systems that are driven away from equilibrium by external agent . 

In chapter 2, we discussed a thermally isolated system that is in contact wit h a heat bath. No 

external drive was applied i.e ., system is simply equilibrating. We calculated energy fluctuations 

for t his system according to conventional statistical thermodynamical approach by t aking into 

account canonical ensemble averages. It was shown that the mean energy fluctua tions are 

history independent and obey Gibbs like behaviour. By discussing equivalence of ensembles it. 

was made clear t hat these fluctuat ions are universal in nature i.e ., independent of microscopic 

details of the system. At the end we derived these results for the same syst em in quatum limit . 

In chapter 3, we investigated a thermally isolated system subj ected to a dr iving proto­

col. By considering stochastic markoff process we derived Fokker-Planck Equation describirig 

appropriately dynamics of our system. Under. t he assumptions of small work per cycle and 

A(E) « Tev a Fluctuation-dissipation rela tion connecting work per cycle and its variance 

i.e ., A(E) and B(E ) was derived . Further by invoking saddle-point approximation main result 
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giving energy fluctuation for driven isolated system is obtained. 

We derived Crooks F luctuation theorem for our system and experimentally tested its validity 

for systems far from equilibrium. Starting from unitarity evolution for isolated system we 

formulate a master equation containing transition probabilities . From here we obtained the 

extended crooks relation for our setup of repeated cycles. vVe further recovered fluctuation­

dissipation relation in the limit (w ) « TCv by taking cumulant expansion of this J arzynski 

relation i.e. , a direct consequece of crooks relation . By using Gaussian approximat ion found 

a result for the energy fluctuations for non-canonical distributions. F\trthcr for canonical and 

microcanonical cases fluctuations are derived as a limiting case . In the last we generalized 

our approach to other systems that are some how equivalent to our main system e.g., driven­

dissipative systems, equilibrating systems. 

4.2 Results 

In the start we put forward some questions concerning energy fluctuations in our thermally 

isolated driven system. Here we try to state answers of those questions as a conclusion: 

• When A (E) is constant the energy width depends only on (3 (E) , and not on the amplitude 

of the drive or other details of the driving protocol. Also showed that when A (E) is not 

constant in Gibbs- like regime energy distribution is protocol independent Eq.(3.26) and 

in run-away depends on the driving protocol Eq.(3.27) 

• When A(E) is not constant, depending on the functional form of A(E) and (3(E), the 

variance of the distribution can be larger and surprisingly, even smaller than the widt.h of 

the equilibrium Gibbs distribution at the same mean energy. In fact,O"2(E )/(7~q (E) can 

be made arbi trar ily small by a proper choice of A(E) . 

• When A is a funct ion of the energy density u = E / N (with a possible extensive energy 

independent prefactor like the total number of particles), we have (72 (E) '" 0 (N), scaling 

as in equilibrium. For a single quench this result was noticed earlier by A . Silva [171. Here 

it is showed that it remains valid after many quenches . 

• We have showed a non-canonical expression for energy distribution in Eq.(3.102) and as 
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Figure 4-1: Variance of energy distribution represented on a scale line for 7) 

limiting cases derived results for microcanonical Eq.(3 .103) and canonical i.e ., oven like 

setup. 
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