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                                            Abstract 

People from ancient times are using various methods to communicate secretly and now a 

days we call it cryptography. In modern era there are many secure and sophisticated 

techniques to transmit data/information. Elliptic curve based cryptography is used from early 

80's and is one of the best existing method due to the presence of group law on the points of 

elliptic curve. The use of group law has many algebraic and geometric advantages when it is 

used for cryptographic purpose. Elliptic curve cryptography (ECC) provides better security 

and is more efficient as compare to other public key cryptosystems with identical key size. In 

this thesis we give a new method for the construction of Substitution box(S-box). We use 

points lying on the elliptic curve over the finite field to generate S-box. The resistance of the 

newly generated S-box against common attacks such as linear, differential and algebraic 

attacks is analyzed by calculating its non-linearity, linear approximation, strict avalanche, bit 

independence, differential approximation and algebraic complexity. The experimental results 

are further compared with some of the existing S-boxes presented in [5, 15, 17, 20, 26, 38, 

45]. Comparison reveals that the proposed algorithm generates cryptographically strong S-

box as compare to some of the other exiting techniques.  
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Chapter 1 

 

Preliminaries 

In this chapter, we give some basic concepts of cryptography that will be used in coming 

chapters of this thesis. 

1.1      Cryptology. [41]: 

It is the science which deals with the subject of secret codes and the mechanisms that are used to 

construct and decipher these codes.  Roughly speaking cryptology is the study of cryptanalysis or 

cryptography. 

1.2     Cryptosystem. [31]: 

Pair of algorithms which use key for converting plaintext into ciphered form and vice versa is 

called cryptosystem. 

1.3     Cryptography. [6]: 

It is the study of writing message secretly with the aim of masking the sense of message. In 

cryptography we study different methods for converting a message into such a complex form that 

can be inferred by legal person only who has been given secrete key to decrypt that message. If 

message is catched by unauthorized person, he could not translate it. 

1.4      Cryptanalysis. [6]: 

Cryptanalysis is the art of designing different techniques to decipher the catched (secrete) 

message without having secrete key worn by sender. This is called “breaking of code.”         
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Cryptanalysis has a central role in recent cryptosystems. Because without those people 

who wishes to break our crypto methods, we cannot know we are safe or not. As cryptanalysis is 

unique way to make sure that our cryptosystem is safe, it is essential unit of cryptology. 

Cryptography is further divided into three major branches. 

(i) Symmetric algorithms: 

 In this branch of cryptology data is shared between two parties having specific encryption and 

decryption algorithm and these two parties share secret key between them. From ancient time to 

1976, this type of cryptography was used entirely. Still symmetric ciphers are commonly used 

for encryption of data. 

 (ii)  Asymmetric (public key) algorithms:  

Whitfield Diffie, Ralph Merkel and Martin Hellman introduced a completely different form of 

enciphering scheme in 1976. In asymmetric cryptography user acquires a secret as well as public 

key. These algorithms can be used for classical data encryption.   

(iii)  Cryptographic protocol. [6]: 

In simple wording cryptographic protocol has to do with the utilization of the cryptographic 

methods (algorithms). Symmetric and asymmetric algorithms are parts of protocol. The example 

of cryptographic protocol is Transport Layer Security (TLS) scheme that is used in each web 

browser. Practically, in most of the applications both the algorithms symmetric and asymmetric 

are used together. It is called hybrid scheme. The reason is that both these algorithms have their 

own firmness and deficiencies. The center of our attention is symmetric and asymmetric 

algorithms. 

1.5   Symmetric cryptography. [6]: 

Symmetric key cryptography is also called single key or secret key cryptography. Suppose two 

persons Alice and Bob want to interact through an unassured channel. The term channel means 

any communication link such as mobile phone, internet or any communication media. The 

trouble starts with an unacceptable boy, Oscar, having access to the communication link. Such an  
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illegal listening is referred as eavesdropping. Obviously there may be many topics on which 

Alice and Bob want to communicate secretly. For example suppose Alice and Bob are business 

man and they are doing the business of same kind in different places. Alice wants to send data to 

Bob which contain some strategies for the betterment of their business in coming years. This data 

should not fall into the hand of their competitors. In such conditions secret key cryptography 

gives best solution. Alice starts the encryption of the message ‘ x ’ using a secret key ‘ k ’ and as a 

result a cipher text ‘ y ’ is obtained. Alice sends this cipher text to Bob. Alice also send key to 

Bob through secure channel. On receiving the cipher text Bob decrypt that message using the key 

‘ k ’ as shown in figure 1.1. So decryption is reverse step of encryption. The advantage is that, if 

we have energetic encryption algorithm then Oscar cannot understand the message because the 

cipher text occur in random bits to Oscar.  

 

                                                                    

                                                                    Figure 1.1   

The most popular example of symmetric key cryptography is Data Encryption Standard (DES) 

and Advance Encryption Standard (AES). 

 A resemblance for symmetric cryptography is shown in figure 1.2. In this figure a safe is 

shown along with a lock. The key for this lock is given to Alice and Bob only. The encryption of 

message means placing a message in this safe. To read this message Bob will use his key. 
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Figure 1.2 

 

1.6   Substitution-box (S-box). [44]: 

S-box is a vital part of secret key cryptography which executes substitution. S-boxes are 

commonly used to vague the interrelation between ciphertext and key. Roughly speaking an S-

box gets some number of bits, r ,  as input and returns some number bits, s , as an output, here r  

is not always equal to .s  In most of the cases, they are selected very carefully so that they can 

resist the cryptanalytic attacks.  

DES consists of 8 S-boxes and these S-boxes are under the intensive study for several 

years. After the exploration of differential attack the designed criteria of the S-box were 

published ultimately, showing that S-boxes had been deliberately tuned to enhance protection 

against this peculiar attack. Researchers have done a lot of research to construct an S-box which 

can resist against almost all the cryptanalytic attacks. 

On October 2000, Rijndael block cipher [10] is adopted by National Institute of 

Standards and Technology (NIST) as an Advanced Encryption Standard (AES). Nowadays, the  
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AES is mainly used for data encryption in private key cryptosystem. Other than S-box, all 

mappings which are being used in the AES are linear transformations resting on Z2. The only 

nonlinear part of the AES is the S-box that is important for creating agitation in the data [44]. 

Many cryptanalysis have studied the structural properties of AES. In [13] there is a formula for 

Rijndael cipher. Furthermore, it is proved that arithmetic demonstration of the AES is made up 

of those equalities whose results are not feasible. In [35] another explanation of the AES is given 

and it is proved that AES is enclosed in another recent cipher. Rosenthal in [42] presented a 

permutation polynomial of S-box of AES on finite ring. It is realized that the S-box of AES is 

sparse. So it is clear that the security of AES against different attacks like differential, algebraic 

and linear attacks [7, 21] is uncertain [34]. Anyhow, still no attack is invented that stunt the 

default structures of S-box of AES. 

1.7     Discrete logarithm problem. [6]:  

The generalized form of discrete logarithm problem is given in following. 

“For any finite cyclic group G with binary operation ∗ and let cardinality of  G is n . Let   be 

the generator of G  and   be any other element of G . Find an integer q such that q  where

1 q n  ’’. 

The discrete logarithm problem over pZ , where p is a prime is given as “Let pZ  be a finite 

cyclic group of order 1p  . Further let    be the generator   is any other element of pZ  . 

Find the integer q  such that q   (  mod p ) where1 1q p   ”  

1.8    Drawbacks of symmetric cryptography: 

We can observe that in symmetric cryptography the secret key is same which is used for 

encryption as well as for decryption. The second thing is that encryption function and decryption 

function are almost identical. Some shortcomings of symmetric key cryptography are discussed 

below. 
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1- The key should be settled between two parties by adopting secure channel. But it must be 

clear that any communication link is not secure. So sending a key securely by channel is not 

possible. 

2- As Alice and Bob possess same key. So symmetric cryptography cannot be adopted for those 

applications in which we like to avoid cheating by each of two (Alice or Bob). For example in 

some applications it is necessary to confirm that Alice really sent a specific message, say, an 

order of laptop. If plan of Alice is changed after some time and we use symmetric cryptography 

for the sending order of Alice then Alice can claim that Bob has developed the purchase order 

faithlessly. Preventing from such a situation is referred as nonrepudiation and can be managed by 

public key cryptography.  

1.9    Asymmetric (public key) cryptography: 

Asymmetric cryptography rested upon the following idea: “There is no need to keep the 

encryption key secret. The essential unit is that Bob can only decrypt by applying secret key”. To 

get such a scheme Bob publish his encryption key pubk  (called public key) which is familiar to 

every person. Bob also has a private (secret) key prk which he will use for decryption. This 

scheme works just like a mailbox on the street corner. Every person can insert a letter into it, i-e 

encrypt, but these letters can only be retrieved, decrypted, by that person who have a private 

(secret) key. A protocol for asymmetric encryption is given below. 
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By looking at the protocol it is clear that we can communicate by encrypting a message without 

private channel. So public key cryptography is beautiful scheme for security applications. The 

most popular example of public key cryptography is RSA and Knapsack cryptosystem. 

1.10 Elliptic curve cryptography (ECC). [6]: 

ECC is the advanced type of public key cryptography. This type of cryptography is started in 

mid 1980s. The extent of security of ECC and RSA is same but the advantage of ECC is that, the 

key size of ECC is very small as compare to the key size of RSA. ECC was individually 

developed by Neal Koblitz in 1987 and by Victor Miller in 1986. There was a lot of conjectures 

on the security of ECC During 1990s. But after comprehensive research, it appears today very 

secure like RSA. The main tool which is used to measure the security of many cryptographic 

schemes is the key length. Private and academic organizations gives mathematical formulas to 

calculate the minimum size of key required for security. According to the opinion of many 

cryptographers, existing systems gives somewhat 128 bits of security. Here the word 128 bits of 

security does not means the key length is 128 bits. Security is derived from the consolidation of 

certain algorithm and length of its key. For example using ECC 128 bits of security can be 

attained by 256 bit keys but on the other hand in RSA 3072 bit keys is needed for the same (128 

bits) security. The comparison of security of ECC and RSA is given in the following table. 

 

            

            Security bits 

                Minimum size (bits) of public keys 

                   RSA                                  ECC 

                   80                    1024                   160 

                  112                    2048                   224 

                  128                    3072                   256 

                  192                    7680                   384 

                  256                  15360                   512 

 

 

In the Figure 1.10 a comparison between RSA cryptosystem and ECC is shown. It can be 

observed that in ECC key size is very small as compare to RSA key size but security is much  
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stronger.  Due to these properties ECC is a decent choice for multimedia types of data such as 

audio, video and images.  

 

            

        Figure 1.10  

With the passage of time key length increases due to the advancement in cryptanalysis. 

According to the opinion of some experts, AES-256 must be selected for data encryption in place 

of earlier approved AES-128 protocol. For this purpose if we use elliptic curve then the key 

length of 128 bits is required but to get the same security level using RSA encryption, we need 

15360 bit key, which is unattainable nowadays for embedded systems. From this explanation it is  

clear that ECC is better algorithm for embedded systems. 

If we talk about the performance at the security level of 128 bits,  It is observed that ECC 

is 10-times faster than RSA. This difference increases greatly at the security level of 256 bit 

where ECC is 50 to 100 times faster than RSA. The key generation of ECC is also 100 to 1000 

times faster than RSA. In the following two paragraphs we present uses of elliptic curve 

cryptography. 

Rapid advancement of information technologies has induced the development of internet 

of things (IoT). In medical field, its use can be implemented to different areas and carry ease to  
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doctors and patients. The basic communication technology used in IoT is radio-frequency 

identification (RFID) technology. To fulfill the requirements of its security several authentication 

schemes have been developed. To give finer security and achievement to RFID authentication 

scheme, ECC has been used. 

Nowadays people are interested to do online transactions. They make association with 

different organizations like e-library, e-banks or e-stores. They fill out the personal information 

on the websites of these organizations to attain the service. Organizations share this personal 

information of people with other organizations to get benefits. Thus personal information of 

users reaches in those organizations with which he never wants to be connected. So there is an 

immense threat to privacy of users. There are many techniques to enhance the privacy of users. 

One of them is private credentials which is an important scheme to preserve the privacy of users. 

This scheme can be redefined by using ECC because implementation of private credentials 

becomes much more efficient when we use ECC.  

ECC rests on generalized discrete logarithm problem. In most of the cases, if we use ECC 

instead of RSA we have to perform less computations. First of all we give a brief introduction of 

mathematics of elliptic curve. 

Consider a polynomial 2 2 2 x y r   upon set of real numbers. By plotting all the points 

 ,  x y  satisfying  2 2 2 x y r   we get a circle which is shown in figure 1.3. 

 

       

                             Figure 1.3                                                            Figure 1.4 
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Now consider the polynomial 2 2  ax by c   over the set of real numbers. It yields an ellipse, 

shown in figure 1.4. 

1.10.1 Elliptic curve: 

It is clear from the above two examples that we can form a curve from polynomial equations. 

The word curve means the set of those points which satisfies the given equation. A certain kind 

of polynomial ( 2 3 y x ax b    where ,a b R  ) is called elliptic curve. To use it for 

cryptography we will take a curve over finite field instead of set of real numbers. The most 

prominent choice for the field is prime field.  

1.10.2 Elliptic curve over a finite prime field: 

Consider a prime field pF  having p elements, where p  is a prime number. For each prime 

number p  there exists exactly one prime field pF . For any two integers of pF  say a and b, the 

elliptic curve on field pF  is defined as 

 2 2 3( ) {( ) | } {,  }    , , , ,p p pE F x y F y x ax b mod p and a b x y F O      provided 

 3 24 27  0  ,a b mod p  here O denotes the infinite point. Number of elements # ,( )E Fp  in 

( )pE F  is equal to the number of points lying on elliptic curve over .pF  Hasse theorem [18] gives 

the bounds of total number of points on elliptic curve so by this theorem  

1 2p p   ≤ #E(Fp) ≤ 1 2 .p p   

The expression 
3 24 27a b  is called the discriminant of elliptic curve. The elliptic curve 

2 3  3   3y x x    over the set of real number is shown in figure 1.5. 
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        Figure 1.5 

 

From this graph we notice that the elliptic curve is symmetric about x-axis. Further it intersect 

the x-axis at only one point. This is because if we put y = 0 in the equation of this elliptic curve 

we get only one real root of cubic equation and two other  roots are complex. However there 

exists some elliptic curves having three intersection points with x-axis. Set of all the points lying 

on the elliptic curve form an abelian group which is explained in following. 

1.11  Group laws of elliptic curves: 

Let “ ” denotes the addition operation on the group. Addition means for any two given points 

 ,P x y and  1 1,Q x y  we need to calculate the third point  2 2,R x y  such that   .P Q R 

Fortunately there is a nice geometric explanation of addition of two points on elliptic curve 

defined over the set of real numbers. We will explain two type of addition below. The first one is 

addition of two distinct points and the second one is addition of point to itself (points doubling). 
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1.11.1  Addition of two distinct points: 

 Consider two distinct points P  and Q  and let     .P Q R   These two points can be added by 

following rule: Draw a line passing through P  and Q  and get another intersection point between 

this line and elliptic curve. Get a mirror of this point about x-axis. The mirrored point is the R

(sum of P  and Q  ). Addition of the points P  and Q  is shown in figure 1.6. 

1.11.2  Points doubling: 

For any point P  of the elliptic curve let   2   .P P P R    To get the point R  on elliptic curve 

we draw a tangent at point P  and obtain a point of intersection of this tangent and elliptic curve. 

Then we mirror that point about x-axis. That mirrored point is R  as shown in figure 1.7.                                                                                                                                                                                        

                                 

                                       Figure 1.6                                                        Figure 1.7 

Points addition and multiplication is shown above by taking elliptic curve over real field. But if 

the curve is on prime field then point addition and multiplication is given as following 

For any two points  ,  P x y  and  1 1,  Q x y  on the elliptic curve where .P Q  Then 

 2 2    ,  ,P Q x y  where   2

2 1 2 2 . –   –       –   –  x m x x and y m x x y   
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 In above formula if P Q   then 1

1

–  
  

–  

y y
m

x x

 
  

 
 otherwise if P Q  then 

23
.

2

x a
m

y

 
  
   

Example1:  Consider the elliptic curve  2 3 x 3 72y x    and p 9.  Points  35,9P and 

 15,0Q lies on it. Then by using above formula we have      78,25 .P Q 
 

Example2:    For the same elliptic curve described in example 1. Let  35,9  P  then

 2  0, 1 .P P P     

1.11.3  Point Multiplication: 

For any point P on the elliptic curve the operation of multiplication of the point P  is defined as 

repeated addition.      .........kP P P P     k times. 

Example3: Consider the elliptic curve 2 3 x 2 9y x   and 37.p  For the point  11,17P  that 

lies on the elliptic curve,  5   33,9 .P P P P P P       

1.11.4  Identity: 

  P O P O P     where P  is any point of the elliptic curve and O is infinite point. It is also 

clear from Figure 1.8. 

When we join P  with O we get a third point   .P O  Now by joining     P O  with O we get the 

point P again. This shows that O is identity point. 

1.11.5  Negatives: 

 Let  1 1,  Q x y  be any point on elliptic curve then    1 1 1 1,    ,   ,x y x y O   where  1 1,x y

stands for –Q  and is called negative of Q as shown in Figure 1.9.
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                           Figure 1.8                                                            Figure 1.9 

So we have defined all the group properties for elliptic curve. 

 

 

 

 

 

 

 

 

 

 



17 

 

                                                                            

Chapter 2 

 

Rossby Wave Triads and Elliptic 

Curves 

 

2.1  Introduction  

In this chapter we derive the equation of an elliptic curve in weirstrass form from the 

equations satisfied by rossby triads. Then we will reduce the coefficients appearing in the 

equation of that elliptic curve according to prime field pF  which will be referred as prime elliptic 

curve. That prime elliptic curve will be used for construction of S-box in chapter 3. We give an 

algorithm that how we can use the points of elliptic curve to construct S-box having strong 

cryptographic properties. First of all we will give the brief introduction on rossby waves in the 

atmosphere.  

2.2  Rossby waves. [3]: 

Rossby waves are also called planetary waves. These waves are the natural phenomenon that 

takes place in the oceans and in the atmospheres of planets that mostly owe their properties to the 

rotation of the planet.  
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Rossby waves on earth are an instinctive phenomenon in the atmosphere of the earth that 

have the main impact on weather. Mathematically these are solutions of those equations which 

are administrating the dynamics of oceans and atmosphere. The very interesting case of rossby 

waves is that the component of two waves generates the third wave and the interaction of this 

third wave with each of them produces the other wave. The non linear interaction of waves is 

necessarily restricted to three components that transfer energy but do not generate another wave. 

These three waves are known as resonant triads. Mathematically the set of wave vectors 

satisfying the following equations is called resonant triad.        

1 2 3r r r                                           (1) 

1 2 3s s s                                         (2) 

1 2 3t t t 
                                         

(3) 

Where 
2 2

i
i

i i

r
t

r s



   ,   2( , )i ir s Z  

So equation (3) can be written as 

31 2

2 2 2 2 2 2

1 1 2 2 3 3

rr r

r s r s r s
 

  
                                 (4) 

From equation (1) and (2) we have 

2 3 1r r r    and 2 3 1s s s   

Using these values in equation (4) we have 

 
3 1 31

22 2 2 22
1 1 3 33 1 3 1( )

r r rr

r s r sr r s s


 

   
 

3 1 31

2 2 2 2 2 2 2 2

1 1 3 1 3 1 3 1 3 1 3 32 2

r r rr

r s r r r r s s s s r s


 

      
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3 1 31

2 2 2 2 2 2 2 2

1 1 3 1 3 1 3 1 3 1 3 3

0
2 2

r r rr

r s r r r r s s s s r s


  

      
 

Multiplying both sides by 2 2 2 2 2 2 2 2

1 1 3 1 3 1 3 1 3 1 3 3( )( 2 2 )( )r s r r r r s s s s r s        we have 

2 2 2 2 2 2 2 2 2 2

1 3 1 3 1 3 1 3 1 3 3 3 1 1 1 3 3

2 2 2 2 2 2

3 3 1 3 1 3 1 3 1 1 1

( 2 2 )( ) ( )( )( )

( 2 2 )( ) 0

r r r r r s s s s r s r r r s r s

r r r r r s s s s r s

         

       
 

2 3 2 2 2 2 2 2 2 3 2 2 2

1 3 1 3 1 1 3 1 1 1 3 1 3 3 3 1 3 1 1 1 1 3 3( 2 2 )( ) ( )( )r r r r r r s r s r s s r s r r r s r r s r s          

2 2 2 2 2 2

3 1 3 1 3 1 3 1 1 3 1 3( 2 2 )( ) 0r r r r s s s s r r s r         

4 3 2 2 3 2 2 2 2 2 2 2 3 2 2 2 4 2 2 3

1 3 1 3 1 3 1 3 3 1 1 3 1 1 3 3 1 3 3 1 3 1 3 3 1 3 1 1 3 1 3 12 2 2 2r r r r r r r s r r s r r s s r r r s r s r r s r s r s s r s s           3 2

3 1r r

3 2 3 2 2 2 2 2 2 2 3 2 2 2 3 2 4 3 2 2 2 2 2

3 1 1 3 1 3 1 3 1 3 3 1 3 1 3 1 1 3 3 1 1 3 1 3 3 1 3 1 1 32r s r r r r s r r s r s s r s r s s r r r r r r s r r s r r            2

1 3 1 32s s r r

3 2 2 2 2 2 2 2 4 3

3 1 1 3 1 1 3 1 1 3 3 1 3 1 3 32 2 0r s r r s r r s s s r s r s s r        

After simplification we have 

4 4 2 2 2 3 2 2 3 2 3 2 2 2 2 3

1 3 1 3 1 3 3 1 3 1 3 3 1 3 1 1 1 3 3 1 3 1 3 1 3 1 3 1 1 3 32 2 2 2 2 2 2 2r r r s r s r r r r r s r s s r s s r r r s s r r r r s s s r          2 2

1 3 3r s r

4 2 2 2 2 4

1 3 1 1 3 1 3 1 1 3 0r r s r r r r s s r      

Multiplying both side by ‘ 1 ’ and rearranging 

4 4 2 2 3 2 2 2 2 3 2 3 2 2 3 2

1 3 1 3 3 1 1 1 3 1 3 1 3 1 3 1 1 3 3 1 3 1 3 3 1 3 1 1 1 3 32 2 2 2 2 2 2 2 2r r s r r s r r r s s r r r r s s s r r r r r s r s s r s s r          4

1 3r r

4 2 2

1 3 1 3 32 0r s r r s    

2 2 2 3 2 2 3 3 2 3 2 4 4 2 2

3 1 1 3 1 3 1 3 1 1 3 1 1 3 1 1 3 1 3 3 3 1 3 1 3 1 3 3 3 3( ) 2 ( ) 2 ( ) ( 2 ) 0r r s r r r s s r r r s s s r r r r r s s s r s s r r s r s            

 

After factorization of 2nd, 3rd and 4th term we have 

2 2 2 2 2 2 2 2 2 2

3 1 1 3 1 3 1 3 1 1 1 3 3 1 3 1 3 1 3 3( ) 2 ( )( ) 2 ( )( ) ( ) 0r r s r r r s s r s r r s r r s s r r s                                 (5) 

Now there are two possibilities either 3 0r   or 3 0r 
 

A mode  ,r s  with 0r  is called zonal mode. When 3 0r  , equation (5) becomes  
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2 4

1 3 1 3 1 32 ( ) ( ) 0r s s s r s   

i-e 

3

1 3 1 3(2 ) 0s s r s   

It can be easily solved, so we are not considering this case because resonant interaction with 

zonal mode is trivial. When  3 0r   then we have four variables in equation (5). Note that 3 3( , )r s  

and 3 3( , )s r  are two perpendicular vectors in plane. As any two perpendicular vectors in the 

plane can behaves as basis. So if we know 3 3( , )r s  we can generate the other one that is 1 1( , )r s by 

using following relation. 

1 1 3 3 3 3( , ) ( , ) ( , )r s m r s n s r                                           (6) 

     1 3 3r mr ns     and   1 3 3s ms nr                       (7) 

                                       1 3

3

r ns
m

r


       Put in equation (7) 

1 3
1 3 3

3

r ns
s s nr

r

 
  
 

 

      2 2

1 3 1 3 3 3( )s r r s n s r    

                                                               1 3 1 3

2 2

3 3

s r r s
n

s r





 

 

Now                                                

1 3 1 3
1 32 2

3 3

3

s r r s
r s

s r
m

r

 
  

   

 



21 

 

 

2 2 2

1 3 3 1 3 3 1 3

2 2

3 3 3

( )

( )

r s r s r s r s
m

r s r

  



 

After simplification  

                                            

1 3 1 3

2 2

3 3

r r s s
m

s r





 

Now consider 

2 2 2 2 2 2 2 2
2 2 1 3 1 3 1 3 1 3 1 3 1 3 1 3 1 3

2 2 2 2 2 2

3 3 3 3

2 2

( ) ( )

r r s s r r s s s r r s r r s s
m n

s r s r

   
  

 
 

 

2 2m n
2 2 2 2 2 2 2 2

1 3 1 3 1 3 1 3

2 2 2

3 3( )

r r s s s r r s

s r

  



 

After simplification we have 

2 2
2 2 1 1

2 2

3 3

( )

( )

s r
m n

s r


 


 

         2 2 2 2 2 2

1 1 3 3( )( )s r m n s r   
                                                               (8) 

Equation (5) is 

2 2 2 2 2 2 2 2 2 2

3 1 1 3 1 3 1 3 1 1 1 3 3 1 3 1 3 1 3 3( ) 2 ( )( ) 2 ( )( ) ( ) 0r r s r r r s s r s r r s r r s s r r s         
 

Dividing both sides by 3r  we have 

2 2 2 2 2 2 2 2 2 21 1
1 1 1 3 1 3 1 1 3 3 1 3 1 3 3 3

3 3

( ) 2( )( ) 2 ( )( ) ( ) 0
r r

r s r r s s r s r s r r s s r s
r r

           
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Now dividing both sides by 2 2 2

3 3( )r s  we have 

2 2 2 2 2

1 3 1 31 1 1 1 1 1
1 3 1 32 2 2 2 2 2 2 2

3 3 3 3 3 3 3 3

( )( ) ( )
2( ) 2 0

( ) ( ) ( )

r r s sr s r s r r
r r s s

r s r s r r s r

 
    

  
 

Using the value of m and equation (8) we have 

 
2

2 2 2 2 3

3

2 ( ) (2 1)( ) 0
s

m n m m n m m n
r

      

                                             (9) 

Here we discuss two separate cases. 

Case1  

When 0m   

Equation (9) becomes 

4 3

3

0
s

n n
r

   

Here we reject the solution 0n  because it produce a triad which is generated by collinear 

modes. So  0n   then  3 3

3

s
n

r
   

but n  is rational number. So we can say that in this case the non trivial triad is possible only 

when 3

3

s

r
 is pure cubic rational.  

Case2  

When 0m  provided 3

3

s

r
 is not a pure cubic rational. We use following transformations. 
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Let 
n

m
    put in (9)  

     
2

2 2 2 2 2 2 3

3

2 2 1 0
s

m m m m m m m m
r

  
 

       
 

 

4 4 4 4 2 3 3 2 2 2 3 3

3 3

2 2 2 2 2 0
s s

m m m m m m m m m
r r

              

Dividing both sides by m  we have 

     
2

3 2 2 2 3

3

1 2 1 2 1 1 0
s

m m m
r

  
 

       
 

 

Multiplying both sides by 1+ 2  we have 

       
3 2

3 2 2 2 23

3

1 2 1 2 1 1 1 0
s

m m m
r

   
 

        
 

 

Now put  21m    

  3 2 2 3

3

2 2 1 1 0
s

r
    

 
      

 
                                                       (10) 

Using 1 1
3

3

1
, ,

1

D x D y D
s

r

 



  



equation (10) becomes 

3 2 2

1 1 1 1

3 2 2

1
2 2 1 0

x x x y

D D D D D

  
      

  
 

Multiplying both side by 3D  

3 2 2 2

1 1 1 12 2 0x Dx Dx D y      
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  
2 3 2 2

1 1 1 12 2y x Dx Dx D                                (11) 

 

Put 22 , 2 ,a D b D c D      

So equation (11) becomes 

                   
2 3 2

1 1 1 1y x ax bx c                                        (12) 

Suppose charF≠2, 3 

Put  1 1,
3

a
x x y y  

 

So equation (12) becomes 

3 2

2

3 3 3

a a a
y x a x b x c

     
           
     

 

3 2 3 2
3 2 2 2

27 3 9 3 3

a a x a xa ba
x ax ax bx c         

 

2y
2 2 3 3

3 2

3 3 9 3 27

a a a ba a
x b x c

 
        

   

2 2 3 3
3 2 3 3 9 27

3 27

a a b a ab a c
x x

     
   

   

2 3
3 3 2 9 27

3 27

b a a ab c
x x

   
   

   

After putting values of a, b and c we have 
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2 3 2 2
2 3 6 4 16 36 27

3 27

D D D D D
y x x

    
   

   

After simplification  

2 3 2
2 3 6 4 16 9

3 27

D D D D
y x x

  
  

                                                                       (13) 

If we fix some value of D in equation (13) we will get the elliptic curve in weirstrass form. For 

Example by putting 4D    we have 

2 3 88 1168

3 27
y x x


  

                                                                                (14) 

Which is elliptic curve in weirstrass form. Now by choosing a specific prime p  and converting 

the coefficients of equation (14) according to the prime field pF  we get a prime elliptic curve. 

For example if we choose a prime 2861 and reducing the coefficients of equation (14) according 

to the field 2861F  we get  

2 3 1878 785y x x    

This prime elliptic curve is used in the construction of S-box which is explained in chapter 3. 
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Chapter 3 

Construction of S-box Using Concept 

of Elliptic Curves 

 

3.1  S-box construction technique 

A simple technique for generation of cryptographically strong S-boxes is discussed in this 

section. The construction technique is based on elliptic curve over a prime field pF . The 

proposed algorithm consists of four main steps which are given below: 

Step1. Choose two distinct elements ba  and from prime field pF , where p
 is large prime. We are 

selecting large p  so that the corresponding elliptic curve EC has at least 256 ordered pairs. We 

have calculated the lower bound of p for proposed algorithm by using Hasse’s Theorem which is

289p . 

Step2. Generate the elliptic curve ( , ) by using the equation:pE a b  

                                                  ).(mod32 pbaxxy   

Step3. Let , ( , )p xE a b denotes the set of x-coordinate of all ordered pairs of ),( baEp . Now, apply 

modulo 256 on , ( , )p xE a b  to get 256

, ( , )p xE a b . This operation is used to restrict the values of 

, ( , )p xE a b  in the range 0-255. 
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Step4. Finally, an S-box b

aS  is generated by selecting first 256 distinct integers of 256

, ( , )p xE a b .A 

flowchart of the proposed technique is presented in Figure 1.The proposed algorithm is 

implemented on )785,1878(2861E  and 785

1878S  is generated which is presented in Table 1. The points 

of )785,1878(2861E are shown in Figure 2. 

54 180 246 224 131 176 214 148 1 99 217 112 154 13 185 163 

48 3 124 172 167 162 210 125 191 192 27 242 139 134 201 37 

85 133 121 206 122 150 207 238 141 38 67 47 44 75 158 30 

168 255 199 144 57 66 187 110 225 103 254 4 11 161 129 248 

9 7 92 252 12 5 208 39 77 202 249 10 93 250 84 209 

52 118 83 230 24 198 127 128 222 111 100 196 91 87 220 29 

74 218 120 88 213 137 130 64 164 126 149 31 46 183 165 76 

235 221 171 240 108 237 17 53 106 102 86 194 59 0 58 231 

20 94 114 204 236 25 169 152 146 182 228 41 105 62 174 71 

219 159 49 132 226 241 181 107 18 223 234 82 136 34 79 155 

140 72 65 104 215 212 81 138 68 177 40 51 173 142 170 186 

243 115 60 96 32 16 188 101 244 160 253 23 195 200 35 89 

116 26 123 119 21 229 28 78 189 151 135 178 109 63 190 157 

70 205 145 22 166 6 247 36 33 8 95 45 184 42 73 61 

216 117 43 97 14 2 232 80 143 90 203 50 245 19 147 98 

15 239 113 227 156 193 211 233 55 179 175 251 69 153 197 56 

 

Table 1: S-box 785

1878S  generated by proposed algorithm over the EC )785,1878(2861E  
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                                  Figure 1: Flowchart of proposed technique 

 

Figure 2: Points of 2861, (1878,785)xE
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3.2   Analysis and comparison 

We applied security performance tests including non-linearity test, linear approximation 

probability, strict avalanche criterion, bit independence criterion, differential approximation 

probability and algebraic complexity test on the S-box 785

1878S  generated by the proposed 

algorithm. These tests are implemented to investigate the efficiency of the proposed technique. A 

brief introduction to these tests and their experimental results are presented in this section. A 

comparison of results of 785

1878S  with some of the prevailing S-boxes generated by other 

construction techniques is also presented in this section. 

3.2.1  Bijective 

The step 4 of the proposed algorithm ensures that all newly developed S-boxes are bijective. 

3.2.2  Non-linearity (NL) 

The concept of non-linearity is introduced in [52] to quantify the confusion creation ability of an 

S-box. For a given S-box 
8 8: (2 ) (2 )S GF GF , NL is measured by calculating the distance 

( )S  of S to affine functions over
8(2 )GF : 

                                  
 ,)()2(#min)( 8

,,
wxxSGFxS

w
 

  

Where  8 8(2 ), (2), (2 ) \ 0  and " " denotes the dot product over (2).GF w GF GF GF     The 

optimal value of non-linearity of a bijective S-box over )2( 8GF is 120. It is also noticed in [52], 

that an S-box with maximum non-linearity may not satisfies other cryptographic criterion. 

Furthermore, the study in [52] suggests that an S-box with nearly optimal NL and satisfying 

other security test is of special interest. We calculated the non-linearity of the S-box 785

1878S

generated by the proposed algorithm. The result of this test is 100. 
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3.2.3  Linear approximation probability (LAP) 

In [33], linear approximation probability of an S-box is introduced. This calculates the 

probability of obtaining a linear approximation of a given S-box. LAP of an S-box depends upon 

the coincidence of input bits with output bits. The mathematical expression of LAP is given 

below: 

 

,),(max
2

1
)(

,2)()2(#),(

,

18











 







aNSLAP

xSxGFxaN

n

n

 

 8 8where (2 ), (2 ) \ 0  and " " denotes  the  dot product  over (2).GF GF GF     

We applied LAP test on 785

1878S . The LAP of 785

1878S is 0.0547. 

3.2.4 Strict avalanche criterion (SAC) 

This criterion is developed in [50] by combining the concepts of avalanche effect and 

completeness. The probability of change in output bits when a single input bit is inverted is 

calculated in this test. SAC of an S-box is calculated with an 88  dependence matrix whose 

entries are calculated by: 

   ,8,1 and1)(),2()()(
2

1 8









 jiwGFxSxSw jjijin
  

Where )( jw  is the number of non-zero bits in j . SAC is satisfied if all entries of dependence 

matrix are closer to 0.5. The SAC result 785

1878S is presented in Table 2.The minimum value of SAC 

is 0.4219 while its maximum value is 0.5938. 

0.5312 0.5312 0.4844 0.5000 0.4687 0.4687 0.4844 0.5937 

0.4531 0.4688 0.5938 0.5000 0.4844 0.5312 0.5000 0.5000 



31 

 

0.5469 0.5000 0.4844 0.5000 0.5156 0.5000 0.4688 0.4688 

0.5469 0.4688 0.4844 0.5312 0.5000 0.5312 0.4844 0.5156 

0.4844 0.4688 0.4531 0.4531 0.5156 0.4844 0.4844 0.5468 

0.5312 0.5156 0.4844 0.4531 0.4375 0.4844 0.5000 0.4375 

0.4688 0.5000 0.4219 0.4844 0.5156 0.5312 0.50000 0.4844 

0.5625 0.5469 0.4688 0.5156 0.5938 0.4844 0.5625 0.5312 

                                         

                                              Table 2: Strict avalanche results of 785

1878S  

3.2.5   Bit independence criterion (BIC) 

BIC is also proposed in [50] to analyze the independence between pair of output bits when an 

input bit is complemented. BIC of pair of output bit A and B is calculated by finding correlation 

coefficient of A and B. The minimum and maximum value of BIC of 785

1878S  are 0.4688 and 0.5293 

respectively. The BIC results are given in Table 3. 

--- 0.4688 0.5098 0.5000 0.4863 0.5156 0.5176 0.4785 

0.4687 --- 0.5195 0.4844 0.4824 0.4902 0.4883 0.4805 

0.5098 0.5195 --- 0.5293 0.4805 0.5078 0.5078 0.5039 

0.5000 0.4844 0.5293 --- 0.4844 0.5254 0.4785 0.4785 

0.4863 0.4824 0.4805 0.4844 --- 0.5000 0.5195 0.4785 

0.5156 0.4902 0.5078 0.5254 0.5000 --- 0.5098 0.5000 

0.5176 0.4883 0.5078 0.4785 0.5195 0.5098 --- 0.4766 

0.4785 0.4805 0.5039 0.4785 0.4785 0.5000 0.4766 --- 

                                                           

                                                           Table 3: BIC of 785

1878S  
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3.2.6  Differential approximation probability (DAP) 

Differential approximation probability is presented in [11] to find the probability effect of a 

specific difference in the input bit on the difference of the resultant output bits. The mathematical 

expression for DAP of an S-box S  is given below: 

  ,)()()2(#max)( 8

,
yxSxxSGFxSDAP

yx



 

where x , ).2( 8GFy We applied DAP test on the proposed S-box and the result is given in 

Table 4. The DAP of 785

1878S  is 0.0391. 
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                                                     Table 4: DAP of 785

1878S  

3.2.7  Algebraic Complexity (AC) 

Linear polynomial for an S-box is defined in [28]. The algebraic complexity of an S-box is 

measured by the number of non-zero terms in its linear polynomial expression. In Table 5, 

coefficients of polynomial corresponding to 785

1878S  are presented. The AC of S-box 785

1878S  generated 

by the proposed algorithm is 255. 

0 238 101 176 255 34 86 90 193 221 207 45 63 116 145 39 

233 101 178 45 58 240 165 244 89 201 199 179 182 121 206 249 

190 106 85 75 201 178 152 142 37 106 174 154 92 136 229 121 

168 84 228 249 72 153 28 9 122 246 130 192 90 87 78 238 

12 193 178 53 71 72 87 189 148 81 121 187 58 42 231 93 

172 30 76 158 124 98 202 244 123 64 31 169 31 211 180 66 
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83 124 254 111 134 48 18 75 195 120 206 168 201 241 22 242 

102 175 77 195 247 179 29 18 36 230 117 136 91 243 107 186 

41 12 17 163 83 41 170 14 52 229 219 188 25 145 5 72 

2 24 197 43 157 158 3 93 200 224 157 118 237 105 105 39 

82 172 62 60 203 173 182 22 152 53 233 17 118 50 130 207 

152 175 178 149 138 102 197 245 194 112 85 74 10 195 26 94 

127 191 203 16 43 11 230 201 84 4 106 42 60 40 27 212 

222 142 155 137 233 120 86 238 221 31 206 99 169 18 254 203 

141 179 196 255 253 55 80 193 4 4 112 192 3 94 83 131 

142 253 137 128 218 109 222 29 223 182 61 135 32 213 72 54 

                                                       

                                                          Table 5: AC of 785

1878S  

The former tests are also applied on some of the well know S-boxes presented in [5, 15, 17, 20,  

26, 38, 45] to compare the efficiency of proposed algorithm with other S-box generation 

algorithms based on different mathematical structures. The results are presented and compared in 

Table 6. 

S-box Bijective NL LAP SAC(Max) SAC(Min) BIC(Max) BIC(Min) DAP AC 

[45] Yes 108 0.156 0.502 0.406 0.503 0.47 0.046 255 

[20] Yes 98 0.0352 0.5781 0.4453 0.5156 0.4922 0.046 256 

[15] Yes 103 0.0352 0.5703 0.4414 0.5039 0.4961 0.0391 255 

[5] Yes 102 0.078 0.6094 0.3750 0.5215 0.4707 0.0391 254 

[25] Yes 104 0.109 0.593 0.39 0.499 0.454 0.0469 255 

[38] Yes 106 0.0469 0.5938 0.4375 0.5313 0.4648 0.0391 251 

[17]
 

Yes 100 0.125 0.593 0.493 0.476 0.0137 0.0391 255 

785

1878S  Yes 100 0.0547 0.5937 0.4219 0.5293 0.4688 0.0391 255 

                                      Table 6: Comparison of 785

1878S  with other S-boxes 

 



35 

 

 

Table 6 shows that the NL of S-boxes in [17& 20] is less than or equal to the NL of the S-box 

constructed by the proposed algorithm. The LAP of 785

1878S  is less than that of the S-boxes 

presented in [5, 17, 26, 45]. This fact reveals that the 785

1878S  creates high confusion in the data and 

hence higher resistance against linear attack [33] as compared to [5, 17, 26, 45]. The SAC and 

BIC results of 785

1878S and other S-boxes used in Table 6 are almost the same. Thus, the S-box 

generated by the proposed technique and S-boxes presented in Table 6 create diffusion in the 

data of equal magnitude. The DAP of 785

1878S  is less than or equal to the DAP of S-boxes [5, 15, 17, 

20, 26, 38, 45]. Thus, proposed encryption technique generates S-box high resistance against 

differential cryptanalysis [11] as compared to the others. The AC of 785

1878S
 
is maximum which 

shows that it is secure against algebraic attacks [7, 39, 47]. 

3.3 Conclusion: 

A novel S-box construction technique is presented in this thesis. The proposed algorithm uses the 

x -coordinate of ordered pairs of an elliptic curve  baE p ,  over prime field pF  for the 

generation of cryptographically strong S-box a

bS , where p
 is a prime greater than 289, a  and b

belong to finite field pF . Several tests are applied on newly developed S-box a

bS  to analyze its 

cryptographic strength. Furthermore, cryptographic properties of a

bS  are compared with some of 

the existing prevailing S-boxes. Experimental results showed that the proposed algorithm is 

capable of generating S-boxes with high resistance against linear, differential and algebraic 

attacks. The S-box generated by the proposed technique depends upon the selection of p , a  and 

b . In other words, by changing either p , a or b , we will get another S-box.  
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