
 



 



 



 

 

 



 



Abstract

We often come across nonlinear systems and their associated nonlinear equa-

tions and both pure and applied mathematics play a vital role in dealing

with such kind of equations.

When we talk about non linear analysis, its fundamental importance in

physical, biological, engineering and technological sciences can be seen in

the formulation and analysis of various classes of equation.

As far as �xed point theory is concerned, its extensiveness can be seen by

its applications in various �elds. Theorems that are concerned with the ex-

istence and properties of �xed points are known as �xed point theorems.

These theorems play a very important role for proving the existence and

uniqueness of solutions for various mathematical models. Metric �xed point

theory has taken on new dimensions since the inception of the well known

Banach contraction principle, and this contraction principle gives us a really

suitable base to �nd �xed point for self mappings. The main aim of this

thesis is to add some more widely applicable results to the literature.
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Preface

This thesis is organized in six chapters and each of them has a brief intro-

duction.

Chapter 1 is a survey aimed to �x notions and notations. Therefore,

it collects basic concepts and signi�cant facts in the existing literature re-

lated to �xed points, some classical �xed point theorems, weaker form of

contraction and some generalized versions of metric space.

Chapter 2 deals with the advancement of �xed point theory in some

generalized versions of metric space such as gauge and b-gauge spaces and

results are proved for both single-valued as well as multivalued mappings

using di¤erent contraction condition and an application for integral equation

of Volterra type is discuss to validate the given results.

Chapter 3 is devoted to �xed point theorems in the settings of generalized

version of metric spaces precisely the vector-valued or generalized metric

space, using di¤erent kind of contraction conditions for single-valued as well

as multivalued mappings.

Chapter 4 is a dedicated to the enhancement of �xed point theory to

obtain results for the existence and unique-ness of �xed point. The results

are obtained for single-valued mapping using the uniform metric spaces en-

riched with the concept of graph. Di¤erent kind of contraction conditions

are used to obtain some new and interesting results.

In Chapter 5 we have obtained �xed points and common �xed points

for the family of bounded multivalued mappings as well as for the family

of closed multivalued mappings. We have concluded our �ndings with an

existence theorem for a system of integral equations.

Chapter 6 deals with the existence of proximity point for di¤erent kind

of contraction-type conditions in metric spaces. New proximity theorems

are proved for multivalued mappings.
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Dedicated

To my family.
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Chapter 1

Introduction and

Preliminaries

In this chapter we will present some of those results which will be essential

for the later chapters. This chapter has been solely dedicated to those

de�nitions and theorems which will govern this dissertation, and a detailed

survey in this chapter is aimed on �x notions and notations, and collections

of basic concepts and signi�cant facts in the existing literature.

Throughout this chapter F � P represents a �xed point, M � S repre-
sents a metric space, C � S represents a Cauchy sequence.

1.1 Fixed points

Given a non-empty set Xd and a map Tf from Xd into itself, the problem

of �nding a point e 2 Xd, such that Tf (e) = e is considered as a �xed point

problem, and the point e 2 Xd is called a �xed point of Tf .
A natural question is, under what conditions on Xd and Tf does a �xed

point exist? Theorems which establish the existence (and uniqueness) of

such points are called F-P theorems. Fixed point theorems enable us to �nd

the existence of solutions for operator equations satisfying certain conditions.
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1.1.1 Fixed point for single valued mappings

Let Xd 6= � and Tf be a map from Xd to itself. Then we can say that a

point e 2 Xd is called a F � P of Tf if Tfe = e:

Example 1.1.1. Let Xd = R and Tf1 ; Tf2 ; Tf3 be self mappings of Xd.

Then,

(i) Tf1e = exp(e), Tf1 has no F � P .

(ii) Tf2e =
e+1
2 , Tf2 has unique F � P .

(iii) Tf3e = [e], Tf3 has in�nite many F � P�s.

1.1.2 Fixed points for multi valued mappings

Let Xd and Yd be two M � S�s and Tf : Xd ! P (Yd), where P (Yd) is the

power set of Yd. Then for each element e 2 Xd, Tfe is a non-empty subset
of Yd, and we call Tf from Xd to P (Yd) a multivalued mapping.

Example 1.1.2. Let Xd = [0; 1] and Tf1 : Xd ! Y = P (Xd) where P (Xd)

is the power set of Xd and Tf1 be de�ned as,

Tf1e =

8<:[0; 1] if e=0,1;

feg otherwise:

Then each e 2 Xd is a F � P of Tf .

Example 1.1.3. Let Xd = [0; 1] and Tf1 : Xd ! Y = P (Xd) where P (Xd)

is the power set of Xd) and Tf1 be de�ned as,

Tf1e =

8<:[0; 1] if e=0,1;

fe2;
p
eg otherwise:

Then 0 and 1 are F � P�s of Tf1 .

If Tf is a multivalued mapping and e 2 Xd is a point such that e 2 Tfe
and Tfe = feg then e is the end point of Tf .
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1.2 Banach and Nadler �xed point theorems

Banach and Nadler are considered as pioneers of metric F � P theory for

contractive type mappings. They both, with their exceptional contributions,

have given new dimensions to F � P theory for single and multivalued con-
tractive type mappings. Their work has laid new foundations in the �eld of

F � P theory, and research has moved into a whole new era.

1.2.1 Contraction mappings

Let Xd be a complete M � S and Tf a self mapping of Xd into itself, then
the operator Tf is called contraction mapping if

d(Tfe; Tf ~e) < �fd(e; ~e) (1.1)

for any element e; ~e 2 Xd and �f 2 (0; 1).

1.2.2 Banach contraction principle

By a metric F � P theorem we mean an existence result for a F � P of map-
ping Tf , under conditions on a metric d, and which are not metric invariant.

The most important and fundamental metric F � P theorem is the Banach

F � P theorem, also known as the contraction mapping principle. It will

not be false to state that the inception of the Banach contraction princi-

ple has opened many doors in metric �xed point theory. Experts in various

�elds have been continuously generalizing this famous contraction condition,

which is quite promising. This theorem assures that every contraction from

a complete M � S into itself has a unique F � P .
Stefan Banach (1892-1945) was a Polish mathematician and founder of

the great Polish School of Functional Analysis. This theorem �rst appeared

in explicit form in Banach�s PhD thesis (1922), which states that:

Theorem 1.2.1. Let Xd 6= � be a complete M � S with the metric d and
let Tf from Xd to itself be a contraction on Xd, that is,

d(Tf (e); Tf (~e)) � �wd(e; ~e) (1.2)

where 0 � �w < 1 and 8 e; ~e 2 Xd. Then Tf has a unique F � P .
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In 1969 Kannan obtained unique F � P for mappings Tf from Xd into

itself satisfying:

d(Tfe; Tf ~e) = k[d(e; Tfe) + d(~e; Tf ~e)] (1.3)

8 e; ~e 2 Xd, where 0 � k < 1=2 and Xd is a complete M � S .

In 1972, Chatterjea quoted unique F � P of a mappings Tf from Xd to

itself satisfying:

d(Tfe; Tf ~e) = k[d(e; Tf ~e) + d(~e; Tfe)] (1.4)

8 e; ~e 2 Xd, where 0 � k < 1=2 and Xd is a complete M � S .
Mappings satisfying contractive conditions (1.3) and (1.4) are called

Kannan and Chatterjea mappings, respectively. It is observed that (1.3)

and (1.4) do not imply continuity of a mapping T on its domain, which

di¤erentiates the nature of these mappings from the Banach contraction

mapping. It is important to note that both of these F � P result have great
importance in modern �xed point theory for contractive type mappings.

1.2.3 Hausdor¤ distance

Let (Xd; d) be a M � S . Let Nf (Xd) be the set of all nonempty subsets
of Xd, Clf (Xd) be the set of all the nonempty and closed subsets of Xd,

Bf (Xd) be the set of all nonempty and bounded subsets of Xd and CBf (Xd)

as the set of all the nonempty, bounded and closed subsets of Xd. For an

a 2 Xd; A2f 2 Nf (Xd),

d(a;A2f ) = inffd(a; b) : b 2 Nf (Xd)g:

For A1f ; A2f 2 Bf (Xd),

�(A1f ; A2f ) = supfd(a; b) : a 2 A1f ; b 2 A2fg:

Note that � satis�es all of the conditions of a metric, except A1f = A2f )
�(A1f ; A2f ) = 0. ForA1f ; A2f 2 CBf (Xd), the Hausdor¤metric on CBf (Xd)
is given as,

Hm(A1f ; A2f ) = maxf sup
e2A1f

d(e;A2f ); sup
~e2A2f

d(~e;A1f )g:
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Thus the Hausdor¤ distance is a metric between two point sets.

Example 1.2.2. LetXd = R andA1f = [0; 1], A2f = [2; 3] thenHm(A1f ; A2f ) =
2

For A1f ; A2f 2 Clf (Xd), the generalized Hausdor¤ metric on Clf (Xd)

is given as,

Hm(A1f ; A2f ) =

8<:maxfsupe2A1f d(e;A2f ); sup~e2A2f d(~e;A1f )g if the maximum exists

1 otherwise

Many researchers working on this metric have made some exceptional contri-

butions. Recently Czerwik [43] de�ned Hausdor¤ b-metric for the space of all

nonempty, bounded and closed subsets of the b-M � S (Xd; d; s), which is an
extension of the notion of a b-M � S (Xd; d; s). Consider that (Xd; d; s) as a
b-M � S . For e 2 Xd and A1f � Xd, d(e;A1f ) = inffd(e; a) : a 2 A1fg. For
A1f ; A2f 2 CBf (Xd), the function Hm : CBf (Xd)�CBf (Xd)! [0;1) can
be de�ned byHm(A1f ; A2f ) = max

n
supa12A1f d(a;A2f ); supa22A2f d(a2; A1f )

o
is called a Hausdor¤ b-metric in�uenced by the well known b-M � S (Xd; d; s).
All the properties of Hausdor¤ b-M � S are the same as that of a Hausdor¤
metric, except the for triangle inequality, which in Hausdor¤ b-M � S takes
the form Hm(A1f ; A2f ) � s[Hm(A1f ; ~A3)+Hm( ~A3; A2f )]. Czerwik [43] also

succeeded in extending the famous Nadler�s F � P theorem to the setting

of Hausdor¤ b-M � S .

1.2.4 Nadler�s �xed point theorem

In 1967 Nadler initiated the idea for multi-valued contraction mapping, and

made use of the Hausdor¤ distance to give a multivalued version of the Ba-

nach contraction principle, which states that every multivalued contraction

mapping de�ned on a complete M � S has a F � P .

Theorem 1.2.3. Let (Xd; d) be a completeM � S and Tf : Xd ! CBf (Xd)

be a mapping such that

Hm(Tfe; Tf ~e) � �wd(e; ~e);

8 e; ~e 2 Xd where �w 2 [0; 1). Then Tf has a F � P .
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Note that Hm is not a metric on the set of bounded subsets of Xd, which

is illustrated below through an example.

Let Xd = R, endowed with usual metric then Hm(A1f ; A2f ) = 0 but

A1f 6= A2f for A1f = [0; 1) and A2f = [0; 1]. This implies that Hm is not a

metric on Bounded subsets of R.

Lemma 1.2.4. Let (Xd; d) be a M � S and A2f 2 CLf (Xd). Then, for

each e 2 Xd and p > 1, there exists a b 2 A2f such that d(e; b) � qd(e;Bf ).

1.3 Some generalizations of a metric space

Since the axiomatic interpretation of a M � S by French mathematician

M. Frechet, in the year 1906, advancements in mathematics in general, and

functional analysis in particular have taken new directions. Inspired by

this natural idea, several researchers have tried di¤erent generalizations of

this notion. In this section we shall limit our discussion to some of the

generalizations which are essential for this dissertation.

1.3.1 b-metric space

Another important generalization of M � S , which will be the center of our
discussion in one part of this dissertation is the b-M � S , which was intro-
duced by Czerwik [42]. For more details regarding the de�nition, conver-

gence and cauchyness in b-M � S please read [42] and it would be important
to note here that every M � S is a b-M � S but the converse is not true.

1.3.2 b-gauge spaces

In the recent past the Banach contraction principle has played a vital role

in the advancement of metric �xed point theory. Several generalizations in

di¤erent directions have proved the fruitfulness of this fundamental princi-

ple. One important concept in this regard is that of gauge spaces.

A Gauge space can be characterized by the fact that, if we consider two dis-

tinct points, then the distance between them may not be zero. This simple

concept has been the center of interest for many researchers world wide. For

more details on gauge spaces see [46]. The Banach contraction principle was
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generalized to gauge spaces by Frigon [51] and Chis and Precup [38]. And

for more details and recent developments in b-gauge spaces please check Ali

et al.[21].

1.3.3 Vector valued metric space

Let Xd be a non-empty set and Rm is the set of all m-tuples of real numbers.
If �̂; ~� 2 Rm, �̂ = (�̂1; �̂2; : : : ; �̂m), ~� = (~�1; ~�2; : : : ; ~�m) and c 2 R, then by
�̂ � ~� (resp., �̂ < ~�) we mean �̂i � ~�i ( resp., �̂i < ~�i) for i 2 f1; 2; : : : ;mg
and by �̂ � c we mean that �̂i � c for i 2 f1; 2; : : : ;mg. A mapping

dv : Xd � Xd ! Rm is called a vector-valued metric on Xd if the following

properties are satis�ed:

(dv1) dv(e; ~e) � 0 8 e; ~e 2 Xd; if dv(e; ~e) = 0, then e = ~e;

(dv2) dv(e; ~e) = dv(~e; e) 8 e; ~e 2 Xd;

(dv3) dv(e; ~e) � dv(e; ~~e) + dv(~~e; ~e) 8 e; ~e; ~~e 2 Xd.

A set Xd equipped with a vector-valued metric dv is called a generalized-

M � S and it is denoted by (Xd; dv). The notions that are de�ned in the
C-M-S are similar to those de�ned in usual M � S .

1.3.4 Uniform space

Consider Xd as a nonempty set. The nonempty family #f , which is actually

the family of subsets of Xd �Xd is said to be the uniform structure of Xd,

if the following properties are satis�ed:

(i) if Gf 2 #f , then the diagonal f(e; e)je 2 Xdg is contained in Gf ;

(ii) if Gf 2 #f and Hf is contained in Xd �Xd which contains Gf , then

Hf 2 #f ;

(iii) if Gf and Hf 2 #f , then Gf \Hf 2 #f ;

(iv) if Gf 2 #f , then 9 Hf 2 #f , such that, whenever (e; ~e) and (~e; ~~e) 2 Hf ,
then (e; ~~e) 2 Gf ;
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(v) if Gf 2 #f , then f(~e; e)j(e; ~e) 2 Gfg also 2 #f .

Then we call the pair (Xd; #f ) a uniform space and the element of #f is

said to be the neighborhood. The pair (Xd; #f ) is said to be quasi-uniform

space (see e.g. [31, 100] ) if we omit property (v). Let �v = f(e; e)je 2 Xdg
be the diagonal of a non-empty set Xd. For ~V1; ~V2 2 Xd �Xd, we shall use

the following setting in the sequel

~V1 � ~V2 = f(e; ~e)j there exists~~e 2 Xd : (e; ~~e) 2 ~V2 and(~~e; ~e) 2 ~V1g

and
~V1
�1
= f(e; ~e)j(~e; e) 2 ~V1g:

For a subset ~V1 2 #f , a pair of points e and ~e are considered to be ~V1-close
if (e; ~e) 2 ~V1 and (~e; e) 2 ~V1. Furthermore, a sequence feng in Xd is said
to be a C � S for #f , if for any ~V1 2 #f , there exists Nf � 1 such that en
and em are ~V1-close for n;m � Nf . For (Xd; #f ), there is a unique topology

� f (#f ) on Xd generated by ~V1(e) = f~e 2 Xdj(e; ~e) 2 ~V1g where ~V1 2 #f . A
sequence feng in Xd is convergent to e for #f , denoted by lim

n!1
en = e, if for

any ~V1 2 #f , 9 n0 2 N such that en 2 ~V1(e) for every n � n0. A uniform

space (Xd; #f ) is called Hausdor¤ if the intersection of all the ~V1 2 #f is

equal to �v of Xd, that is, if (e; ~e) 2 ~V1 8 ~V1 2 #f implies e = ~e. If
~V1 = ~V1

�1
then we shall say that a subset ~V1 2 #f is symmetrical. We

shall assume that each ~V1 2 #f is symmetrical. For more details, see e.g.

[4, 3, 2, 10].

1.4 Weaker forms of contractions

As we know, without any doubt, the Banach contraction principle is con-

sidered the most fundamental entity in metric F � P theory and, from the

point of view of research, this contraction principle is considered as an im-

portant tool both in pure and applied mathematics. Researchers worldwide

have been constantly using di¤erent methods and techniques to generalize

this famous contractive condition.

In this section we will discuss some of the weaker forms of contractions

which will be useful in the later chapters.
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1.4.1 Fw-contraction

Recently Wardowski in his work [ see [99]] introduced a new family of map-

pings called Fw or Fw family. Making use of these mappings from Fw family,

Wardowski succeeded in introducing a new contraction condition, which he

named as the Fw-contraction. And which generalizes the Banach contraction

in a di¤erent and nice way. Later on, many researchers worldwide general-

ized this result, see for example, [83, 41, 65, 85, 72, 76, 23, 67, 25, 66, 56].

Wardowski [99] introduced the Fw family as: Fw is the class of all functions

Fw : (0;1)! R satisfying the following three assumptions

(Fw1) Fw is strictly increasing, that is, 8 b1; b2 2 (0;1) with b1 < b2, we

have Fw(b1) < Fw(b2).

(Fw2) For each sequence fdng of positive real numbers we have limn!1 dn =
0 if and only if limn!1 Fw(dn) = �1.

(Fw3) There exists k 2 (0; 1) such that limd!0+ dkF (d) = 0.

Here we have highlighted some of the examples of such functions.

� Fwa = ln e 8 e 2 (0;1).

� Fwb = e+ ln e 8 e 2 (0;1).

� Fwc = � 1p
e
8 e 2 (0;1).

Further, Wardowski [99] introduced Fw-contraction and related F � P
theorem as given below:

Theorem 1.4.1. [99] Let (Xd; d) be a complete M � S and let Tf : Xd !
Xd is Fw-contraction, that is, 9 Fw 2 Fw and a � f > 0 such that 8 e; ~e 2 Xd
with d(Tfe; Tf ~e) > 0, we have

� f + Fw(d(Tfe; Tf ~e)) � Fw(d(e; ~e)):

Then Tf has a unique F � P .

This theorem reduces to Banach contraction principle if Tf is Fwa-

contraction.
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Many researchers have made some exceptional contributions and have fur-

ther generalized Wardowski�s Fw-contraction. For further details please con-

sider [65]; [85]; [40]

1.4.2 �w � ~ -contraction

The notion of the �w � ~ -contraction principle is another contribution in

the developments of metric F � P theory. This technique was introduced

by Samet et. al. [84], which generalizes the well known Banach contraction

and is considered as unique in its own way.

�wd(Tfe; Tf ~e) � ~ (d(e; ~e))

Where 	 denote the family of all non-decreasing functions, ~ : [0;1) !
[0;1), such that,

P1
n=1

~ 
n
(t) < 1; 8 t > 0, where ~ 

n
is the nth iterate

of ~ . If ~ 2 	 then ~ (t) < t, 8 t > 0. And also if Tf : Xd ! Xd and

�w : Xd � Xd ! [0;1), we say that Tf is �w-admissible, if for e; ~e 2 Xd

and �w(e; ~e) � 1, we have �w(Tfe; Tf ~e) � 1. With this break through re-

search in metric F � P theory has widened to many di¤erent directions.

The �w-admissibility condition used by Samet [84], has been used quit

frequently to discuss existence and uniqueness of F � P�s by di¤erent re-
searchers in di¤erent ways. These two conditions introduced by Samet have

been uploaded in a number of occasions by di¤erent experts, please see

[11, 21, 23, 67, 25, 66, 56, 20, 24, 22, 57, 58].

Note that by taking �w = 1 8 e; ~e 2 Xd and ~ (t) = at where a 2 [0; 1],
the �w � ~ -contraction reduces to

d(Tfe; Tf ~e) � d(e; ~e):

1.4.3 Perov-contraction

Another generalization of our interest in this dissertation was initiated by

Perov [74] in 1964, who generalized Banach contraction principle for contrac-

tion mappings on spaces enriched with vector-valued matrices. We denote 0

by them�m matrix with all zero entries. A matrix A1f is said to be conver-

gent to zero if and only if A1nf ! 0 as n!1 (see [96]). Also for some basic

de�nitions and notions regarding Perov-contraction please se[[50]; [78]; [95]]
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Theorem 1.4.2 ([74]). . Let (Xd; d) be a complete generalized-M � S
and the mapping Tf : Xd ! Xd with the property that 9 a matrix A1f 2
Mm;m(R+) such that d(Tf (e); Tf (~e)) � A1fd(e; ~e) 8 e; ~e 2 Xd. If A1f is a

matrix convergent towards zero, then

(1) Fix(Tf ) = fe�g;

(2) the sequence of successive approximations feng such that, en = fn(e0)

is convergent, and it has the limit e�, 8 e0 2 Xd.

1.4.4 Pre�síc contraction

In 1965 Pre�síc [75] also made a successful attempt to generalize the Banach

contraction. His work is stated in the following theorem.

Theorem 1.4.3. [75] Let (Xd; d) be a complete M � S , k be a positive
integer and Tf : Xk

d ! Xd be a mapping such that

d(Tf (e1; e2; � � � ; ek); Tf (e2; e3; � � � ; ek+1)) �
kX
i=1

aid(ei; ei+1) (1.5)

for every e1; e2; � � � ; ek; ek+1 2 Xd, where b1; b2; � � � ; ak are nonnegative con-
stants such that

Pk
i=1 ai < 1. Then 9 a unique point e 2 Xd such that

Tf (e; e; � � � ; e) = e. Moreover, if e1; e2; � � � ; ek are arbitrary points in Xd
and 8 n 2 N we have

en+k = Tf (en; en+1; � � � ; en+k�1) (1.6)

then the sequence feng is convergent and lim en = Tf (lim en; lim en; � � � ; lim en).

Note that a point e 2 Xd is known as F � P of Tf : Xk
d ! Xd, if

Tf (e; e; � � � ; e) = e.

Ćiríc and Pre�síc [37] further generalized the above result, please see [37].

1.4.5 Proximal contraction

Fixed point theory focuses on the techniques to solve non-linear equations

of the kind Tfe = e, where Tf is self mapping. But if Tf is not a self map-

ping, i.e Tf : A1f ! A2f where A1f and A2f are non-empty subsets of a
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M � S Xd, then the equation Tfe = e does not necessarily have solution.

Consequently, it becomes the target to �nd out such an element e which is

in any sense nearest to Tfe. In fact best approximation theory establishes

an approximate solution to the equation Tfe = e. Best proximity theorems

provide su¢ cient conditions for the existence of an element e such that the

error d(e; Tfe) is minimum. As it can be seen easily that best proximity

point theorems are simple generalization of the F � P theorems. Some best
proximity theorems may also melt down to F � P theorems, if the map-

ping is considered as a self mapping. In this regard Fan[48] proved a best

proximity theorem considering a continuous self mapping. Many authors

have extended this theorem in various directions and in this context Jleli

et al: [54] introduced the notion of �w-~ -proximal contractive type map-

pings and proved some best proximity point theorems. Later on, Ali et al:

[22] extended these notions to multivalued mappings. Many authors ob-

tained best proximity point theorems in di¤erent settings, see for example

[5, 6, 7, 13, 14, 15, 16, 44, 47, 45, 62, 77, 79, 97, 101]. Abkar and Gbeleh [7]

and Al-Thaga� and Shahzad [14, 16] investigated best proximity points for

multi-valued mappings.

Let (Xd; d) be aM � S . ForA1f ; A2f � Xd, we use the notions: d(A1f ; A2f ) =

inffd(a; b) : a 2 A1f ; b 2 A2fg, A0 = fa 2 A1f : d(a; b) = d(A1f ; A2f ) for some b 2
A2fg, B0 = fb 2 A2f : d(a; b) = d(A1f ; A2f ) for some a 2 A1fg.
A point e� 2 Xd is considered to be a best proximity point of mapping

Tf : A1f ! CLf (A2f ) if d(e�; Tfe�) = d(A1f ; A2f ). When A1f = A2f , the

best proximity point reduces to F � P of the mapping Tf .

De�nition 1.4.4. [101] Let (A1f ; A2f ) be a pair of nonempty subsets of a

M � S (Xd; d) with A0 6= ;. Then the pair (A1f ; A2f ) is considered to have
the weak P -property if and only if for any e1; e2 2 A1f and ~e1; ~e2 2 A2f ,8<:d(e1; ~e1) = d(A1f ; A2f )

d(e2; ~e2) = d(A1f ; A2f )
) d(e1; e2) � d(~e1; ~e2):

Lemma 1.4.5. Let (Xd; d) is aM � S and A2f 2 CLf (Xd). Then 8 e 2 Xd
and q > 1, there exists b 2 A2f such that d(e; b) � qd(e;A2f ).
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1.4.6 Jachymaski contraction

Jachymaski [52], generalized the Banach contraction principle on a com-

plete M � S enriched with a graph. He introduced the notion of Banach
G-contraction as follows:

De�nition 1.4.6 ([52]). Let (M;d) be a M � S , let 4 be the diagonal of

the Cartesian product Xd � Xd, and let G be a directed graph such that

the set V (G) of its vertices coincides with Xd and the set Eg(G) of its

edges contains loops; that is, Eg(G) � 4. Assume that G has no parallel

edges. A mapping Tf : Xd ! Xd is called a Banach G-contraction if (i)

e; ~e 2 Xd ((e; ~e) 2 Eg(G) ) (Tfe; Tf ~e) 2 Eg(G)), (ii) 9 �w, 0 < �w < 1

such that, e; ~e 2 Xd; (e; ~e) 2 Eg(G)) d(Tfe; Tf ~e) � �wd(e; ~e).

Further note that a mapping Tf : Xd ! Xd is called G-continuous, if 8
sequence feng in Xd with en ! e and (en; en+1) 2 Eg(G) 8 n 2 N, we have
fen ! fe.

For some other interesting extensions of Banach G-contraction we refer

to [98, 81, 55, 81, 28].
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Chapter 2

Fixed Point Theorems in

Gauge Spaces

Throughout this chapter F � P represents a �xed point, M � S represents
a metric space, C � S represents a Cauchy sequence. This chapter is aimed
on the development of F � P theory for single-valued and multivalued map-
pings in gauge and b-gauge spaces, where we will use di¤erent contraction

type-conditions. This chapter has two sections. In the �rst section, we

will introduce some Fw-type-contractions in the setting of gauge spaces and

obtain some F � P theorems for such mappings. We will utilize ideas like

�w�admissibility and Hardy-Rogers contraction mapping to prove our re-
sults.

We will derive some F � P theorems for mapping in gauges spaces with a

graph as the consequences of our results. To support and claim the validity

of our results, we will discuss an application of our results by discussing a

Volterra integral equation at the end of this section.

In the second section we will introduce some new F � P theorems for multi-
valued operators satisfying an �w�contraction in b�gauge spaces. We will
make use of the Hardy-Rogers contraction frequently to prove our results.

At the end of this section we will discuss a possible application by discussing

a Volterra integral equation, and we will also provide an example to support

our results.
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2.1 Fixed points of Fw-contractions in Gauge Spaces

In this section we generalize the results of Wardoski [99] on gauges space by

involving the ideas of Samet�s [84] on �-admissibility and the Hardy-Rogers

contraction mapping.

Through out this section S is directed set and Xd is a nonempty set

enriched with a separating complete gauge structure fd� : � 2 Sg.
We now present our �rst result of this section which is a generalization and

modi�cation of the well known Fw-contraction presented by Wardowski[99].

We generalize the Fw-contraction by omitting the property (Fw2) of De�ni-

tion 1.4.1, in Chapter 1 of this dissertation.

Theorem 2.1.1. Let Tf : Xd ! Xd be a mapping for which we have Fw in

S and a � f > 0 such that

�w(e; ~e) � 1) � f + Fw(d�(Tfe; Tf ~e)) � Fw(M(e; ~e)) 8 � 2 S; (2.1)

whereM(e; ~e) := maxfd�(e; ~e); d�(e; Tf ~e); d�(e; Tf ~e); [d�(e; Tf ~e)+d�(~e; Tf ~e)]=2g; 8 � 2
S; 8 e; ~e 2 Xd, whenever d�(Tfe; Tf ~e) 6= 0. Further, assume that the fol-

lowing conditions hold:

(i) 9 an e0 2 Xd such that �w(e0; Tfe0) � 1;

(ii) 8 e; ~e 2 Xd with �w(e; ~e) � 1, we have �(Tfe; Tf ~e) � 1;

(iii) for any sequence feng in Xd such that �w(en; en+1) � 1 8 n 2 N, and
en ! e as n!1, then ^�(en; e) � 1 8 n 2 N.

Then Tf has a F � P .

Proof. By hypothesis (i), 9 an e0 2 X with �w(e0; e1) � 1, where e1 = Tfe0.

From (2.1), we have

� f + Fw(d�(e1; e2)) = � f + Fw(d�(Tfe0; Tfe1))

� Fw(M(e; ~e))

= Fw(maxfd�(e0; e1); d�(e0; Tfe0); d�(e1; Tfe1); [d�(e0; Tfe1) + d�(e1; Tfe0)]=2g)

= Fw(maxfd�(e0; e1) + d�(e1; e2); [d�(e0; e2) + 0]=2g)

= Fw(maxfd�(e0; e1); d�(e1; e2)g) 8� 2 S:
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If the maximum is d�(e1; e2) for all � 2 S, then we have a contradiction.
Therefore we have

� f + Fw(d�(e1; e2)) � Fw(d�(e0; e1)); 8� 2 S

which, since Fw is increasing, implies that d�(e1; e2) � d�(e0; e1) for all � 2
S. Continuing the argument we obtain the fact that d�(en; en+1) for all � 2 S
is a monotone decreasing nonnegative sequence with limit  � 0. Suppose
that  > 0. Then from Theorem 2:1:1, for all n 2 N,

Fw() � Fw(d�(en; Tfen)) � Fw(d�(en�1; Tfen�1))� � f 8� 2 S

� Fw(d�(en�2; Tfen�2))� 2� f 8� 2 S

� � � � � Fw(d�(e0; Tfe0))� n� f ; 8� 2 S:

Furthermore,

Fw(d�(en; en+1)) � Fw(d�(e0; e1))� n� f 8 n 2 N and � 2 S: (2.2)

Since limn!1[Fw(d�(en; Tfen) � n� f ] = �1 for all � 2 S, 9 an integer
n1 2 N such that

Fw(d�(en; Tfen))� n� f < Fw();8n > n1 and � 2 S:

Then, for all n > n1, we have

Fw() � Fw(d�(e0; Tfe0)) < Fw() 8� 2 S;

a contradiction. Therefore

 = lim
n!1

d�(en; en+1) = 0 8� 2 S:

Let (d�)n = d�(en; en+1) 8� 2 S 8 n 2 N. From (Fw3) there exists k 2 (0; 1)
such that

lim
n!1

(d�)
k
nFw((d�)n) = 0 8� 2 S:

From (2.2) we have

(d�)
k
nF ((d�)n)� (d�)knFw((d�)0) � �(d�)knn� f � 0 8 n 2 N and � 2 S:

(2.3)
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Now if we let n!1 in (2.3), we get

lim
n!1

n(d�)
k
n = 0 8� 2 S: (2.4)

This implies that 9 n1 2 N such that n(d�)kn � 1 8 n � n1 and � 2 S. Thus,
we have

(d�)n �
1

n1=k
; 8 n � n1 and � 2 S: (2.5)

To prove that feng is a C-S. Consider m;n 2 N with m > n > n1. By

making use of triangle inequality and (2.5), we have

d�(en; em) � d�(en; en+1) + d�(en+1; en+2) + � � �+ d�(em�1; em)

=

m�1X
i=n

(d�)i �
1X
i=n

(d�)i �
1X
i=n

1

i1=k
8� 2 S:

As we know that
P1
i=1

1
i1=k

is convergent series. Thus, limn!1 d�(en; em) =

0 8� 2 S. Which implies that feng is a C-S. By completeness of Xd, 9 e� 2
Xd such that en ! e� as n!1. By condition (iii), we have �w(en; e�) � 1
8 n 2 N. We claim that d�(e�; Tfe�) = 0 8� 2 S. contradictory suppose
that d�(e�; Tfe�) > 0 for some �, 9 n0 2 N such that d�(en; Tfe�) > 0 8
n � n0. Thus 8 n � n0 by making use of triangular property and (2.1), we

have

d�(e
�; Tfe

�) � d�(e
�; en+1) + d�(en+1; Tfe

�)

= d�(e
�; en+1) + d�(Tfen; Tfe

�)

< d�(e
�; en+1) + a�d�(en; e

�) + b�d�(en; en+1) + c�d�(e
�; Tfe

�);

+e�d�(en; Tfe
�) + L�d�(e

�; en+1): (2.6)

Now if we let n!1 in (2.6), we have

d�(e
�; Tfe

�) � (c� + e�)d�(e�; Tfe�) < d�(e
�; Tfe

�):

Which is a contradiction. Thus d�(e�; Tfe�) = 0 8 � 2 S. As Xd is separat-
ing we have e� = Tfe

�.

Consequences

Now, we derive some F � P theorems for mappings on gauge space with

a graph de�ned on Xd. Throughout this subsection we assume that G is
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a directed graph, such that the set of its vertices Vg coincides with Xd

(i.e., Vg = Xd) and the set of its edges Eg is such that Eg � 4, where
4 = f(e; e) : e 2 Xdg. Let us also assume that G has no parallel edges. We

can identify G with the pair (Vg; Eg).

The following corollaries can be obtained from our results by de�ning an

�w : Xd �Xd ! [0;1) as:

�w(e; ~e) =

8<:1 if (e; ~e) 2 Eg

0 otherwise:

Corollary 2.1.2. Let Tf : Xd ! Xd be a mapping for which we have an

Fw in Fw is continuous and a � f > 0 such that

(e; ~e) 2 Eg ) � f + Fw(d�(Tfe; Tf ~e)) � Fw

�
max

n
d�(e; ~e); d�(e; Tfe); d�(~e; Tf ~e);

d�(e; Tf ~e) + d�(~e; Tfe)

2

o
+ Ld�(~e; Tfe)

�
8 � 2 S (2.7)

8 e; ~e 2 Xd whenever d�(Tfe; Tf ~e) 6= 0, where L � 0. Further suppose that
the following conditions hold:

(i) 9 an e0 2 Xd with (e0; Tfe0) 2 Eg;

(ii) 8 e; ~e 2 Xd with (e; ~e) 2 Eg we have (Tfe; Tf ~e) 2 Eg;

(iii) for any sequence feng � Xd such that en ! e as n ! 1 and

(en; en+1) 2 Eg 8 n 2 N, we have (en; e) 2 Eg 8 n 2 N.

Then Tf has a F � P .

2.1.1 Application

Consider the Volterra integral equation of the form:

u(t) =

Z f(t)

0
R(t; s; u(s))ds; t 2 I = [0;1) (2.8)

where f : I ! R is a continuous function with 0 � f(t) 8 t 2 I and

R : I�I�R! R is a continuous and nondecreasing function(nondecreasing
in the third coordinate). Let Xd = (C[0;1);R) be the space of all real
valued continuous functions. De�ne the family of pseudonorms by kukn =
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maxt2[0;n]fju(t)j exp(�j� f tj)g, 8 n 2 N. By making use of this family of
pseudonorms we get a family of pseudo metrics as dn(u; v) = ju � vjn.
Clearly, Fw = fdn : n 2 Ng de�nes a gauge structure on Xd, which is

complete and separating. De�ne the graph G = (Vg; Xd), as Vg = Xd and

Eg = f(u; v) : u(t) � v(t) 8tg.
Now we will introduce an existence theorem for the solution of ??.

Theorem 2.1.3. Let Xd = (C[0;1);R) and suppose the operator Tf :
Xd ! Xd is de�ne by

Tfu(t) =

Z f(t)

0
R(t; s; u(s))ds; t 2 I = [0;1);

where f : I ! R is a continuous function with 0 � f(t) 8 t 2 I and

R : I� I�R! R is a continuous and nondecreasing function. Assume that
the following conditions hold:

(i) 9 a � f > 0 and a k : Xd ! [0;1) such that, 8 (u; v) 2 Eg and

t; s 2 [0; n], we have

jR(t; s; u)�R(t; s; v)j � exp(�� f )
k(u+ v)

dn(u; v) 8 n 2 N;

moreover, ��� Z f(t)

0

1

k(u(s) + v(s))
ds
��� � expj� f tj

8 t 2 I;

(ii) 9 a u0 2 Xd such that (u0; Tfu0) 2 Eg;

(iii) 8 u; v 2 Xd with (u; v) 2 Eg we have (Tfu; Tfv) 2 Eg;

(iv) for any sequence fung � Xd such that un ! u as n ! 1 and

(un; un+1) 2 Eg 8 n 2 N, we have (un; u) 2 Eg 8 n 2 N.

Then the integral equation (2.8) has at least one solution.
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Proof. For any (u; v) 2 Eg and t 2 [0; n] 8 n � 1, we have

jTfu(t)� Tfv(t)j �
Z f(t)

0
jR(t; s; u(s))�R(t; s; v(s))jds

�
Z f(t)

0

exp(�� f )
k(u(s) + v(s))

dn(u; v)ds

= exp(�� f )dn(u; v)
Z f(t)

0

1

k(u(s) + v(s))
ds

� exp(j� f tj) exp(�� f )dn(u; v):

Thus, we have

jTfu(t)� Tfv(t)j exp(�j� f tj) � exp(�� f )dn(u; v):

Equivalently,

dn(Tfu; Tfv) � exp(�� f )dn(u; v):

Since the natural logarithm belongs to Fw, applying it to the above inequal-

ity, we get

ln(dn(Tfu; Tfv)) � ln(exp(�� f )dn(u; v)):

After some simpli�cation, we get

� f + ln(dn(Tfu; Tfv)) � ln(dn(u; v)) 8 n 2 N:

Thus Tf satis�es (2.1.2) with an = 1, and bn = cn = en = Ln = 0 8
n 2 N and Fw(u) = lnu. As R is nondecreasing, for (u; v) 2 Eg, we have

(Tfu; Tfv) 2 Eg. Further, all of the other conditions of the above Corollary
2.1.2, follows immediately from the hypothesis of the theorem. Thus, 9 a
F-P of the operator Tf ; that is, integral equation (2.8) has at least one

solution.

2.2 Fixed points of �w-contractions in b-gauge spaces

In this section we introduce some multivalued �w-contractions on b-gauge

spaces. We also prove the existence of F � P�s of multivalued mappings
satisfying one of these conditions. The applicability of our results is shown

at the end of this section.
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Through out this section, S is directed set and Xd is a nonempty set

enriched with a separating complete bs-gauge structure Fw = fd� : � 2 Sg.
Further, �w : Xd�Xd ! [0;1) be a mapping. For each d� 2 Fw, CL�(Xd)
denote the set of all nonempty closed subsets of Xd with respect to dv.

For each � 2 S and A1f ; A2f 2 CL�(Xd), the function H� : CL�(Xd) �
CL�(Xd)! [0;1) de�ned by

H�(A1f ; A2f ) =

8<:max
n
supe2A1f d�(e;A2f ); sup~e2A2f d�(~e;A1f )

o
; if the maximum exists;

1; otherwise

is a generalized Hausdor¤ bs-pseudo metric on CL�(Xd). We denote by

CLf (Xd) the set of all nonempty closed subsets in the bs-gauge space (Xd;T(Fw)).

Theorem 2.2.1. Let Tf : Xd ! CLf (Xd) be a mapping such that, 8 � 2 S,
we have

H�(Tfe; Tf ~e) � a�d�(e; ~e)+b�d�(e; Tfe)+c�d�(~e; Tf ~e)+e�d�(e; Tf ~e)+L�d�(~e; Tfe) 8 �w(e; ~e) � 1
(2.9)

where, a�; b�; c�; e�; L� � 0, and s2a� + s2b� + s2c� + 2s3e� < 1.

Further, assume that the following conditions hold:

(i) 9 an e0 2 Xd and an e1 2 Tfe0 such that �w(e0; e1) � 1;

(ii) if �w(e; ~e) � 1 then, for a u 2 Tfe and a v 2 Tf ~e, we have �w(u; v) � 1;

(iii) if feng is a sequence in Xd such that �w(en; en+1) � 1 8 n 2 N and
en ! e as n!1, then �w(en; e) � 1 8 n 2 N;

(iv) 8 fq� : q� > 1g�2S and e 2 Xd 9 ~e 2 Tfe such that

d�(e; ~e) � q�d�(e; Tfe) 8 � 2 S:

Then Tf has a F � P .

Proof. By hypothesis (i), 9 an e0; e1 2 Xd such that e1 2 Tfe0 and �w(e0; e1) �
1. Now, it follows from (2.9) that

H�(Tfe0; Tfe1) � a�d�(e0; e1)+b�d�(e0; Tfe0)+c�d�(e1; Tfe1)+e�d�(e0; Tfe1)+L�d�(e1; Tfe0) 8 � 2 S:
(2.10)
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Since d�(e1; Tfe1) � H�(Tfe0; Tfe1) and d�(e0; Tfe1) � s[d�(e0; e1) +

d�(e1; Tfe1)], from (2.10), we get

d�(e1; Tfe1) �
1

��
d�(e0; e1) (2.11)

where, �� =
1�c��se�
a�+b�+se�

> 1. Using hypothesis (iv) 9 an e2 2 Tfe1 such that

d�(e1; e2) �
q
��d�(e1; Tfe1): (2.12)

Combining (2.11) and (2.12) we get

d�(e1; e2) �
1p
��
d�(e0; e1) 8 � 2 S: (2.13)

Hypothesis (ii) implies that �w(e1; e2) � 1. Continuing in the same way, we
get a sequence femg in Xd such that �w(em; em+1) � 1 and

d�(em; em+1) �
� 1p

��

�m
d�(e0; e1) 8 � 2 S:

For convenience we assume that �� =
1p
��
8 � 2 S. We shall now show

that femg is a C-S. For each m; p 2 N and � 2 S, we have

d�(em; em+p) �
m+p�1X
i=m

sid�(ei; ei+1)

�
m+p�1X
i=m

si(��)
id�(e0; e1)

�
1X
i=m

(s��)
id�(e0; e1) <1 (Asweknowthat s�� < 1):

This implies that femg is a C-S in Xd. By completeness of Xd, we have an
e� 2 Xd such that em ! e� as m ! 1: By making use of hypothesis (iii),
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triangle inequality and (2.9), we have

d�(e
�; Tfe

�) � sd�(e
�; em�1) + sd�(em�1; Tfe

�)

� sd�(e
�; em�1) + sH�(Tfem; Tfe

�)

� sd�(e
�; em�1) + sa�d�(em; e

�) + sb�d�(em; Tfem) +

sc�d�(e
�; Tfe

�) + se�d�(em; Tfe
�) + sL�dn(e

�; Tfem)

� sd�(e
�; em�1) + sa�d�(em; e

�) + sb�d�(em; em+1) +

sc�d�(e
�; Tfe

�) + se�d�(em; Tfe
�) + sL�d�(e

�; em+1)

� sd�(e
�; em�1) + sa�d�(em; e

�) + sb�d�(em; em+1) +

sc�d�(e
�; Tfe

�) + se�[sd�(em; e
�) + sd�(e

�; Tfe
�)]

+sL�d�(e
�; em+1) 8 � 2 S:

Letting m!1, we get

d�(e
�; Tfe

�) � (sc� + s2e�)d�(e�; Tfe�) 8 � 2 S;

which is only possible if d�(e�; Tfe�) = 0. Since the structure fd� : � 2 Sg
on Xd is separating, we have e� 2 Tfe�.

In case of single valued mapping Tf : Xd ! Xd, we have the following

result:

Theorem 2.2.2. Let Tf : Xd ! Xd be a mapping such that 8 � 2 S, we
have

d�(Tfe; Tf ~e) � a�d�(e; ~e)+b�d�(e; Tfe)+c�d�(~e; Tf ~e)+e�d�(e; Tf ~e)+L�d�(~e; Tfe) 8 �w(e; ~e) � 1
(2.14)

where, a�; b�; c�; e�; L� � 0, and sa� + sb� + sc� + 2s2e� < 1.

Further, assume that the following conditions hold:

(i) 9 an e0 2 Xd such that �w(e0; Tfe0) � 1;

(ii) if �w(e; ~e) � 1, then �w(Tfe; Tf ~e) � 1;

(iii) if feng is a sequence in Xd such that �w(en; en+1) � 1 8 n 2 N and
en ! e as n!1, then �w(en; e) � 1 8 n 2 N;
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Then Tf has a F � P .

~	s2 denotes the family of nondecreasing functions ~ : [0;1) ! [0;1)
such that:

(~ 1) ~ (0) = 0;

(~ 2) ~ (�t) = �~ (t) < �t 8 �; t > 0 ;

(~ 3)
P1
i=1 s

2i~ 
i
(t) <1, where s � 1.

Note that in the following theorems we have used the gauge structure

with s > 1.

Theorem 2.2.3. Let Tf : Xd ! CLf (Xd) be a mapping such that 8 � 2 S
we have

H�(Tfe; Tf ~e) � ~ �(maxfd�(e; ~e); d�(e; Tfe); d�(~e; Tf ~e);
1

2s
[d�(e; Tf ~e) + d�(~e; Tfe)]g)

+L�d�(~e; Tfe) 8 �w(e; ~e) � 1 (2.15)

where, ~ � 2 ~	s2 and L� � 0. Further, assume that the following conditions
hold:

(i) 9 an e0 2 Xd and e1 2 Tfe0 such that �w(e0; e1) � 1;

(ii) if �w(e; ~e) � 1, 8 u 2 Tfe and v 2 Tf ~e, we have �w(u; v) � 1;

(iii) if feng is a sequence in Xd such that �w(en; en+1) � 1 8 n 2 N and
en ! e as n!1, then �w(en; e) � 1 8 n 2 N;

(iv) 8 e 2 Xd, we have ~e 2 Tfe such that

d�(e; ~e) � sd�(e; Tfe) 8 � 2 S:

Then Tf has a F � P .
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Proof. By hypothesis we have an e0 2 Xd and e1 2 Tfe0 such that �w(e0; e1) �
1. From (2.15), we get

d�(e1; Tfe1) � H�(Tfe0; Tfe1)

� ~ �(maxfd�(e0; e1); d�(e0; Tfe0); d�(e1; Tfe1);
1

2s
[d�(e0; Tfe1) + d�(e1; Tfe0)]g) + L�d�(e1; Tfe0)

� ~ �(maxfd�(e0; e1); d�(e0; e1); d�(e1; Tfe1);
1

2s
[s(d�(e0; e1) + d�(e1; Tfe1))]g) + L�:0

= ~ �(d�(e0; e1)) 8 � 2 S: (2.16)

Otherwise we have a contradiction. By hypothesis (iv), for e1 2 Xd, we have
an e2 2 Tfe1 such that

d�(e1; e2) � sd�(e1; Tfe1) � s~ �(d�(e0; e1)) 8 � 2 S: (2.17)

Applying ~ �, we have

~ �(d�(e1; e2)) � ~ �(s
~ �(d�(e0; e1))) = s~ 

2
�(d�(e0; e1)) 8 � 2 S:

By hypothesis (ii), it is clear that �w(e1; e2) � 1. Again, from (2.15), we

obtain the following inequality after some simpli�cation.

d�(e2; Tfe2) � H�(Tfe1; Tfe2) � ~ �(d�(e1; e2)) 8 � 2 S: (2.18)

By hypothesis (iv), for e2 2 Xd, we have an e3 2 Tfe2 such that

d�(e2; e3) � sd�(e2; Tfe2) � s~ �(d�(e1; e2)) � s2~ 
2
�(d�(e0; e1)) 8 � 2 S:

(2.19)

Clearly, �w(e2; e3) � 1. Proceeding in the same way, we get a sequence femg
in Xd such that �w(em; em+1) � 1 and

d�(em; em+1) � sm~ 
m
� (d�(e0; e1)) 8 � 2 S:

We now show that femg is a Cauchy sequence. For m; p 2 N, we have

d�(em; em+p) �
m+p�1X
i=m

sid�(ei; ei+1)

�
m+p�1X
i=m

s2i~ 
i
�(d�(e0; e1)) <1:
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This implies that femg is a C-S in Xd. By completeness of Xd, we have
an e� 2 Xd such that em ! e� as m ! 1: Using hypothesis (iv), triangle
inequality, and (2.15), we have

d�(e
�; Tfe

�) � sd�(e
�; em�1) + sd�(em�1; Tfe

�)

� sd�(e
�; em�1) + sH�(Tfem; Tfe

�)

� sd�(e
�; em�1) + s~ �(maxfd�(em; e�); d�(em; Tfem); d�(e�; Tfe�);

1

2s
[d�(em; Tfe

�) + d�(e
�; Tfem)]g) + L�d�(e�; Tfem)

< sd�(e
�; em�1) + smaxfd�(em; e�); d�(em; em+1); d�(e�; Tfe�);

1

2s
[d�(em; Tfe

�) + d�(e
�; em+1)]g+ L�d�(e�; em+1)

� sd�(e
�; em�1) + smaxfd�(em; e�); d�(em; em+1); d�(e�; Tfe�);

1

2s
[sd�(em; e

�) + sd�(e
�; Tfe

�) + d�(e
�; em+1)]g

+L�d�(e
�; em+1) 8 � 2 S:

Now if we let m!1, we get

d�(e
�; Tfe

�) � sd�(e
�; Tfe

�):

This is not possible, if d�(e�; Tfe�) > 0. Thus, d�(e�; Tfe�) = 0 8 � 2 S.
As we know that the structure fd� : � 2 Sg on Xd is separating, we have
an e� 2 Tfe�.

By considering Tf : Xd ! Xd in above theorem we get the following one.

Theorem 2.2.4. Let Tf : Xd ! Xd be a mapping such that 8 � 2 S, we
have

d�(Tfe; Tf ~e) � ~ �(maxfd�(e; ~e); d�(e; Tfe); d�(~e; Tf ~e);
1

2s
[d�(e; Tf ~e) + d�(~e; Tfe)]g)

+L�d�(~e; Tfe) 8 �w(e; ~e) � 1 (2.20)

where ~ � 2 ~	s2 . Assume that the following conditions hold:

(i) 9 an e0 2 Xd such that �w(e0; Tfe0) � 1;

(ii) if �w(e; ~e) � 1, then �w(Tfe; Tf ~e) � 1;

(iii) if feng is a sequence in Xd such that �w(en; en+1) � 1 8 n 2 N and
en ! e as n!1, then �w(en; e) � 1 8 n 2 N.

26



Then Tf has a F � P .

We shall now introduce a F � P theorem containing Feng-liu type �w-

contraction:

Theorem 2.2.5. Let Tf : Xd ! CLf (Xd) be a mapping such that 8 � 2 S,
we have

d�(~e; Tf ~e) � ~ �(d�(e; ~e)) 8 �w(e; ~e) � 1 with e 2 Xd and ~e 2 Tfe (2.21)

where, ~ � 2 ~	s2 . Further, assume that the following conditions hold:

(i) 9 an e0 2 Xd and e1 2 Tfe0 such that �w(e0; e1) � 1;

(ii) 8 e 2 Xd and ~e 2 Tfe with �w(e; ~e) � 1, we have �w(~e; v) � 1 8
v 2 Tf ~e;

(iii) 8 e 2 Xd, we have ~e 2 Tfe such that

d�(e; ~e) � sd�(e; Tfe) 8 � 2 S:

Then Tf has a F � P , provided that d�(e; Tfe) is lower semi continuous,
8 � 2 S.

Proof. By hypothesis (i) we have an e0 2 Xd and e1 2 Tfe0 such that

�w(e0; e1) � 1. From (2.21), we get

d�(e1; Tfe1) � ~ �(d�(e0; e1)) 8 � 2 S: (2.22)

By hypothesis (iii), for e1 2 Xd, we have an e2 2 Tfe1 such that

d�(e1; e2) � sd�(e1; Tfe1) � s~ �(d�(e0; e1)) 8 � 2 S: (2.23)

Applying ~ �, we have

~ �(d�(e1; e2)) � ~ �(s
~ �(d�(e0; e1))) = s~ 

2
�(d�(e0; e1)) 8 � 2 S:

By hypothesis (ii), it is clear that �w(e1; e2) � 1. Again from (2.21), we

have

d�(e2; Tfe2) � ~ �(d�(e1; e2)) 8 � 2 S: (2.24)
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By hypothesis (iii), for e2 2 Xd, we have an e3 2 Tfe2 such that

d�(e2; e3) � sd�(e2; Tfe2) � s~ �(d�(e1; e2)) � s2~ 
2
�(d�(e0; e1)) 8 � 2 S:

(2.25)

Clearly, �w(e2; e3) � 1. Proceeding in the same way, we get a sequence femg
in Xd such that �w(em; em+1) � 1 and

d�(em; em+1) � sm~ 
m
� (d�(e0; e1)) 8 � 2 S:

We shall now show that femg is a C-S. For m; p 2 N, we have

d�(em; em+p) �
m+p�1X
i=m

sid�(ei; ei+1)

�
m+p�1X
i=m

s2i~ 
i
�(d�(e0; e1)) <1:

This implies that femg is a C-S in Xd. By completeness of Xd, we have an
e� 2 Xd such that em ! e� asm!1. Thus, we have limm!1 d�(em; Tfem) =

0. By lower semi continuity of d�(e; Tfe) and last fact, we conclude that

d�(e
�; Tfe

�) = 0 8 � 2 S. As we know that the structure fd� : � 2 Sg on
Xd is separating, thus e� 2 Tfe�.

For singlevalued mapping the above theorem reduces to following:

Theorem 2.2.6. Let Tf : Xd ! Xd be a mapping such that 8 � 2 S we

have

d�(Tfe; T
2
f e) � ~ �(d�(e; Tfe)) 8 �w(e; Tfe) � 1; e 2 Xd

where, ~ � 2 ~	s2 . Further, assume that the following conditions hold:

(i) 9 an e0 2 Xd such that �w(e0; Tfe0) � 1;

(ii) 8 e 2 Xd with �w(e; Tfe) � 1, we have �w(Tfe; T 2f e) � 1;

Then Tf has a F � P , provided d�(e; Tfe) is lower semi continuous, 8
� 2 S.
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2.2.1 Application and Example

Consider the Volterra integral equation of the form:

u(t) =

Z t

a
R(t; s; u(s))ds; t 2 I = [0;1) (2.26)

where R : I � I � R ! R is a continuous and nondecreasing function(i.e

nondecreasing in the third coordinate).

Let Xd = (C[0;1);R). De�ne the family of b2-pseudo norms by kukn =
maxt2[0;n](u(t))

2, n 2 N. By making use of this family of b2-pseudonorms
we get a family of b2-pseudo metrics as dn(u; v) = ju � vjn. Clearly, Fw =
fdn : n 2 Ng de�nes a b2-gauge structure on Xd, which is complete and
separating. De�ne �w : Xd �Xd ! [0;1) by

�w(u; v) =

8<:1 if u(t) � v(t) 8t 2 I

0 otherwise:

Theorem 2.2.7. Let Xd = (C[0;1);R) and let the operator Tf : Xd ! Xd

is de�ne by

Tfu(t) =

Z t

0
R(t; s; u(s))ds; t 2 I = [0;1)

where R : I�I�R! R is a continuous and nondecreasing function. Assume
that the following conditions hold:

(i) 8 t; s 2 [0; n] and u; v 2 Xd with u(s) � v(s), 9 a continuous mapping
p : I � I ! I such that

jR(t; s; u(s))�R(t; s; v(s))j �
p
k(t; s)dn(e; ~e) 8 n 2 N;

(ii) supt�0
R t
0

p
k(t; s)ds = a < 1p

2
;

(iii) 9 a u0 2 Xd such that

u0(t) �
Z t

0
R(t; s; u0(s))ds:

Then the integral equation (2.26) has at least one solution.
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Proof. We shall �rst show that 8 �w(u; v) � 1, the inequalities (2.9) holds.
For any �w(u; v) � 1 and t 2 [0; n] 8 n � 1, we have

(Tfu(t)� Tfv(t))2 �
�Z t

0
jR(t; s; u(s))�R(t; s; v(s))jds

�2
�

�Z t

0

p
k(t; s)dn(u; v)ds

�2
=

�Z t

0

p
k(t; s)ds

�2
dn(u; v)

= a2dn(u; v):

Thus we get dn(Tfu; Tfv) � a2dn(u; v) 8 �w(u; v) � 1 and n 2 N with a2 <
1=2. This implies that (2.9) holds with an = a2, and bn = cn = en = Ln = 0

8 n 2 N. As R is nondecreasing, 8 u � v, we have Tfu � Tfv. Hence for

�w(u; v) � 1, implies �w(Tfu; Tfv) � 1. Therefore, by Theorem 2.2.2, 9 a
F-P of the operator Tf ; so that, the integral equation (2.26) has at least one

solution.

We now give an example to support of our result:

Example 2.2.8. Let Xd = C([0; 10];R) is the space of twice di¤erentiable
functions, enriched with the dn(e(t); ~e(t)) = maxt2[0;n](e(t) � ~e(t))2 8 n 2
f1; 2; 3; � � � ; 10g. Consider the operator Tf : Xd ! Xd is de�ned by Tfe(t) =
d2e(t)
dt2

and �w : Xd �Xd ! [0;1) is de�ned by

�w(e; ~e) =

8<:1 if e,~e are linear or constant functions

0 otherwise

It is easy to see that 2.20 holds with an = 1=2 and bn = cn = en = Ln = 0 8
n 2 f1; 2; 3; � � � ; 10g. For e0 = t and e1 = Tfe0 = 0, we have �w(e0; Tfe0) =

1. Further, 8 �w(e; ~e) = 1, we have �w(Tfe; Tf ~e) = 1. Moreover, 8 sequence
femg in Xd such that �w(em; em+1) = 1 8 m 2 N and em ! e as m ! 1,
then �w(em; e) = 1 8 m 2 N. Therefore, all of Theorem 2.2.2 conditions

hold. Thus Tf has a F � P .
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Chapter 3

Fixed Point Theorems in

Vector-Valued Metric Spaces

Throughout this chapter F � P represents a �xed point, M � S represents
a metric space, C � S represents a Cauchy sequence. This chapter consists
of two sections. In the �rst section we have proved some F � P theorems

for mappings in generalized M � S enriched with graph. In this section we
have proved theorems for a single metric and for two metrics as well. Along

with results for singled valued mapping, We have also obtained results for

multi-valued mappings for both, single metric and two metrics. To show the

validity of our results, we have also constructed an example in this section.

In the second section we have used a di¤erent approach to extend Perov�s [74]

F � P theorem. We have used the Presic [75] type contraction condition in
this section to prove our results. We have proved Perov�s F � P theorems

for single and two metrics. An example is also constructed to show the

importance of our results

3.1 Generalized metric space enriched with graph

This section deals with the generalized M � S . We will prove some F � P
theorems in this space with the help of graph.

Throughout this section, (Xd; dg) is a generalized M � S and we will

denote G = (Vg; Eg) as a directed graph such that the set Vg of its vertices
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coincides withXd and the set Eg of its edges contains loops; so that, Eg � 4,
where 4 is the diagonal of the Cartesian product Xd �Xd.

Theorem 3.1.1. Let (Xd; dg) be a complete generalized M � S enriched
with the graph G and let Tf : Xd ! Xd be an edge preserving mapping with

A1f ; A2f 2Mm;m(R+) such that

dg(Tfe; Tf ~e) � A1fdg(e; ~e) +A2fdg(~e; Tfe) (3.1)

8 (e; ~e) 2 Eg. Assume that the following conditions hold:

(i) the matrix A1f converges toward zero;

(ii) 9 an e0 2 Xd such that (e0; Tfe0) 2 Eg;

(iii) a. Tf is a G-continuous;

or

b. 8 sequence feng 2 Xd such that en ! e and (en; en+1) 2 Eg 8
n 2 N, we have (en; e) 2 Eg 8 n 2 N.

Then Tf has a F � P . Moreover, if 8 e; ~e 2 Fix(Tf ), we have (e; ~e) 2 Eg
and A1f +A2f converges to zero, then we have a unique F � P .

Proof. By hypothesis (ii), we have (e0; Tfe0) 2 Eg. Take e1 = Tfe0. From

(3.1), we have

dg(e1; e2) = dg(Tfe0; Tfe1) � A1fdg(e0; e1) +A2fdg(e1; Tfe0)

= A1fdg(e0; e1): (3.2)

As Tf is edge preserving mapping, then (e1; e2) 2 Eg, again from (3.1), we

have

dg(e2; e3) = dg(Tfe1; Tfe2) � A1fdg(e1; e2) +A2fdg(e2; Tfe1)

� A1
2
fdg(e0; e1) (by using (3.2))

Proceeding in the same way, we get a sequence feng � Xd, such that en =

Tfen�1; (en�1; en) 2 Eg and

dg(en; en+1) � A1
n
fdg(e0; e1); 8 n 2 N:
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Now 8 n;m 2 N. By making use of triangle inequality we get

dg(en; en+m) �
n+m�1X
i=n

dg(ei; ei+1)

�
n+m�1X
i=n

A1
i
fdg(e0; e1)

� A1
n
f

 1X
i=0

A1
i
f

!
dg(e0; e1)

= A1
n
f (I �A1f )�1dg(e0; e1):

Now if we let n ! 1 in the above inequality we get, dg(en; en+m) ! 0.

As we know that A1f is converging towards zero. Thus, the sequence feng
is a C-S. As Xd is complete. Then 9 an e� 2 Xd, such that en ! e�: If

hypothesis (iii.a) holds, then we have Tfen ! Tfe
�; so that en+1 ! Tfe

�.

Thus, Tfe� = e�: If (iii.b) holds, then we have (en; e�) 2 Eg 8n 2 N. From
(3.1), we have

dg(en+1; Tfe
�) = dg(Tfen; Tfe

�) � A1fdg(en; e
�)+A2fdg(e

�; Tfen) = A1fdg(en; e
�)+A2fdg(e

�; en+1)

Now if we let n ! 1, in the above inequality, we obtain dg(e�; Tfe�) = 0.
This shows that e� = Tfe

�. Further, suppose that e; ~e 2 Fix(Tf ) and

(e; ~e) 2 Eg, then by (3.1), we have

dg(e; ~e) � A1fdg(e; ~e) +A2fdg(e; ~e):

So that,

(I � (A1f +A2f ))dg(e; ~e) � 0:

As we know that the matrix I�(A1f+A2f ) is nonsingular, then dg(e; ~e) = 0.
Thus, we have Fix(Tf ) = feg.

Remark 3.1.2. If we assume that Eg = Xd � Xd and A2f = 0 then the

above discussed theorems reduces to Theorem 1.4.2.

Example 3.1.3. LetXd = R2 enriched with a generalized-metric de�ned by

dg(e; ~e) =

 
je1 � ~e1j
je2 � ~e2j

!
8 e = (e1; e2); ~e = (~e1; ~e2) 2 R2. And an operator
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de�ned by

Tf : R2 ! R2; Tf (e; ~e) =

8<:
�
2e
3 �

~e
3 + 1;

~e
3 + 1

�
for (e; ~e) 2 Xd with e � 3�

2e
3 �

~e
3 + 1;�

5e
3 +

~e
3 + 1

�
for (e; ~e) 2 Xd with e > 3:

If we consider Tf (e; ~e) = (Tf1(e; ~e); Tf2(e; ~e)), where

Tf1(e; ~e) =
2e

3
� ~e

3
+ 1

and

Tf2(e; ~e) =

8<:
~e
3 + 1 if e � 3

�5e
3 +

~e
3 + 1 if e > 3;

then it can be easily seen that

jTf1(e1; e2)� Tf1(~e1; ~e2)j �
2

3
je1 � ~e1j+

1

3
je2 � ~e2j

and

jTf2(e1; e2)� Tf2(~e1; ~e2)j �

8<:
1
3 je2 � ~e2j if e1; ~e1 � 3
5
3 je1 � ~e1j+

1
3 je2 � ~e2j otherwise:

8 (e1; e2), (~e1; ~e2) 2 Xd. A graph de�ned by G = (Vg; Eg) such that Vg = R2

and Eg = f((e1; e2); (~e1; ~e2)) : e1; e2; ~e1; ~e2 2 [0; 3]g [ f(~~e; ~~e) : ~~e 2 R2g. Now
8 (e; ~e) 2 Eg, we have

dg(Tfe; Tf ~e) =

 
jTf1(e1; e2)� Tf1(~e1; ~e2)j
jTf2(e1; e2)� Tf2(~e1; ~e2)j

!
�

0BB@
2
3

1
3

0 1
3

1CCA
 
je1 � ~e1j
je2 � ~e2j

!
= A1fdg(e; ~e):

Moreover, it can be easily seen that all the other conditions of Theorem

3.1.1 hold, thus, Tf has a F � P , So that e = Tfe = (Tf1e; Tf2e), where

e = (1:5; 1:5).

We shall now prove some results which deal with a mapping on two

C-M-S.

Theorem 3.1.4. Let Xd be a non-empty set enriched with the graph G

and two metrics dg; �. Let Tf : (Xd; �) ! (Xd; �) be an edge preserving

mapping with A1f ; A2f 2Mm;m(R+) such that

�(Tfe; Tf ~e) � A1f�(e; ~e) +A2f�(~e; Tfe) 8 (e; ~e) 2 Eg: (3.3)

Assume that the following conditions hold:
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(i) the matrix A1f converges towards zero;

(ii) 9 an e0 2 Xd such that (e0; T fe0) 2 Eg;

(iii) Tf : (Xd; dg)! (Xd; dg) is a G-contraction;

(iv) 9 an ~A3 2 Mm;m(R+) such that dg(Tfe; Tf ~e) � �(e; ~e): ~A3, whenever,

9 a path between e and ~e;

(v) (Xd; dg) is complete generalize-M � S .

Then Tf has a F � P . Moreover, if, 8 e; ~e 2 Fix(Tf ), we have (e; ~e) 2 Eg
and A1f +A2f converges to zero then we have a unique F � P .

Proof. By hypothesis (ii), we have (e0; Tfe0) 2 Eg. Take an e1 = Tfe0.

From (3.3), we have,

�(e1; e2) = �(Tfe0; Tfe1) � A1f�(e0; e1) +A2f�(e1; Tfe0)

= A�(e0; e1):

As Tf is edge preserving, then (e1; e2) 2 Eg. Again from (3.3), we have

�(e2; e3) = �(Tfe1; Tfe2) � A1f�(e1; e2) +A2f�(e2; Tfe1)

= A1
2
f�(e0; e1):

Proceeding in the same way we get a sequence feng in Xd such that en =
Tfen�1; (en�1; en) 2 Eg, and

�(en; en+1) � A1
n
f�(e0; e1) 8n 2 N:

We will now show that feng is a C-S in (Xd; �). By making use of triangle
inequality, we get

�(en; en+m) �
n+m�1X
i=n

�(ei; ei+1)

�
n+m�1X
i=n

Ai�(e0; e1)

� A1
n
f

 1X
i=0

A1
i
f

!
�(e0; e1)

= A1
n
f (I �A1f )�1�(e0; e1);
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as we know that A1f converges towards zero. Thus feng is a C-S in (Xd; �).
By the construction of this sequence, 8 n;m 2 N, we have a path between
en and en+m. Now, if we use hypothesis (iv), we will obtain

dg(en+1; en+m+1) = dg(Tfen; Tfen+m)

� �(en; en+m):C

� A1
n
f (I �A1f )�1�(e0; e1): ~A3

This shows that feng is also Cauchy in (Xd; dg). As (Xd; dg) is complete,
so 9 an e� 2 Xd, such that en ! e�. By hypothesis (iii) we will have

limn!1 dg(Tfen; Tfe
�) = 0. As en+1 = Tfen 8 n 2 N. Thus, e� is a F-P of

Tf . Further suppose that e; ~e 2 Fix(Tf ) and (e; ~e) 2 Eg, then by (3.3), we
have

�(e; ~e) � A1f�(e; ~e) +A2f�(~e; e):

So that,

(I � (A1f +A2f ))�(e; ~e) � 0:

As we know that, the matrix I�(A1f+A2f ) is nonsingular, then �(e; ~e) = 0.
Thus, we obtain Fix(Tf ) = feg.

We can also extend theorem 3.1.1 for multivalued mappings in the fol-

lowing way.

Theorem 3.1.5. Let (Xd; dg) be a complete generalized M � S enriched
with the graph G and let Tf : Xd ! Clf (Xd) be a multi-valued mapping

with A1f ; A2f 2 Mm;m(R+), such that 8 (e; ~e) 2 Eg and a u 2 Tfe, there
exists a v 2 Tf ~e satisfying

dg(u; v) � A1fdg(e; ~e) +A2fdg(~e; u): (3.4)

Assume that the following conditions hold:

(i) the matrix A1f converges towards zero;

(ii) 9 an e0 2 Xd and e1 2 Tfe0 such that (e0; e1) 2 Eg;

(iii) 8 u 2 Tfe and v 2 Tf ~e with dg(u; v) � A1fdg(e; ~e) we have (u; v) 2 Eg
whenever (e; ~e) 2 Eg;
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(iv) 8 sequence feng in Xd such that en ! e and (en; en+1) 2 Eg 8 n 2 N,
we have (en; e) 2 Eg 8 n 2 N.

Proof. By the above hypothesis (ii), we have an e0 2 Xd and e1 2 Tfe0 with (e0; e1) 2
Eg. From (3.4), for (e0; e1) 2 Eg, we have an e2 2 Tfe1 such that

dg(e1; e2) � A1fdg(e0; e1) +A2fdg(e1; e1)

= A1fdg(e0; e1): (3.5)

By hypothesis (iii) and (3.5), we have (e1; e2) 2 Eg. Again from (3.4), for

(e1; e2) 2 Eg and an e2 2 Tfe1, we have an e3 2 Tfe2 such that

dg(e2; e3) � A1fdg(e1; e2) +A2fdg(e2; e2)

� A1
2
fdg(e0; e1) ( by using (3.5)):

Proceeding in the same way, we will get a sequence feng in Xd such that
en 2 Tfen�1, (en�1; en) 2 Eg and

dg(en; en+1) � A1
n
fdg(e0; e1); 8 2 N:

For each n;m 2 N: By making use of triangle inequality we will have,

dg(en; en+m) �
n+m�1X
i=n

dg(ei; ei+1)

�
n+m�1X
i=n

A1
i
fdg(e0; e1)

� A1
n
f

 1X
i=0

A1
i
f

!
dg(e0; e1)

= A1
n
f (I �A1f )�1dg(e0; e1):

As we know that the matrix A1f converges towards 0. Thus the sequence

feng is a Cauchy sequence in Xd. As Xd is complete. Then 9 an e� 2 Xd,
such that en ! e�. By hypothesis (iv) we have (en; e�) 2 Eg, 8 n 2 N. From
(3.4), for (en; e�) 2 Eg and en+1 2 Tfen we have w� 2 Tfe� such that

dg(en+1; w
�) � A1fdg(en; e

�) +A2fdg(e
�; en+1):

Now, if, we let n ! 1 in the above inequality, we get dg(e�; w�) = 0, so

that, e� = w�. Thus e� 2 Tfe�.
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Theorem 3.1.1 is extended for multivalued mappings for two C-M-S in

the following theorem.

Theorem 3.1.6. Let Xd be a non-empty set enriched with the graph G

and two metrics dg; �. Let Tf : Xd ! Clf (Xd) be a multi-valued mapping

with A1f ; A2f 2Mn;n(R+), such that 8 (e; ~e) 2 Eg and u 2 Tfe there exists
v 2 Tf ~e satisfying

�(u; v) � A1f�(e; ~e) +A2f�(~e; u): (3.6)

Assume that the following conditions hold:

(i) the matrix A1f converges towards zero;

(ii) 9 an e0 2 Xd and e1 2 Tfe0 such that (e0; e1) 2 Eg;

(iii) 8 u 2 Tfe and v 2 Tf ~e with �(u; v) � A1f�(e; ~e) we have (u; v) 2 Eg
whenever (e; ~e) 2 Eg;

(iv) (Xd; dg) is complete generalize M � S ;

(v) 9 a ~A3 2Mm;m(R+) such that dg(e; ~e) � �(e; ~e): ~A3, whenever, 9 a path
between e and ~e;

(vi) 8 sequence feng in Xd such that en ! e and (en; en+1) 2 Eg 8 n 2 N,
we have (en; e) 2 Eg 8 n 2 N.
Then Tf has a F � P .

Proof. By hypothesis (ii), we have an e0 2 Xd and e1 2 Tfe0 such that
(e0; e1) 2 Eg. From (3.6), for (e0; e1) 2 Eg and e1 2 Tfe0, we have e2 2 Tfe1
such that

�(e1; e2) � A1f�(e0; e1) +A2f�(e1; e1)

= A1f�(e0; e1):

By hypothesis (iii) and above inequality, we will obtaian (e1; e2) 2 Eg. Again
from (3.6) for (e1; e2) 2 Eg, and an e2 2 Tfe1, we have an e3 2 Tfe2 such
that

�(e2; e3) � A1f�(e1; e2) +A2f�(e2; e2)

� A1
2
f�(e0; e1):
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Proceeding in the same way, we will obtain a sequence feng 2 Xd such that
en 2 Tfen�1; (en�1; en) 2 Eg and

�(en; en+1) � A1
n
f�(e0; e1) 8 n 2 N:

We will now show that feng is a C-S in (Xd; �). Let n;m 2 N, then by
making use of triangle inequality we get

�(en; en+m) �
n+m�1X
i=n

�(ei; ei+1)

�
n+m�1X
i=n

A1
i
f�(e0; e1)

� A1
n
f

 1X
i=0

A1
i
f

!
�(e0; e1)

= A1
n
f (I �A1f )�1�(e0; e1): (3.7)

As we know that the matrix A1f converges towards zero. Thus feng is a
C-S in (Xd; �). Clearly, 8 m;n 2 N 9 a path between en and en+m. By
making use of hypothesis (v) we get,

dg(en; en+m) � �(en; en+m): ~A3

� A1
n�1
f (I �A1f )�1�(e0; e1): ~A3 ( by using (3.7)):

Thus feng is also a C-S in (Xd; dg). As (Xd; dg) is complete, 9 an e� 2 Xd,
such that en ! e�: By hypothesis (vi) we have (en; e�) 2 Eg 8 n 2 N. From
(3.4), for (en; e�) 2 Eg and en+1 2 Tfen we have a w� 2 Tfe� such that

�(en+1; w
�) � A1f�(en; e

�) +A2f�(e
�; en+1):

Now, if, we let n ! 1 in the above inequality we get �(e�; w�) = 0. This

implies that e� 2 Tfe�.

3.2 Presic-Perov type �xed point theorems

In this section we introduce a new generalization of a generalized M � S .
Then we use our generalized M � S to prove F � P theorems for mappings
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satisfying a contractive condition, which is a mixture of Perov and Presic

contractions.

Throughout this section, we use the following vector-valued/generalizedM � S .
Let Xd be a non-empty set and <+m is the set of all m-tuples with non-

negative real numbers. If �; � 2 [0;1)m, such that � = (�1; �2; :::�m); and

� = (�1; �2; :::�m), then � � �(� < �) means
Pm
i=1 �i �

Pm
i=1 �i(

Pm
i=1 �i <Pm

i=1 �i), respectively. Further, for c 2 [0;1), � � c means
Pm
i=1 �i � mc.

A mapping d : Xd�Xd ! <+m is called a vector-valued/generalized-metric
on Xd in the sense of summation, if the following properties are satis�ed:

(d1) dv(e; ~e) � 0 8 e; ~e 2 Xd; if dv(e; ~e) = 0, then e = ~e;

(d2) dv(e; ~e) = dv(~e; e) 8 e; ~e; ~~e 2 Xd;

(d3) dv(e; ~e) � dv(e; ~~e) + dv(~~e; ~e) 8 e; ~e; ~~e 2 Xd.

Then the pair (Xd; dv) is called vector-valued/generalized M � S in the
sense of summation.

Remark 3.2.1. Note that every vector-valued/generalized M � S in the
sense of Perov is also a vector-valued/generalized M � S in the sense of

summation but converse is not true in general. To see, we consider the

following most simple example.

Example 3.2.2. LetXd = f(1; 0); (0; 1); (0; 2)g. De�ne the vector-valued/generalized-

metric dv : Xd �Xd ! <+2 as dv((1; 0); (0; 1)) =
 
1

0

!
= dv((0; 1); (1; 0)),

dv((0; 1); (0; 2)) =

 
0

1

!
= dv((0; 2); (0; 1)), dv((1; 0); (0; 2)) =

 
0

2

!
=

dv((1; 0); (0; 2)) and dv((1; 0); (1; 0)) = dv((0; 1); (0; 1)) = dv((0; 2); (0; 2)) = 
0

0

!
. It is easy to see that dv is generalized-metric on Xd in the sense of

summation, but not in the sense of Perov.

We now prove some results regarding the extension of Perov�s F � P
theorem in the light of Ćiríc and Pre�síc contractive type condition.
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Theorem 3.2.3. Let (Xd; dv) be a complete generalized M � S , k be a
positive integer and let Tf : Xk

d ! Xd be a mapping with A1f 2Mm;m(<+)
such that

dv(Tf (e1; e2; � � � ; ek); Tf (e2; e3; � � � ; ek+1)) � A1f maxfdv(ei; ei+1) : i = 1; 2; � � � kg(3.8)

8 ((e1; e2; � � � ; ek); (e2; e3; � � � ; ek+1)) 2 Xk
d �Xk

d . Assume that the following

conditions hold:

(i) 9 a nonsingular matric Df such that A1f = Dk
f ;

(ii) the matrix A1f converges toward zero.

Then 9 a point e 2 Xd such that e = Tf (e; e; � � � ; e). Moreover, for any
arbitrary e1; e2; � � � ; ek 2 Xd, 9 a sequence feng in Xd such that ek+n =
Tf (en; en+1; � � � ; ek+n�1) 8 n 2 N and feng converges to a �xed point of Tf .

Proof. Let (e1; e2; � � � ; ek) 2 Xk
d , we construct a sequence fek+ng such that

ek+n = Tf (en; en+1; � � � ; ek+n�1) 8 n 2 N. From (3.8), we have

dv(ek+n; ek+n+1) = dv(Tf (en; en+1; � � � ; ek+n�1); Tf (en+1; en+2; � � � ; ek+n))

� A1f maxfd(ei; ei+1) : i = n; n+ 1; � � �n+ kg 8 n 2 N:(3.9)

Thus, from (3.9), we obtain

d(ek+n; ek+n+1) � A1
n
f maxfd(ei; ei+1) : i = 1; 2; � � � kg 8 n 2 N: (3.10)

We denote dvn = d(en; en+1) 8 n 2 N. We will show by induction that

dn � Dn
f � 8 n 2 N

where, A1f = Dk
f and � = maxfD�1

f dv1; D
�2
f dv2; � � � ; D�k

f dvkg. Consider
dv1 � Df�, dv2 � D2

f�; � � � ; dv(m+k�1) � Dm+k�1
f �. We will show that the

above inequality also holds for m+ k 2 N. From (3.9), we have

dv(m+k) � A1f maxfdvm; dv(m+1); � � � ; dv(m+k�1)g

� Dk
f maxfDm

f �;D
m+1
f �; � � � ; Dv(m+k�1)

f �g

= Dk+m
f �:
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Thus, we have dvn � Dn
f � 8 n 2 N. For n; p 2 N, by making use of triangular

inequality, we have

dv(en; en+p) � dv(en; en+1) + dv(en+1; en+2) + � � �+ dv(en+p�1; en+p)

� [Dn
f +D

n+1
f + � � �+Dn+p�1

f ]�

� Dn
f (I �Df )�1�:

Now, if, we let n ! 1, in above inequality, we obtain dv(en; en+p) ! 0.

Thus, feng is a C-S in Xd. As we know that Xd is complete, we have

e� 2 Xd such that en ! e�. By making use of triangle inequality, we have

dv(e
�; Tf (e

�; e�; � � � ; e�)) � dv(e
�; ek+n) + dv(ek+n; Tf (e

�; e�; � � � ; e�))

= dv(e
�; ek+n) + dv(Tf (en; en+1; � � � ; ek+n�1); Tf (e�; e�; � � � ; e�))

� dv(e
�; ek+n) + dv(Tf (en; en+1; � � � ; ek+n�1); Tf (en+1; � � � ; ek+n�1; e�))

+dv(Tf (en+1; � � � ; ek+n�1; e�); Tf (en+2; � � � ; ek+n�1; e�; e�))

+ � � �+ dv(Tf (ek+n�1; e� � � � ; e�); Tf (e�; e�; � � � ; e�))

� dv(e
�; ek+n) +A1f maxfdv(en; en+1); dv(en+1; en+2); � � � ;

dv(ek+n�1; ek+n�2); dv(ek+n�1; e
�)g

+A1f maxfdv(en+1; en+2); dv(en+2; en+3); � � � ; dv(ek+n�1; e�)g

+ � � �+A1fdv(ek+n�1; e�):

Now, if, we let n!1 in above inequality, we get dv(e�; Tf (e�; e�; � � � ; e�)) =
0. Thus, e� = Tf (e

�; e�; � � � ; e�).

Example 3.2.4. Let Xd = < be enriched with a generalized-metric de�ne

by dv(e; ~e) =

 
je� ~ej
je� ~ej

!
8 e; ~e 2 Xd. Consider the operator Tf : Xd�Xd !

Xd such that

Tf (e; ~e) =
e

4
� ~e

4
+ 1

It can be easily seen that

jTf (e1; e2)� Tf (e2; e3)j �
1

4
je1 � e2j+

1

4
je2 � e3j
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Thus, 8 (e1; e2); (e2; e3) 2 Xd �Xd, we have

dv(Tf (e1; e2); Tf (e2; e3)) =

 
jTf (e1; e2)� Tf (e2; e3)j
jTf (e1; e2)� Tf (e2; e3)j

!
�

 
1
4 je1 � e2j+

1
4 je2 � e3j

1
4 je1 � e2j+

1
4 je2 � e3j

!

=

0BB@
1
4

1
4

1
4

1
4

1CCA
 
je1 � e2j
je2 � e3j

!

�

0BB@
1
2 0

0 1
2

1CCAmax
( 

je1 � e2j
je1 � e2j

!
;

 
je2 � e3j
je2 � e3j

!)

= A1f maxfdv(e1; e2); dv(e2; e3)g

where, we haveDf =

0BB@
1p
2

0

0 1p
2

1CCA such that A1f = D2
f . Thus, by Theorem

3.2.3, we have an e 2 Xd such that e = Tf (e; e).

We now extend our above results for two C-M-S.

Theorem 3.2.5. Let Xd be a nonempty set enriched with two C-M-S dv; �v
and let k be a positive integer, Tf : Xk

d ! Xd be a mapping with A1f 2
Mm;m(<) such that

�v(Tf (e1; e2; � � � ; ek); Tf (e2; e3; � � � ; ek+1)) � A1f maxf�v(ei; ei+1) : i = 1; 2; � � � kg(3.11)

8 ((e1; e2; � � � ; ek); (e2; e3; � � � ; ek+1)) 2 Xk
d �Xk

d . Assume that the following

conditions hold:

(i) 9 a nonsingular matric Df such that A1f = Dk
f ;

(ii) the matrix A1f converges toward zero;

(iii) (Xd; dv) is a complete generalized M � S ;

(iv) 9 a matrix C 2Mm;m(<) such that dv(e; ~e) < C�v(e; ~e) 8 e; ~e 2 Xd.

Then 9 a point e 2 Xd such that e = Tf (e; e; � � � ; e). Moreover, for any
arbitrary e1; e2; � � � ; ek 2 Xd, 9 a sequence feng in Xd such that ek+n =
Tf (en; en+1; � � � ; ek+n�1) 8 n 2 N and feng converges to �xed point of Tf .
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Proof. Let (e1; e2; � � � ; ek) 2 Xk
d , we construct a sequence fek+ng such that

ek+n = Tf (en; en+1; � � � ; ek+n�1) 8 n 2 N. From (3.11), we have

�v(ek+n; ek+n+1) = �v(Tf (en; en+1; � � � ; ek+n�1); Tf (en+1; en+2; � � � ; ek+n))

� A1f maxf�v(ei; ei+1) : i = n; n+ 1; � � �n+ kg 8 n 2 N:(3.12)

Thus, from (3.12), we get

�v(ek+n; ek+n+1) � A1
n
f maxf�v(ei; ei+1) : i = 1; 2; � � � kg 8 n 2 N: (3.13)

We denote �vn = �v(en; en+1) 8 n 2 N. We will show by induction that

�vn � Dn
f � 8 n 2 N

where, A1f = Dk
f and � = maxfD�1

f �v1; D
�2
f �v2; � � � ; D�k

f �vkg. Consider
�v1 � Df�, �v2 � D2

f�; � � � ; �v(m+k�1) � Dm+k�1
f �. We will show that

above inequality also holds for m+ k 2 N. from (3.9), we have

�v(m+k) � A1f maxf�vm; �v(m+1); � � � ; �v(m+k�1)g

� Dk
f maxfDm

f �;D
m+1
f �; � � � ; Dm+k�1

f �g

= Dk+m
f �:

Thus, we have �vn � Dn
f � 8 n 2 N. For n; p 2 N, by making use of triangular

inequality, we have

�v(en; en+p) � �v(en; en+1) + �v(en+1; en+2) + � � �+ �v(en+p�1; en+p)

� [Dn
f +D

n+1
f + � � �+Dn+p�1

f ]�

� Dn
f (I �Df )�1�:

Now, if, we let n ! 1, in above inequality, we get �v(en; en+p) ! 0.

By making use of hypothesis (iv), 8 n; p 2 N, we have dv(en; en+p) �
C�v(en; en+p). Thus, feng is a C-S in (Xd; dv). As we know that (Xd; dv) is
complete, we have an e� 2 Xd such that en ! e�. By making use of triangle
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inequality, we have

�v(e
�; Tf (e

�; e�; � � � ; e�)) � �v(e
�; ek+n) + �v(ek+n; Tf (e

�; e�; � � � ; e�))

= �v(e
�; ek+n) + �v(Tf (en; en+1; � � � ; ek+n�1); Tf (e�; e�; � � � ; e�))

� �v(e
�; ek+n) + �v(Tf (en; en+1; � � � ; ek+n�1); Tf (en+1; � � � ; ek+n�1; e�))

+�v(Tf (en+1; � � � ; ek+n�1; e�); Tf (en+2; � � � ; ek+n�1; e�; e�))

+ � � �+ �v(Tf (ek+n�1; e� � � � ; e�); Tf (e�; e�; � � � ; e�))

� �v(e
�; ek+n) +A1f maxf�v(en; en+1); �v(en+1; en+2); � � � ;

�v(ek+n�1; ek+n�2); �v(ek+n�1; e
�)g

+A1f maxf�v(en+1; en+2); �v(en+2; en+3); � � � ; �v(ek+n�1; e�)g

+ � � �+A1f�v(ek+n�1; e�):

Now, if, we let n!1 in above inequality, we will obtain �v(e�; Tf (e�; e�; � � � ; e�)) =
0. So that, e� = Tf (e

�; e�; � � � ; e�).
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Chapter 4

Fixed point theorems in

uniform spaces enriched with

Es-distance

Throughout this chapter F � P represents a �xed point, M � S represents
a metric space, C � S represents a Cauchy sequence. In this chapter we
introduce the concepts of an FwG-contraction and a ~ G-contraction in uni-

form space enriched with a graph, to discuss the existence and uniqueness

of �xed points for mappings satisfying these conditions. We shall also intro-

duce a common F � P theorem for pair of mappings satisfying the notion

of a ~ G-contraction in uniform space enriched with a graph.

This chapter has two sections. In the �rst section we have investigated

the existence and uniqueness of �xed points for Fw-contractions in uniform

spaces. Using the concept of an FwG-contraction mappings results are proved

in the setting of S-complete Hausdor¤ uniform spaces enriched with a graph

and an Es-distance.

The second section deals with the investigation of F � P theorems and com-
mon F � P theorems satisfying the ~ G-contraction condition in uniform

spaces. Results in this section are also proved in the setting of an S-complete

Hausdor¤ uniform space enriched with graph and Es-distance. An example

related to our results is also constructed towards the end of this chapter.

The following play a very important role in this chapter:
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De�nition 4.0.6. Let us consider a uniform space (Xd; �). A function

pf : Xd �Xd �! [0;1) is considered to be an Es-distance if

(i) pf is an A-distance,

(ii) pf (e; ~e) � s[pf (e; ~~e) + pf (~~e; ~e)];8e; ~e; ~~e 2 Xd for some s � 1:

Example 4.0.7. Let us consider a uniform space (Xd; �) and let a b-metric

on Xd be d . Then it can be clearly seen that, (Xd; �d) is a uniform space

where �d is a set of all subsets of Xd�Xd containing a "band" U� = f(e; ~e) 2
X2
d jd(e; ~e) < �g for some � > 0. Moreover, if � � �d, then d is an Es-distance

on (Xd; �).

Throughout this chapter G = (Vg; Eg) is considered as a directed graph

such that the set of its vertices Vg coincides with Xd (i.e., Vg = Xd) and

the set of its edges Eg is such that Eg � 4, where 4 = f(e; e) : e 2 Xdg.
Further, assume that G has no parallel edges.

A mapping Tf : Xd ! Xd is pfG-continuous if 8 sequence feng � Xd

with (en; en+1) 2 Eg 8 n 2 N and limn!1 pf (en; e) = 0, then we have

limn!1 pf (Tfen; Tfe) = 0.

4.1 Fixed point theorem for Fw-contractions on

uniform space

This section deals with F � P of FwG-contraction mappings in the settings
of S-complete Housdor¤uniform space enriched with graph and Es-distance.

De�nition 4.1.1. Let (Xd; �) be a uniform space enriched with the graph

G and pfE is an Es-distance on Xd. A mapping Tf : Xd ! Xd is a FwG-

contraction, if 9 Fw 2 Fws and a � f > 0, such that, 8 (e; ~e) 2 Eg, we

have

� f + Fw(spf (Tfe; Tfy)) � Fw(pfE(e; ~e)); (4.1)

whenever minfpfE(Tfe; Tfy); pfE(e; ~e)g > 0.

Theorem 4.1.2. Let (Xd; �) be an S-complete Hausdor¤ uniform space en-

riched with the graph G and pfE is an Es-distance on Xd. Let Tf : Xd ! Xd

be an FwG-contraction satisfying the following conditions:
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(i) Tf is edge preserving, So that, for (e; ~e) 2 Eg, we have (Tfe; Tfy) 2 Eg;

(ii) 9 an e0 2 Xd such that (e0; Tfe0) 2 Eg and (Tfe0; e0) 2 Eg;

(iii) Tf is pfEG-continuous, or, for any sequence feng � Xd such that

en ! e as n ! 1 and (en; en+1) 2 Eg 8 n 2 N, we have (en; e) 2 Eg
8 n 2 N.

Then Tf has a F � P .

Proof. By hypothesis (ii), 9 an e0 2 Xd such that (e0; e1) = (e0; Tfe0) 2 Eg.
From (4.1), we have

� f + Fw(spfE(e1; e2)) = � f + Fw(spfE(Tfe0; Tfe1)) � Fw(pfE(e0; e1))(4.2)

As Tf is edge preserving, for (e0; e1) 2 Eg, we have (e1; e2) 2 Eg, From (4.1),
we will get

� f + Fw(sp(e2; e3)) = � f + Fw(sp(Tfe1; Tfe2)) � Fw(pfE(e1; e2)) (4.3)

Moving forward with same procedure, we would get a sequence feng � Xd

such that

en = Tfen�1; en�1 6= en and (en�1; en) 2 Eg 8 n 2 N:

Furthermore,

� f + Fw(sp(en; en+1)) � Fw(pfE(en�1; en)) 8 n 2 N: (4.4)

Here we can use the property Fw4 and get

� f + Fw(s
npfE(en; en+1)) � Fw(s

n�1pfE(en�1; en)):

Now, if, we let pfEn = pfE(en; en+1), 8 n 2 N and after small simpli�cation,
we would get

Fw(s
npEn) � Fw(pfE0)� n� f 8 n 2 N: (4.5)

Now if we let n ! 1 in (4.5), we get limn!1 Fw(s
npEn) = �1. Thus, by

property (Fw2), we have limn!1 snpEn = 0. From (Fw3) 9 a k 2 (0; 1) such
that

lim
n!1

(snpEn)
kFw(s

npEn) = 0:
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From (4.5) we have

(snpEn)
kF (snpEn)�(snpEn)kFw(pfE0) � �(s

npEn)
kn� f � 0 for each n 2 N:

(4.6)

Now, if, we let n!1 in (4.6), we get

lim
n!1

n(snpEn)
k = 0: (4.7)

This implies that 9 an n1 2 N such that n(snpEn)k � 1 8 n � n1. Thus, we

have

snpEn �
1

n1=k
; 8 n � n1: (4.8)

To show that feng is a pfE-C-S, consider

Sn =
nX

i=n1

1

i1=k
:

As we know that
P1
i=1

1
i1=k

is convergent series. Thus, 9 S 2 [0;1) such
that limn!1 Sn = S. Consider m;n 2 N with m > n > n1. By making use

of triangle inequality and (4.8), we have

pfE(en; em) � snpE(en; en+1) + s
n+1pfE(en+1; en+2) + � � �+ s

m�1pfE(em�1; em)

=

m�1X
i=n1

sipEi �
n�1X
i=n1

sipEi

� Sm�1 � Sn�1:

Thus, limn;m!1 pfE(en; em) = 0. In a similar way, we show that limn;m!1 pfE(em; en) =

0. Thus, feng is a pfE-C-S. As (Xd; �) is S-complete, 9 an e
� 2 Xd such

that limn!1 pfE(en; e
�) = 0. By condition (iii), when T is pfEG-continuous,

we have limn!1 pfE(en+1; Tfe
�) = 0. As limn!1 pfE(en; e

�) = 0 and

limn!1 pfE(en; Tfe
�) = 0. Thus by Lemma-(a)[4, 3] we have an e� = Tfe

�.

By condition (iii), when we have (en; e�) 2 Eg 8 n 2 N. From (4.1), we have

� f + Fw(spE(Tfen; Tfe
�)) � Fw(pfE(en; e

�)):

This implies that spE(en+1; Tfe�) < pfE(en; e
�). Now, if, we let n ! 1,

we have limn!1 pfE(en+1; Tfe
�) = 0. Again, by Lemma-(a)[4, 3] we obtain

e� = Tfe
�.
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4.2 Fixed and common �xed point theorems for
~ G-contraction in uniform space

In this section we will investigate the existence and uniqueness of F � P�s
as well as common �xed points for ~ G-contraction mapping in the setting of

S-complete Housdor¤ uniform space enriched with a graph and Es-distance.

De�nition 4.2.1. Let (Xd; �) be a uniform space enriched with the graph

G and pfE be an Es-distance on Xd. A mapping Tf : Xd ! Xd is a ~ G-

contraction mapping if 8 (e; ~e) 2 Eg, we have

pfE(Tfe; Tfy) � ~ (pfE(e; ~e)) (4.9)

where ~ 2 ~	.

Note that throughout this section ~	 be the family of functions ~ :

[0;1)! [0;1) satisfying the following conditions:

(~	1) ~ is nondecreasing;

(~	2)
+1X
n=1

sn~ 
n
(t) <1 8 t > 0, where ~ n is the nth iterate of ~ .

Theorem 4.2.2. Let (Xd; �) be a S-complete Hausdor¤ uniform enriched

with the graph G and pfE is an Es-distance on Xd. Let T : Xd ! Xd be a
~ G-contraction mapping satisfying the following conditions:

(i) Tf is edge preserving, So that, for (e; ~e) 2 Eg, we have (Tfe; Tfy) 2 Eg;

(ii) 9 an e0 2 Xd such that (e0; Tfe0) 2 Eg and (Tfe0; e0) 2 Eg;

(iii) Tf is pfEG-continuous, or, for any sequence feng � Xd such that

en ! e as n ! 1 and (en; en+1) 2 Eg 8 n 2 N, we have (en; e) 2 Eg
8 n 2 N.

Then Tf has a F � P .

Proof. By hypothesis (ii) of the above theorem we have an e0 2 Xd such

that (e0; Tfe0) 2 Eg. De�ne the sequence feng in Xd by en+1 = Tfen 8
n 2 N [ f0g. If en0 = en0+1 for some n0, then en0 is a F-P of Tf . So, we
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can assume that en 6= en+1 8 n. As we know that Tf is edge preserving, we
have

(e0; e1) = (e0; Tfe0) 2 Eg ) (Tfe0; Tfe1) = (e1; e2) 2 Eg:

Inductively, we would have

(en; en+1) 2 Eg; 8 n 2 N [ f0g: (4.10)

From (4.9) and (4.10), it follows that for all n 2 N [ f0g, we have

pfE(en+1; en+2) = pfE(Tfen; Tfen+1) � ~ (pfE(en; en+1)): (4.11)

Proceeding with the same steps, we obtain

pfE(en; en+1) � ~ 
n
(pfE(e0; e1)); for all n 2 N:

As we know that pfE is an Es-distance then for an m > n, we have

pfE(en; em) � snp(en; en+1) + s
n+1pfE(en+1; en+2) + � � �+ s

m�1pfE(em�1; em)

� sn~ 
n
(pfE(e0; e1)) + s

n+1~ 
n+1

(pfE(e0; e1)) + � � �+ s
m�1~ 

m�1
(pfE(e0; e1)):

(4.12)

To show that feng is a pfE-C-S, consider

Sn =
nX
k=0

sk ~ 
k
(pfE(e0; e1)):

Thus from (4.12) we have

pfE(en; em) � Sm�1 � Sn�1: (4.13)

As we know that ~ 2 ~	, 9 S 2 [0;1) such that limn!1 Sn = S. Thus by

(4.13) we have

lim
n;m!1

pfE(en; em) = 0: (4.14)

As we know that pfE is not symmetric then by repeating the same ar-

gument we have limn;m!1 pfE(em; en) = 0: Hence the sequence feng is
a pfE-Cauchy in the S-complete space Xd. Thus, 9 an e� 2 Xd such

that limn!1 pfE(en; e
�) = 0. By condition (iii), when we have T a pfEG-

continuous, we get limn!1 pfE(Tfen; Tfe
�) = 0, which implies that limn!1 pfE(en+1; Tfe

�) =
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0. Hence we have limn!1 pfE(en; e
�) = 0 and limn!1(en; Tfe�) = 0. Thus

by Lemma-(a)[4, 3] we have e� = Te�. By condition (iii), when we have

(en; e
�) 2 Eg 8 n 2 N, then from (4.9)

pfE(en+1; Tfe
�) = pfE(Tfen; T e

�) � ~ (pfE(en; e
�)) < pfE(en; e

�): (4.15)

Now, if, we let n!1 in the inequality above, we have limn!1 pfE(en+1; Tfe
�) =

0. Thus by repeating the same arguments as above we have e� = Tfe
�.

Example 4.2.3. Let Xd = [0; 1] be enriched with a graph G = (Vg; Eg) with

Vg = Xd and Eg =
n
(e; ~e) : e; ~e 2 f 1

n+1 : n 2 Ng [ f0g
o
[ f(e; e) : e 2 Xdg,

and b-metric d(e; ~e) = (e� ~e)2 with s = 2. De�ne � = fU�j� > 0g. It is easy
to see that (Xd; �) is a uniform space. De�ne Tf : Xd ! Xd by

Tfe =

8>>><>>>:
0 if e = 0

1
3n+1 if e = 1

n : n > 1
p
e otherwise:

(4.16)

Take ~ (t) = t
3 8 t � 0. It can easily be seen that Tf is edge preserving

and a ~ G-contraction. Also for an e0 =
1
2 we have (e0; Tfe0) 2 Eg and

(Tfe0; e0) 2 Eg. Moreover for any sequence feng in Xd with en ! e as

n ! 1 and (en�1; en) 2 Eg 8 n 2 N we have (en; e) 2 Eg 8 n 2 N.
Therefore by Theorem 4.2.2, Tf has a F � P .

We consider the following condition to discuss the uniqueness of a F � P :

(H) For all e; ~e 2 Fix(Tf ), 9 ~~e 2 Xd such that (~~e; e) 2 Eg and (~~e; ~e) 2 Eg.

Here, Fix(Tf ) denotes the set of all F � P�s of Tf .
The following theorem guarantees the uniqueness of a F � P .

Theorem 4.2.4. Adding the condition (H) in the hypothesis of Theorem

4.2.2, we obtain the uniqueness of F � P of Tf .

Proof. Suppose, on the contrary, that c1; c2 2 Xd are two distinct F-P�s of
Tf . From (H), 9 ~~e 2 Xd such that

(~~e; c1) 2 Eg and (~~e; c2) 2 Eg: (4.17)
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By making use of fact that Tf is edge preserving, from (4.17), we have

(Tnf ~~e; c1) 2 Eg and (Tnf ~~e; c2) 2 Eg; 8 n 2 N [ f0g: (4.18)

We de�ne the sequence f~~eng in Xd by ~~en+1 = Tf ~~en = Tnf
~~e0 8 n 2 N [ f0g

and ~~e0 = ~~e. From (4.18) and (4.9), we have

pfE(
~~en+1; c1) = pfE(Tf

~~en; Tfc1) � ~ (pfE(
~~en; c1)); (4.19)

8 n 2 N [ f0g. This implies that

pfE(
~~en; c1) � ~ 

n
(pfE(

~~e0; c1)); 8 n 2 N:

Now if we let n!1 in the above inequality, we obtain

lim
n!1

pfE(
~~en; c1) = 0: (4.20)

Similarly, we have

lim
n!1

pfE(
~~en; c2) = 0: (4.21)

From (4.20) and (4.21) together with Lemma-(a)[4, 3], it follows that c1 = c2.

Thus, F-P of Tf is unique.

In the following de�nition we will de�ne ~	G-contraction for pair of map-

pings

De�nition 4.2.5. Let (Xd; �) be a uniform space enriched with the graph

G. A pair of two self mappings Tf ; Sf : Xd ! Xd are considered to be a
~ G-contraction pair if 8 (e; ~e) 2 Eg, we have

maxfpfE(Tfe; Sfy); pfE(Sfe; Tfy)g � ~ (pfE(e; ~e)); (4.22)

where ~ 2 ~	.

Theorem 4.2.6. Let (Xd; �) be a S-complete Hausdor¤ uniform space en-

riched with the graph G and pfE is an Es-distance on Xd. Suppose that

the pair of Tf ; Sf : Xd ! Xd is ~ G-contraction pair satisfying the following

conditions.

(i) (Tf ; Sf ) is edge preserving pair, So that, 8 (e; ~e) 2 Eg, we have

(Tfe; Sfy) 2 Eg and (Sfe; Tfy) 2 Eg;
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(ii) 9 an e0 2 Xd such that (e0; Tfe0) 2 Eg and (Tfe0; e0) 2 Eg;

(iii) for any sequence feng inXd with en ! e as n!1 and (en; en+1) 2 Eg
8 n 2 N [ f0g, then (en; e) 2 Eg 8 n 2 N [ f0g.

Then Tf and Sf have a common F � P .

Proof. By hypothesis (ii) of the above theorem, we have an e0 2 Xd such

that (e0; Tfe0) 2 Eg and (Tfe0; e0) 2 Eg. As we know that (Tf ; Sf ) is an

edge preserving pair, then we can construct a sequence such that

Tfe2n = e2n+1; Sfe2n+1 = e2n+2 and (en; en+1) 2 Eg; (en+1; en) 2 Eg; 8 n 2 N[f0g:

From (4.22) 8 n 2 N [ f0g, we have

pfE(e2n+1; e2n+2) = pfE(Tfe2n; Sfe2n+1)

� maxfpfE(Tfe2n; Sfe2n+1); pfE(Sfe2n; Tfe2n+1)g

� ~ (pfE(e2n; e2n+1)):

Hence, we conclude that

pfE(e2n+1; e2n+2) � ~ (pfE(e2n; e2n+1)): (4.23)

Similarly, we obtain

pfE(e2n+2; e2n+3) = pfE(Sfe2n+1; Tfe2n+2)

� maxfpfE(Tfe2n+1; Sfe2n+2); pfE(Se2n+1; Tfe2n+2)g

� ~ (pfE(e2n+1; e2n+2)):

Hence, we have

pfE(e2n+2; e2n+3) � ~ (pfE(e2n+1; e2n+2)): (4.24)

Thus, from (4.23) and (4.24), and by induction, we get

pfE(en; en+1) � ~ 
n
(pfE(e0; e1)); 8 n 2 N: (4.25)

We now show that feng is a pfE-C-S. As we know that pfE is an Es-distance
then for m > n, we have

pfE(en; em) � snpfE(en; en+1) + s
n+1pfE(en+1; en+2) + � � �+ s

m�1pfE(em�1; em)

� sn~ 
n
(pfE(e0; e1)) + s

n+1~ 
n+1

(pfE(e0; e1)) + � � �+ s
m�1~ 

m�1
(pfE(e0; e1)):

(4.26)
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We shall now consider

Sn =
nX
k=0

sk ~ 
k
(pfE(e0; e1)):

Thus, from (4.26) we have

pfE(en; em) � Sm�1 � Sn�1: (4.27)

As we know that ~ 2 ~	, 9 S 2 [0;1) such that limn!1 Sn = S. Thus, by

(4.27) we have

lim
n;m!1

pfE(en; em) = 0: (4.28)

As we know that pfE is not symmetric then by repeating the same argument

we have

lim
n;m!1

pfE(em; en) = 0: (4.29)

Hence the sequence feng is a pfE-Cauchy in the S-complete space Xd. Thus,
9 an e� 2 Xd such that limn!1 pfE(en; e

�) = 0 which implies limn!1 Tfe2n =

limn!1 Sfe2n+1 = e�. By assumption (iii), we have (en; e�) 2 Eg. Thus, by
making use of triangle inequality and (4.22), we have

pfE(en; Tfe
�) � spE(en; e2n+2) + spE(e2n+2; Tfe

�)

= spE(en; e2n+2) + spE(Sfe2n+1; Tfe
�)

� spE(en; e2n+2) + smaxfpfE(Tfe2n+1; Sfe
�); pfE(Se2n+1; Tfe

�)g

� spE(en; e2n+2) + s~ (pfE(e2n+1; e
�)) (4.30)

Now, if, we let n!1 in (4.30), we have pfE(en; Tfe
�) = 0. Hence we have

limn!1 pfE(en; e
�) = 0 and limn!1 pfE(en; Tfe

�) = 0. Thus by Lemma-

(a)[4, 3] we have an e� = Te�. Analogously, we can derive e� = Sfe
�.

Therefore e� = Tfe
� = Sfe

�.

Remark 4.2.7. Note that Theorem 4.2.6 is valid if one replace condition

(ii) with

(ii)� 9 e0 2 Xd such that (e0; Sfe0) 2 Eg and (Sfe0; e0) 2 Eg.

Example 4.2.8. Let Xd = [0; 1] be enriched with a graph G = (Vg; Eg) with

Vg = Xd and Eg =
n
(e; ~e) : e; ~e 2 f 1

n+1 : n 2 Ng [ f0g
o
[ f(e; e) : e 2 Xdg,
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and dislocated M � S d(e; ~e) = maxfe; ~eg. De�ne � = fU�j� > 0g, where
U� = f(e; ~e) 2 X2

d : d(e; ~e) < d(e; e) + �g. It is easy to see that (Xd; �) is a
uniform space. De�ne Tf : Xd ! Xd by

Tfe =

8>>><>>>:
0 if e = 0

1
2n+1 if e = 1

n : n > 1

e2 otherwise

(4.31)

and S : Xd ! Xd by

Se =

8>>><>>>:
0 if e = 0

1
2n if e = 1

n : n > 1
p
e otherwise

(4.32)

Take ~ (t) = t
2 8 t � 0. Further, it can be easily seen that (Tf ; Sf ) is edge

preserving and ~ G-contraction pair. Also for e0 =
1
2 we have (e0; Tfe0) 2 Eg

and (Tfe0; e0) 2 Eg. Moreover for any sequence feng in Xd with en ! e as

n ! 1 and (en; en+1) 2 Eg 8 n 2 N [ f0g we have (en; e) 2 Eg 8 n 2 N.
Therefore by Theorem 4.2.6, Tf and Sf have a common F � P .

We use the following condition, to discuss the uniqueness of a common

F � P .
(I) For each e; ~e 2 CFix(Tf ; Sf ), we have (e; ~e) 2 Eg, where CFix(Tf ; Sf )

is the set of all common F � P�s of Tf and Sf .

Theorem 4.2.9. Adding the condition (I) in the hypothesis of Theorem

4.2.6, we obtain the uniqueness of common F � P of Tf and Sf .

Proof. On the contrary suppose that c1; c2 2 Xd are two distinct common

F-P�s of Tf and Sf . From (I) and (4.22) we have

pfE(c1; c2) = maxfpfE(Tfc1 ; Sfc2); pfE(Sfc1 ; Tfc2)g � ~ (pfE(c1; c2)) < pfE(c1; c1);

which is impossible for pfE(c1; c2) > 0. Consequently, we have pfE(c1; c2) =

0. Analogously, one can show that pfE(c1; c1) = 0. Thus we have c1 = c2,

which is a contradiction to our assumption. Hence Tf and Sf have a unique

common F-P.
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Chapter 5

Common Fixed Point

Theorems for Family of

Mappings

Throughout this chapter F � P represents a �xed point, M � S represents
a metric space, C � S represents a Cauchy sequence. The purpose of this
chapter is to introduce a new contraction conditions for a sequence of mul-

tifunction and prove corresponding F � P theorems. We will also give a

common F � P theorem for sequence of bounded multifunctions by making

use of �-distance. To conclude our �ndings we establish an existence theo-

rem for a system of integral equations.

This chapter consists of three section. In the �rst section we have discussed

common F � P theorems for family of closed multivalued mappings satisfy-
ing Fw-type contraction. Our results are proved in a complete M � S and
the sequence of mappings under consideration satisfy the Fw�w - contraction

of Hardy-roger type. An example towards the end of this section shows the

validity of our results.

In the second section, we have proved results for the family of bounded mul-

tivalued mappings satisfying the Fw-type contraction. Here also, we have

considered a complete M � S and the sequence of mapping considered in
this section are also Hardy-Rogers type. We have also constructed an ex-

ample in this section to validate our results.
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As a consequence of our results we have established an existence theorem

for volterra integral equation in the third section.

5.1 Family of closed multivalued mappings satisfy-

ing Fw type contractions and related common

�xed point theorems

In this section we will prove some common F � P theorems for Fw�w -

contraction and F �w�w -contraction mappings for Hardy-roger type in a com-

plete M � S .
We begin this section by introducing de�nitions for sequence of mapping,

which would be useful regarding the proofs of our results in the sections.

De�nition 5.1.1. Let �w : Xd � Xd ! [0;1). A sequence of mappings

fT f i : Xd ! Nf (Xd)g1i=1 is �w-admissible sequence if 8 e 2 Xd and ~e 2 T f ie
for some i 2 N such that �w(e; ~e) � 1, then we have �w(~e; ~~e) � 1 8 ~~e 2
T f i+1~e. A sequence of mappings fT f i : Xd ! Nf (Xd)g1i=1 is �w�-admissible
sequence if 8 e; ~e 2 Xd with �w(e; ~e) � 1, we have �w�(T f ie;T f jy) � 1 8
i; j 2 N, where �w�(T f ie;T f jy) = inff�w(u; v) : u 2 T f ie and v 2 T f jyg.

The sequence of mappings is considered to be strictly �w-admissible and

strictly �w�-admissible if we have strict inequality in the above de�nition.

Remark 5.1.2.

(i) Note that if a sequence of mappings fT f i : Xd ! Nf (Xd)g1i=1 is strictly
�w�-admissible sequence, then it is strictly �w-admissible sequence.

(ii)When fT f ig
1
i=1 is a constant sequence De�nition 5.1.1 coincide with de-

�nition of �w-admissible and �w�-admissible given in [67, Page 4] and

[25, Page 1] respectively. Furthermore, if T is a singlevalued mapping

then these de�nition 5.1.1 coincide with [84, De�nition 2.2].

De�nition 5.1.3. Let (Xd; dr) be a M � S and �w : Xd � Xd ! [0;1)
be a function. A sequence of mappings fT f i : Xd ! Clf (Xd)g1i=1 is an
Fw�w -contraction of Hardy-Rogers-type, if 9 Fw 2 Fw and a � f > 0 such
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that 8 i; j 2 N, we have

� f + Fw(�w(e; ~e)Hm(T f ie; T f jy)) � Fw(Nf (e; ~e)); (5.1)

8 e; ~e 2 Xd, whenever minf�w(e; ~e)Hm(T f ie; T f jy); Nf (e; ~e)g > 0, where

Nf (e; ~e) = b1dr(e; ~e)+b2dr(e; T f ie)+b3dr(~e; T f jy)+b4dr(e; T f jy)+Ldr(~e; T f ie);

with b1; b2; b3; b4; L � 0 satisfying b1 + b2 + b3 + 2b4 = 1 and b3 6= 1.

Now we will prove a result for Fw�w -contraction of Hardy-Rogers-type.

Theorem 5.1.4. Let (Xd; dr) be a complete M � S and let fT f i : Xd !
Clf (Xd)g1i=1 be an Fw�w -contraction of Hardy-Rogers-type satisfying the

following conditions:

(i) fT f ig
1
i=1 is strictly �w-admissible sequence;

(ii) 9 e0 2 Xd and e1 2 T f ie0 for some i 2 N with �w(e0; e1) > 1;

(iii) for any sequence feng � Xd such that en ! e as n ! 1 and

�w(en; en+1) > 1 8 n 2 N, we have �w(en; e) > 1 8 n 2 N.

Then the mappings in the sequence fT f ig
1
i=1 have a common F � P .

Proof. By hypothesis (ii), we assume without loss of generality that 9 e0 2
Xd and e1 2 T f 1e0 with �w(e0; e1) > 1. If e1 2 T f ie1 8i 2 N, then e1 is a
common �xed point. Let e1 =2 T f 2e1, as �w(e0; e1) > 1 9 e2 2 T f 2e1 such

that

dr(e1; e2) � �w(e0; e1)Hm(T f 1e0; T f 2e1): (5.2)

As we know that Fw is increasing, we have

Fw(dr(e1; e2)) � Fw(�w(e0; e1)Hm(T f 1e0; T f 2e1)): (5.3)
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From (5.1) we have

� f + Fw(dr(e1; e2)) � � f + Fw(�w(e0; e1)Hm(T f 1e0; T f 2e1))

� Fw

�
b1dr(e0; e1) + b2dr(e0; T f 1e0) + b3dr(e1; T f 2e1) +

b4dr(e0; T f 2e1) + Ldr(e1; T f 1e0)
�

� Fw

�
b1dr(e0; e1) + b2dr(e0; e1) + b3dr(e1; e2) +

b4dr(e0; e2) + L:0
�

� Fw

�
b1dr(e0; e1) + b2dr(e0; e1) + b3dr(e1; e2) +

b4(dr(e0; e1) + dr(e1; e2)
�

= Fw

�
(b1 + b2 + b4)dr(e0; e1) + (b3 + b4)dr(e1; e2)

�
:(5.4)

As we know that Fw is increasing, we get from above that

dr(e1; e2) < (b1 + b2 + b4)dr(e0; e1) + (b3 + b4)dr(e1; e2):

So that,

(1� b3 � b4)dr(e1; e2) < (b1 + b2 + b4)dr(e0; e1):

As b1 + b2 + b3 + 2b4 = 1, thus we have

dr(e1; e2) < dr(e0; e1):

From (5.4), we have

� f + Fw(dr(e1; e2)) � Fw(dr(e0; e1)):

If e2 2 T f ie2 8i 2 N then e2 is a common F-P. Let e2 =2 T f 3e2. As we

know that fT f ig
1
i=1 is strictly �w-admissible, we have �w(e1; e2) > 1. There

exists e3 2 T f 3e2 such that

dr(e2; e3) � �w(e1; e2)Hm(T f 2e1; T f 3e2): (5.5)

As we know that Fw is increasing, we have

Fw(dr(e2; e3)) � Fw(�w(e1; e2)Hm(T f 2e1; T f 3e2)): (5.6)
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From (5.1) we have

� f + Fw(dr(e2; e3)) � � f + Fw(�w(e1; e2)Hm(T f 2e1; T3e2))

� Fw

�
b1dr(e1; e2) + b2dr(e1; T f 2e1) + b3dr(e2; T f 3e2) +

b4dr(e1; T f 3e2) + Ldr(e2; T f 2e1)
�

� Fw

�
b1dr(e1; e2) + b2dr(e1; e2) + b3dr(e2; e3) +

b4dr(e1; e3) + L:0
�

� Fw

�
b1dr(e1; e2) + b2dr(e1; e2) + b3dr(e2; e3) +

b4(dr(e1; e2) + dr(e2; e3)
�

= Fw

�
(b1 + b2 + b4)dr(e1; e2) + (b3 + b4)dr(e2; e3)

�
:(5.7)

As we know that Fw is increasing, we get from above that

dr(e2; e3) < (b1 + b2 + b4)dr(e1; e2) + (b3 + b4)dr(e2; e3):

So that,

(1� b3 � b4)dr(e2; e3) < (b1 + b2 + b4)dr(e1; e2):

As b1 + b2 + b3 + 2b4 = 1, thus we have

dr(e2; e3) < dr(e1; e2):

Now from (5.7) we have

� f + Fw(dr(e2; e3)) � Fw(dr(e1; e2)):

So we have

Fw(dr(e2; e3)) � Fw(dr(e1; e2))� � f � Fw(dr(e0; e1))� 2� f :

Proceeding in the same way we get a sequence feng � Xd such that

en 2 T fnen�1; en�1 6= en and �w(en�1; en) > 1 8 n 2 N:

Furthermore,

Fw(dr(en; en+1)) � Fw(dr(e0; e1))� n� f 8 n 2 N: (5.8)
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Now if we let n!1 in (5.8) we get limn!1 Fw(dr(en; en+1)) = �1. Thus
by property (Fw2), we have limn!1 dr(en; en+1) = 0. Let drn = dr(en; en+1)

8 n 2 N. From (Fw3) 9 k 2 (0; 1) such that

lim
n!1

dkrnFw(drn) = 0:

From (5.8) we have

dkrnF (drn)� d
k
rnFw(dn0) � �d

k
rnn� f � 0 8 n 2 N: (5.9)

Now if we let n!1 in (5.9) we get,

lim
n!1

ndkrn = 0: (5.10)

This implies that 9 n1 2 N such that ndkrn � 1 8 n � n1. Thus we have

drn �
1

n1=k
; 8 n � n1: (5.11)

To prove that feng is a C-S. Consider m;n 2 N with m > n > n1. By

making use of triangle inequality and (5.11), we have

dr(en; em) � dr(en; en+1) + dr(en+1; en+2) + � � �+ dr(em�1; em)

=
m�1X
i=n

dri �
1X
i=n

dri �
1X
i=n

1

i1=k
:

As we know that
P1
i=1

1
i1=k

is convergent series. Thus, limn!1 dr(en; em) =

0. Which implies that feng is a C-S. As (Xd; dr) is complete, there ex-
ists e� 2 Xd such that en ! e� as n ! 1. By condition (iii) we have
�w(en; e

�) > 1 8 n 2 N. We claim that dr(e�; T f ie
�) = 0 8i 2 N. contra-

dictory suppose that dr(e�; T f i0e
�) > 0 for some i0 2 N, 9 n0 2 N such that

dr(en; T f i0e
�) > 0 8 n � n0. For each n � n0 and for above i0 we have

dr(e
�; T f i0e

�) � dr(e
�; en+1) + dr(en+1; T f i0e

�)

< dr(e
�; en+1) + �w(en; e

�)Hm(T fn+1en; T f i0e
�)

< dr(e
�; en+1) + b1dr(en; e

�) + b2dr(en; en+1) + b3dr(e
�; T f i0e

�)

+b4dr(en; T f ie
�) + Ldr(e

�; en+1): (5.12)

Now if we let n!1 in (5.12) we have

dr(e
�; T f i0e

�) � (b3 + b4)dr(e�; T f i0e
�) < dr(e

�; T f i0e
�):

Which is a contradiction. Thus dr(e�; T f ie
�) = 0 8i 2 N.
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Example 5.1.5. Let Xd = N be enriched with the usual metric dr(e; ~e) =
je� ~ej 8 e; ~e 2 Xd. De�ne fT f i : Xd ! C(Xd)g1i=1 by

T f ie =

8<:f0; 1g if e = 0; 1

f2e� 2; 2eg if e > 1

and �w : Xd �Xd ! [0;1) by

�w(e; ~e) =

8>>><>>>:
2 if e; ~e 2 f0; 1g
1
4 if e; ~e > 1

0 otherwise:

Take Fw(e) = e+ ln e 8 e 2 (0;1). Under this Fw condition (5.1.1) reduces
to

�w(e; ~e)Hm(T f ie; T f jy)

Nf (e; ~e)
exp(�w(e; ~e)Hm(T f ie; T f jy)�Nf (e; ~e)) � exp(�� f )

(5.13)

8 e; ~e 2 Xd with minf�w(e; ~e)Hm(T f ie; T f jy); Nf (e; ~e)g > 0. Assume that

b1 = 1, b2 = b3 = b4 = L = 0 and � f = 1
2 . Clearly,minf�w(e; ~e)Hm(T f ie; T f jy); dr(e; ~e)g >

0 8 e; ~e > 1 with e 6= ~e. From (5.28) 8 e; ~e > 1 with e 6= ~e we have

1

4
exp(�1

2
je� ~ej) < exp(�1

2
):

Thus fT fg1i=1 is an �w-Fw-contraction of Hardy-Rogers-type with Fw(e) =
e + ln e. For e0 = 1 we have e1 = 0 2 T f 1e0 such that �w(e0; e1) > 1.

Moreover, it is easy to see that T f i is strictly �w-admissible sequence and for

any sequence feng � Xd such that en ! e as n!1 and �w(en; en+1) > 1

8 n 2 N, we have �w(en; e) > 1 8 n 2 N. Therefore, by Theorem 5.1.4 T f

has a common F � P in Xd.

De�nition 5.1.6. Let (Xd; dr) be a M � S and �w : Xd � Xd ! [0;1)
be a function. A sequence of mappings fT f i : Xd ! Clf (Xd)g1i=1 is an
Fw�w �-contraction of Hardy-Rogers-type, if 9 Fw 2 Fw and a � f > 0 such

that 8 i; j 2 N, we have

� f + Fw(�w�(T f ie;T f jy)Hm(T f ie;T f jy)) � Fw(Nf (e; ~e)); (5.14)
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8 e; ~e 2 Xd, whenever minf�w�(T f ie;T f jy)Hm(T f ie;T f jy); Nf (e; ~e)g > 0, where

Nf (e; ~e) = b1dr(e; ~e)+b2dr(e; T f ie)+b3dr(~e; T f jy)+b4dr(e; T f jy)+Ldr(~e; T f ie);

with b1; b2; b3; b4; L � 0 satisfying b1 + b2 + b3 + 2b4 = 1 and b3 6= 1.

Now prove a theorem for F �w�w -contraction of Hardy-Rogers-type satis-

fying.

Theorem 5.1.7. Let (Xd; dr) be a complete M � S and let fT f i : Xd !
Nf (Xd)g1i=1 be an F �w�w -contraction of Hardy-Rogers-type satisfying the fol-
lowing conditions:

(i) fT f ig
1
i=1 is strictly �w�-admissible sequence;

(ii) 9 an e0 2 Xd and e1 2 T f ie0 for some i 2 N with �w(e0; e1) > 1;

(iii) for any sequence feng � Xd such that en ! e as n ! 1 and

�w(en; en+1) > 1 8 n 2 N, we have �w(en; e) > 1 8 n 2 N.

Then the mappings in a sequence fT f ig
n
i=1 have a common F � P .

Proof. The proof of this theorem runs along the same lines as the proof of

Theorem 5.2.2.

Remark 5.1.8. Theorems 5.1.4 and 5.2.5 can be further generalized, if

we use the following contractive condition instead of the one used in these

theorems. Let (Xd; dr) be aM � S and �w : Xd�Xd ! [0;1) be a function.
A sequence of mappings fT f i : Xd ! Clf (Xd)g1i=1 is an Fw�w -contraction
of Roades-type, if 9 Fw 2 Fw and a � f > 0 such that 8 i; j 2 N, we have

�(e; ~e) � 1) � f + Fw(Hm(T f ie; T f j~e)) � Fw(M(e; ~e)); (5.15)

8 e; ~e 2 Xd, whereM(e; ~e) = maxfdr(e; ~e); dr(e; T f ie); dr(~e; T f j~e); [dr(e; T f j~e)+
dr(~e; T f ie)]=2g:

The above mentioned theorems can be proved in a similar fashion as

that of Theorem 2.1.1.
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5.2 A Family of bounded multivalued mappings

satisfying Fw type contractions and related end

point theorems

In this section we will discuss common F � P theorems for sequence of

a bounded multivalued mappings satisfying Fw�w -contraction and F �w�w -

contraction in a complete metric space.

De�nition 5.2.1. Let (Xd; dr) be a M � S and �w : Xd �Xd ! [0;1) be
a function. A sequence of mappings fT f i : Xd ! Bf (Xd)g1i=1 is an Fw�w -
contraction of Hardy-Rogers-type, if 9 Fw 2 Fw and a � f > 0 such that 8
i; j 2 N, we have

� f + Fw(�w(e; ~e)�(T f ie; T f jy)) � Fw(Nf (e; ~e)); (5.16)

8 e; ~e 2 Xd, whenever minf�w(e; ~e)�(T f ie; T f jy); Nf (e; ~e)g > 0, where

Nf (e; ~e) = b1dr(e; ~e)+b2dr(e; T f ie)+b3dr(~e; T f jy)+b4dr(e; T f jy)+Ldr(~e; T f ie);

with b1; b2; b3; b4; L � 0 satisfying b1 + b2 + b3 + 2b4 = 1 and b3 6= 1.

It would be interesting to see whether the conclusions of Theorem 5.1.4

hold for bounded subsets of Xd. We will show that the conclusions of The-

orem 5.1.4 still hold for bounded subsets of Xd provided that the Housdor¤

distance Hm(A1f ; A2f ) in de�nition 5.1.3 is replaced with �(A1f ; A2f ) and

the strict inequality in (ii) of Theorem 5.1.4 is replaced by the soft inequal-

ity. More precisely we have the following result. Now we will prove a result

Fw�w -contraction of Hardy-Rogers-type satisfying.

Theorem 5.2.2. Let (Xd; dr) be a complete M � S and let fT f i : Xd !
Bf (Xd)g1i=1 be an Fw�w -contraction of Hardy-Rogers-type satisfying the fol-
lowing conditions:

(i) fT f ig
1
i=1 is �w-admissible sequence;

(ii) 9 e0 2 Xd and e1 2 T f ie0 for some i 2 N with �w(e0; e1) � 1;

(iii) for any sequence feng � Xd such that en ! e as n ! 1 and

�w(en; en+1) � 1 8 n 2 N, we have �w(en; e) � 1 8 n 2 N.
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Then the mappings in the sequence fT f ig
1
i=1 have a common F � P .

Proof. As we know by hypothesis (ii), we assume without loss of generality

that 9 e0 2 Xd and e1 2 T f 1e0 with �w(e0; e1) � 1. If e1 2 T f ie1 8i 2 N,
then e1 is a common F-P. Let e1 =2 T f 2e1. As �w(e0; e1) � 1, 9 e2 2 T f 2e1
such that

dr(e1; e2) � �w(e0; e1)�(T f 1e0; T f 2e1): (5.17)

As we know that Fw is increasing, we have

Fw(dr(e1; e2)) � Fw(�w(e0; e1)�(T f 1e0; T f 2e1)): (5.18)

From (5.16) we have

� f + Fw(dr(e1; e2)) � � f + Fw(�w(e0; e1)�(T f 1e0; T f 2e1))

� Fw

�
b1dr(e0; e1) + b2dr(e0; T f 1e0) + b3dr(e1; T f 2e1) +

b4dr(e0; T f 2e1) + Ldr(e1; T f 1e0)
�

� Fw

�
b1dr(e0; e1) + b2dr(e0; e1) + b3dr(e1; e2) +

b4dr(e0; e2) + L:0
�

� Fw

�
b1dr(e0; e1) + b2dr(e0; e1) + b3dr(e1; e2) +

b4(dr(e0; e1) + dr(e1; e2)
�

= Fw

�
(b1 + b2 + b4)dr(e0; e1) + (b3 + b4)dr(e1; e2)

�
:(5.19)

As we know that Fw is increasing, we get from above that

dr(e1; e2) < (b1 + b2 + b4)dr(e0; e1) + (b3 + b4)dr(e1; e2):

So that,

(1� b3 � b4)dr(e1; e2) < (b1 + b2 + b4)dr(e0; e1):

As b1 + b2 + b3 + 2b4 = 1, thus we have

dr(e1; e2) < dr(e0; e1):

Now from (5.19), we have

� f + Fw(dr(e1; e2)) � Fw(dr(e0; e1)):
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If e2 2 T f ie2 8i 2 N then e2 is a common F-P. Let e2 =2 T f 3e2, As we

know that fT f ig
1
i=1 is �w-admissible, we have �w(e1; e2) � 1. There exists

e3 2 T f 3e2 such that

dr(e2; e3) � �w(e1; e2)�(T f 2e1; T f 3e2): (5.20)

As we know that Fw is increasing, we have

Fw(dr(e2; e3)) � Fw(�w(e1; e2)�(T f 2e1; T f 3e2)): (5.21)

From (5.16) we have

� f + Fw(dr(e2; e3)) � � f + Fw(�w(e1; e2)�(T f 2e1; T f 3e2))

� Fw

�
b1dr(e1; e2) + b2dr(e1; T f 2e1) + b3dr(e2; T f 3e2) +

b4dr(e1; T f 3e2) + Ldr(e2; T f 2e1)
�

� Fw

�
b1dr(e1; e2) + b2dr(e1; e2) + b3dr(e2; e3) +

b4dr(e1; e3) + L:0
�

� Fw

�
b1dr(e1; e2) + b2dr(e1; e2) + b3dr(e2; e3) +

b4(dr(e1; e2) + dr(e2; e3)
�

= Fw

�
(b1 + b2 + b4)dr(e1; e2) + (b3 + b4)dr(e2; e3)

�
:(5.22)

As we know that Fw is increasing, we get from above that

dr(e2; e3) < (b1 + b2 + b4)dr(e1; e2) + (b3 + b4)dr(e2; e3):

So that,

(1� b3 � b4)dr(e2; e3) < (b1 + b2 + b4)dr(e1; e2):

As b1 + b2 + b3 + 2b4 = 1, thus we have

dr(e2; e3) < dr(e1; e2):

Now from (5.22) we have

� f + Fw(dr(e2; e3)) � Fw(dr(e1; e2)):

So we have

Fw(dr(e2; e3)) � Fw(dr(e1; e2))� � f � Fw(dr(e0; e1))� 2� f :
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Proceeding in the same way we get a sequence feng � Xd such that

en 2 T fnen�1; en�1 6= en and �w(en�1; en) � 1 8 n 2 N:

Furthermore,

Fw(dr(en; en+1)) � Fw(dr(e0; e1))� n� f 8 n 2 N: (5.23)

Now if we let n!1 in (5.23) we get limn!1 Fw(dr(en; en+1)) = �1. Thus,
by property (Fw2), we have limn!1 dr(en; en+1) = 0. Let drn = d(en; en+1)

8 n 2 N. From (Fw3) 9 k 2 (0; 1) such that

lim
n!1

dkrnFw(drn) = 0:

From (5.23) we have

dkrnF (drn)� d
k
rnFw(dr0) � �d

k
rnn� f � 0 8 n 2 N: (5.24)

Now if we let n!1 in (5.24) we get

lim
n!1

ndkrn = 0: (5.25)

This implies that 9 n1 2 N such that ndkrn � 1 8 n � n1. Thus we have

drn �
1

n1=k
; 8 n � n1: (5.26)

To prove that feng is a C-S. Consider m;n 2 N with m > n > n1. By

making use of triangle inequality and (5.26) we have

dr(en; em) � dr(en; en+1) + dr(en+1; en+2) + � � �+ dr(em�1; em)

=

m�1X
i=n

dri �
1X
i=n

dri �
1X
i=n

1

i1=k
:

As we know that
P1
i=1

1
i1=k

is convergent series. Thus limn!1 dr(en; em) =

0. Which implies that feng is a C-S. As (Xd; dr) is complete so 9 e� 2 Xd
such that en ! e� as n ! 1. By condition (iii) we have �w(en; e�) � 1 8
n 2 N. We claim that dr(e�; T f ie

�) = 0 8i 2 N. contradictory suppose that
dr(e

�; T f i0e
�) > 0 for some i0 2 N, 9 n0 2 N such that dr(en; T f i0e

�) > 0 8
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n � n0. For each n � n0 and for above i0, we have

dr(e
�; T f i0e

�) � dr(e
�; en+1) + dr(en+1; T f i0e

�)

< dr(e
�; en+1) + �w(en; e

�)�(T fn+1en; T f i0e
�)

< dr(e
�; en+1) + b1dr(en; e

�) + b2dr(en; en+1) + b3dr(e
�; T f i0e

�);

+b4dr(en; T f ie
�) + Ldr(e

�; en+1): (5.27)

Now if we let n!1 in (5.27) we have

dr(e
�; T f i0e

�) � (b3 + b4)dr(e�; T f i0e
�) < dr(e

�; T f i0e
�):

Which is a contradiction. Thus dr(e�; T f ie
�) = 0 8i 2 N.

Example 5.2.3. Let Xd = f0; 1; 2; 3; :::g and

dr(e; ~e) =

8<:0 if e = ~e

e+ ~e if e 6= ~e

. De�ne fT f i : Xd ! Bf (Xd)g1i=1 by

Tie =

8<:f0g if e = 0

f0; 1; 2; 3; :::; eg if e 6= 0

and �w : Xd �Xd ! [0;1) by

�w(e; ~e) =

8>>><>>>:
1 if e = ~e = 0

1
2 if e; ~e > 1

0 otherwise:

Take Fw(e) = e+ln(e) 8 e 2 (0;1). Under this Fw condition (5.16) reduces
to

�w(e; ~e)�(T f ie; T f jy)

Nf (e; ~e)
exp(�w(e; ~e)�(T f ie; T f jy)�Nf (e; ~e)) � exp(�� f )

(5.28)

8 e; ~e 2 Xd with minf�w(e; ~e)�(T f ie; T f jy); Nf (e; ~e)g > 0. Assume that

b1 = 1, b2 = b3 = b4 = L = 0 and � f = 1
2 . Clearlyminf�w(e; ~e)�(T f ie; T f jy); dr(e; ~e)g >

0 8 e; ~e > 1 with e 6= ~e. From (5.16) 8 e; ~e > 1 with e 6= ~e, we have
1

2
exp(�1

2
(e+ ~e)) < exp(�1

2
):
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Thus T is an Fw�w -contraction of Hardy-Roger-type with Fw(e) = e+ ln e.

For e0 = 1, we have e1 = 0 2 T f 1e0 such that �w(e0; e1) � 1. Moreover, it
can be easily seen that T f is �w-admissible mapping and for any sequence

feng � Xd such that en ! e as n ! 1 and �w(en; en+1) � 1 8 n 2 N, we
have �w(en; e) � 1 8 n 2 N. Therefore by Theorem 5.2.2 T f has a F � P in
Xd.

De�nition 5.2.4. Let (Xd; dr) be a M � S and �w : Xd �Xd ! [0;1) be
a function. A sequence of mappings fT f i : Xd ! Bf (Xd)g1i=1 is an Fw�w �-
contraction of Hardy-Rogers-type, if 9 Fw 2 Fw and a � f > 0 such that 8
i; j 2 N, we have

� f + Fw(�w�(T f ie;T f jy)�(T f ie; T f jy)) � Fw(Nf (e; ~e)); (5.29)

8 e; ~e 2 Xd, whenever minf�w�(T f ie;T f jy)�(T f ie; T f jy); Nf (e; ~e)g > 0, where

Nf (e; ~e) = b1dr(e; ~e)+b2dr(e; T f ie)+b3dr(~e; T f jy)+b4dr(e; T f jy)+Ldr(~e; T f ie);

with b1; b2; b3; b4; L � 0 satisfying b1 + b2 + b3 + 2b4 = 1 and b3 6= 1.

Now we will prove a result Fw�w �-contraction of Hardy-Rogers-type sat-
isfying.

Theorem 5.2.5. Let (Xd; dr) be a complete M � S and let fT f i : Xd !
Bf (Xd)g1i=1 be and Fw�w �-contraction of Hardy-Rogers-type satisfying the
following conditions:

(i) fTig1i=1 is �w�-admissible sequence;

(ii) 9 e0 2 Xd and e1 2 Tie0 for some i 2 N with �w(e0; e1) � 1;

(iii) for any sequence feng � Xd such that en ! e as n ! 1 and

�w(en; en+1) � 1 8 n 2 N, we have �w(en; e) � 1 8 n 2 N.

Then the mappings in a sequence fT f ig
n
i=1 have a common F � P .

Proof. The proof of this theorem runs along the same lines as the proof of

Theorem 5.2.2.
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Remark 5.2.6. Theorems 5.2.1 and 5.2.5 can be further generalized if we

use the following contractive condition instead of the one used in these the-

orems.

Let (Xd; dr) be a M � S and �w : Xd �Xd ! [0;1) be a function. A
sequence of mappings fT f i : Xd ! Bf (Xd)g1i=1 is an Fw�w -contraction of
Roades-type, if 9 Fw 2 Fw and a � f > 0 such that 8 i; j 2 N, we have

�w(e; ~e) � 1) �w + Fw(�(T f ie; T f j~e)) � Fw(M(e; ~e)); (5.30)

8 e; ~e 2 Xd, whereM(e; ~e) = maxfdr(e; ~e); d(e; T f ie); d(~e; T f j~e); [d(e; T f j~e)+
d(~e; T f ie)]=2g:

The above mentioned theorems can be proved in a similar fashion as

that of Theorem 2.1.1.

5.3 Application

In this section, as a consequence of our result we establish an existence

theorem for a system of integral equations. Let Xd = (C[a; b];R) be the
space of all real valued continuous functions de�ned on [a; b]. Note that

Xd is complete [69] with respect to the metric d�f (e; ~e) = supt2[a;b]fje(t) �
~e(t)j exp(�j� f tj)g .

Consider the system of integral equations of the form

e(t) = f(t) +

Z b

a
Ki(t; s; e(s))ds; (5.31)

for t; s 2 [a; b] and i 2 f1; 2; 3; � � � ; Nfg with Nf 2 N. Where Ki : [a; b] �
[a; b]� R! R and f : [a; b]! R are continuous functions.

Theorem 5.3.1. Let Xd = (C[a; b];R) and let fT f i : Xd ! Xdg
Nf
i=1 be the

operators de�ned as

T f ie(t) = f(t) +

Z b

a
Ki(t; s; e(s))ds; (5.32)

for t; s 2 [a; b]. Where Ki : [a; b] � [a; b] � R ! R and f : [a; b] ! R are

continuous functions. Assume that 9  : Xd ! (0;1) and �w : Xd �Xd !
(0;1) and following conditions hold:
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(i) 8 i; j 2 f1; 2; 3; � � � ; Nfg 9 � f > 0 such that

jKi(t; s; e)�Kj(t; s; ~e)j �
exp�� f
(e+ ~e)

je� ~ej

8 t; s 2 [a; b] and e; ~e 2 Xd. Moreover,��� Z b

a

exp(j� fsj)
(e+ ~e)

ds
��� � exp(j� f tj)

�w(e; ~e)

8 t 2 [a; b];

(ii) for e; ~e 2 Xd, �w(e; ~e) � 1 implies �w(T f ie; T f jy) � 1 8 i; j 2
f1; 2; 3; � � � ; Nfg;

(iii) 9 e0 2 Xd such that �w(e0; T f ie0) � 1 for some i 2 f1; 2; 3; � � � ; Nfg;

(iv) for any sequence feng � Xd such that en ! e as n ! 1 and

�w(en; en+1) � 1 8 n 2 N, we have �w(en; e) � 1 8 n 2 N.

Then the system of integral equations (5.31) has a solution in Xd.

Proof. First we show that fT f ig is an Fw�w -contraction of Hardy-Rogers-
type. For each i; j 2 f1; 2; 3; � � � ; Nfg, we have

jT f ie(t)� T f jy(t)j �
Z b

a
jKi(t; s; e(s))�Kj(t; s; ~e(s))jds

�
Z b

a

exp(�� f )
(e(s) + ~e(s))

je(s)� ~e(s)jds

=

Z b

a

exp(�� f ) exp(j� fsj)
(e(s) + ~e(s))

je(s)� ~e(s)j exp(�j� fsj)ds

� exp(�� f )d�f (e; ~e)
Z b

a

exp(j� fsj)
(e(s) + ~e(s))

ds

� exp(j� f )tj
�w(e; ~e)

exp(�� f )d�f (e; ~e):

Thus we have

�w(e; ~e)jT f ie(t)� T f jy(t)j exp(�j� f tj) � exp(�� f )d�f (e; ~e):

Equivalently,

�w(e; ~e)d�f (T f ie; T f jy) � exp(�� f )d�f (e; ~e):
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Clearly natural logarithm belongs to Fw. Applying it on above inequality

we get

ln(�w(e; ~e)d�f (T f ie; T f jy)) � ln(exp(�� f )d�f (e; ~e));

after some simpli�cation we get

� f + ln(�w(e; ~e)d�f (T f ie; T f jy)) � ln(d�f (e; ~e)):

Thus fT f ig
Nf
i=1 is an Fw�w -contraction of Hardy-Rogers-type with b1 = 1,

b2 = b3 = b4 = L = 0 and Fw(e) = ln e. Therefore by 5.2.2 it follows that

the system of operators (5.32) have a common F-P, So that, the system of

integral equations (5.31) has a solution in Xd.
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Chapter 6

Existence of Best proximity

points for Fw-proximal

contractions

Throughout this chapter F � P represents a �xed point, M � S represents
a metric space, C � S represents a Cauchy sequence. In this chapter we
introduce the notions of an Fw�w -proximal contractions for Hardy-Rogers

type mappings as well as for Ciric-type mappings. We also discuss the exis-

tence of best proximity for nonself multivalued mappings satisfying at least

one of these conditions, along with few other conditions.

This chapter is divided into two section. In the �rst section, we will discuss

best proximity point theorems for Hardy-Rogers type an Fw�w -proximal

contraction. We will discuss our results on the closed subsets of a com-

plete M � S .
In the second section we will prove some best proximity point theorems for

Ciric type an Fw�w -proximal contraction. Towards the end of this chapter,

we will prove theorems as a consequence of our results in this chapter.

We begin this chapter with the following de�nitions.

De�nition 6.0.2. Let A1f and A2f be two nonempty subsets of a M � S
(Xd; dr). A mapping Tf : A1f ! CLf (Xd) is called strictly �w-proximal

74



admissible if 9 a mapping �w : A1f �A1f ! [0;1) such that8>>><>>>:
�w(e1; e2) > 1

dr(u1; ~e1) = dr(A1f ; A2f )

dr(u2; ~e2) = dr(A1f ; A2f )

) �w(u1; u2) > 1;

where e1; e2; u1; u2 2 A1f and ~e1 2 Tfe1, ~e2 2 Tfe2.

6.1 Best proximity point theorems for Hardy Rogers

type Fw-proximal contraction

In this section we will investigate a best proximity point for an Fw�w -

proximal contraction of Hardy-Rogers type among the non-empty closed

subsets of a complete M � S .

De�nition 6.1.1. Let (Xd; dr) be a M � S , A1f ; A2f � Xd and �w : A1f �
A1f ! [0;1) be a function. A mapping Tf : A1f ! CLf (A2f ) is an Fw�w -

proximal contraction of Hardy-Rogers-type, if 9 an Fw 2 Fw and a � f > 0

such that

� f + Fw(�w(e; ~e)Hm(Tfe; Tfy)) � Fw(Nf (e; ~e)); (6.1)

8 e; ~e 2 A1f , whenever minf�w(e; ~e)Hm(Tfe; Tfy); Nf (e; ~e)g > 0, where

Nf (e; ~e) = b1dr(e; ~e) + b2[dr(e; Tfe)� dr(A1f ; A2f )] + b3[dr(~e; Tfy)� dr(A1f ; A2f )]

+b4[dr(e; Tfy)� dr(A1f ; A2f )] + L[dr(~e; Tfe)� dr(A1f ; A2f )];

with b1; b2; b3; b4; L � 0 satisfying b1 + b2 + b3 + 2b4 = 1 and b3 6= 1.

Now we will prove a theorem for a Fw�w -proximal contraction of Hardy-

Rogers-type.

Theorem 6.1.2. Let A1f and A2f be nonempty closed subsets of a com-

plete M � S (Xd; dr). Further suppose that A0 is nonempty and T : A1f !
CLf (A2f ) is an Fw�w -proximal contraction of Hardy-Rogers-type satisfying

the following conditions:

(i) Tfe � B0 8 e 2 A0 and (A1f ; A2f ) satis�es the weak P -property;
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(ii) Tf is strictly �w-proximal admissible;

(iii) 9 e0; e1 2 A0 and ~e1 2 Tfe0 such that

�w(e0; e1) > 1 and dr(e1; ~e1) = dr(A1f ; A2f ):

(iv) Tf is continuous, or, for any sequence feng � A1f such that en ! e as

n!1 and �w(en; en+1) > 1 8 n 2 N, we have �w(en; e) > 1 8 n 2 N.

Then Tf has a best proximity point.

Proof. As we know by hypothesis (iii), 9 e0; e1 2 A0 and ~e1 2 Tfe0 such

that

dr(e1; ~e1) = dr(A1f ; A2f ) and �w(e0; e1) > 1; (6.2)

If ~e1 2 Tfe1, then e1 is a best proximity point of Tf . Let ~e1 =2 Tfe1. As

�w(e0; e1) > 1, by Lemma 1.4.5 9 ~e2 2 Tfe1 such that

dr(~e1; ~e2) � �w(e0; e1)Hm(Tfe0; Tfe1): (6.3)

As we know that Fw is strictly increasing, we have

Fw(dr(~e1; ~e2)) � Fw(�w(e0; e1)Hm(Tfe0; Tfe1)): (6.4)

From (6.1), we have

� f + Fw(dr(~e1; ~e2)) � � f + Fw(�w(e0; e1)Hm(Tfe0; Tfe1))

� Fw

�
b1dr(e0; e1) + b2[dr(e0; Tfe0)� dr(A1f ; A2f )] + b3[dr(e1; Tfe1)� dr(A1f ; A2f )];

b4[dr(e0; Tfe1)� dr(A1f ; A2f )] + L[dr(e1; Tfe0)� dr(A1f ; A2f )]
�

� Fw

�
b1dr(e0; e1) + b2dr(e0; e1) + b3dr(~e1; ~e2);

b4[dr(e0; e1) + dr(~e1; ~e2)] + L:0
�

= Fw

�
(b1 + b2 + b4)dr(e0; e1) + (b3 + b4)dr(~e1; ~e2)

�
: (6.5)

As we know that

dr(e0; Tfe0) � dr(e0; e1)+dr(e1; ~e1)+dr(~e1; Tfe0) = dr(e0; e1)+dr(A1f ; A2f )+0;

dr(e1; Tfe1) � dr(e1; ~e1)+dr(~e1; ~e2)+dr(~e2; Tfe1) = dr(A1f ; A2f )+dr(~e1; ~e2)+0;
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dr(e0; Tfe1) � dr(e0; e1)+dr(e1; ~e1)+dr(~e1; ~e2)+dr(~e2; Tfe1) = dr(e0; e1)+dr(A1f ; A2f )+dr(~e1; ~e2)+0

dr(e1; Tfe0) � dr(e1; ~e1) + dr(~e1; Tfe0) = dr(A1f ; A2f ) + 0:

As we know that Fw is strictly increasing, we get from (6.5) that

dr(~e1; ~e2) < (b1 + b2 + b4)dr(e0; e1) + (b3 + b4)dr(~e1; ~e2):

So that,

(1� b3 � b4)dr(~e1; ~e2) < (b1 + b2 + b4)dr(e0; e1):

As b1 + b2 + b3 + 2b4 = 1, thus we have

dr(~e1; ~e2) < dr(e0; e1):

Now, from (6.5), we have

� f + Fw(dr(~e1; ~e2)) � Fw(dr(e0; e1)): (6.6)

As ~e2 2 Tfe1 � B0, 9 an e2 6= e1 2 A0 such that

dr(e2; ~e2) = dr(A1f ; A2f ); (6.7)

for otherwise e1 is a best proximity point. As (A1f ; A2f ) satis�es the weak

P -property. From (6.2) and (6.7), we have

0 < dr(e1; e2) � dr(~e1; ~e2):

By applying Fw, we get

Fw(dr(e1; e2)) � Fw(dr(~e1; ~e2)): (6.8)

Thus from (6.6) and (6.8), we have

� f + Fw(dr(e1; e2)) � � f + Fw(dr(~e1; ~e2)) � Fw(dr(e0; e1)): (6.9)

As Tf is strictly �w-proximal admissible, and we know that �w(e0; e1) > 1,

dr(e1; ~e1) = dr(A1f ; A2f ) and dr(e2; ~e2) = dr(A1f ; A2f ), then �w(e1; e2) > 1.

Thus we have

dr(e2; ~e2) = dr(A1f ; A2f ) and �w(e1; e2) > 1: (6.10)
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If ~e2 2 Tfe2, then e2 is a best proximal point of T . Let ~e2 =2 Tfe2. As

�w(e1; e2) > 1. There exists an ~e3 2 Tfe2 such that

dr(~e2; ~e3) � �w(e1; e2)Hm(Tfe1; Tfe2): (6.11)

As we know that, Fw is strictly increasing, we have

Fw(dr(~e2; ~e3)) � Fw(�w(e1; e2)Hm(Tfe1; Tfe2)): (6.12)

From (6.1), we have

� f + Fw(dr(~e2; ~e3)) � � f + Fw(�w(e1; e2)Hm(Tfe1; Tfe2))

� Fw

�
b1dr(e1; e2) + b2[dr(e1; Tfe1)� dr(A1f ; A2f )] + b3[dr(e2; Tfe2)� dr(A1f ; A2f )];

b4[dr(e1; Tfe2)� dr(A1f ; A2f )] + L[dr(e2; Tfe1)� dr(A1f ; A2f )]
�

� Fw

�
b1dr(e1; e2) + b2dr(e1; e2) + b3dr(~e2; ~e3);

b4[dr(e1; e2) + dr(~e2; ~e3)] + L:0
�

= Fw

�
(b1 + b2 + b4)dr(e1; e2) + (b3 + b4)dr(~e2; ~e3)

�
: (6.13)

As we know that Fw is strictly increasing, we get from above that

dr(~e2; ~e3) < (b1 + b2 + b4)dr(e1; e2) + (b3 + b4)dr(~e2; ~e3):

So that,

(1� b3 � b4)dr(~e2; ~e3) < (b1 + b2 + b4)dr(e1; e2):

As b1 + b2 + b3 + 2b4 = 1, thus we have

dr(~e2; ~e3) < dr(e1; e2):

Now from (6.13), we have

� f + Fw(dr(~e2; ~e3)) � Fw(dr(e1; e2)):

As ~e3 2 Tfe2 � B0, 9 e3 6= e2 2 A0 such that

dr(e3; ~e3) = dr(A1f ; A2f ); (6.14)

for otherwise e2 is a best proximity point. As (A1f ; A2f ) satis�es the weak

P -property. From (6.7) and (6.14), we have

0 < dr(e2; e3) � dr(~e2; ~e3):
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By applying Fw, we get

Fw(dr(e2; e3)) � Fw(dr(~e2; ~e3)):

Thus, we have

� f + Fw(dr(e2; e3)) � � f + Fw(dr(~e2; ~e3)) � Fw(dr(e1; e2)): (6.15)

So we get

Fw(dr(e2; e3)) � Fw(dr(~e2; ~e3)) � Fw(dr(e1; e2))�� f � Fw(dr(e0; e1))�2� f :

As Tf is strictly �w-proximal admissible, As we know that �w(e1; e2) > 1,

dr(e2; ~e2) = dr(A1f ; A2f ) and dr(e3; ~e3) = dr(A1f ; A2f ), then �w(e2; e3) > 1.

Proceeding in the same way, we get sequences feng in A0 and f~eng in B0,
where ~en 2 Tfen�1 8 n 2 N such that

dr(en; ~en) = dr(A1f ; A2f ) and �w(en�1; en) > 1: (6.16)

Furthermore,

Fw(dr(en; en+1)) � Fw(dr(~en; ~en+1)) � Fw(dr(e0; e1))� n� f 8 n 2 N:
(6.17)

Now if we let n!1 in (6.17), we get limn!1 Fw(dr(en; en+1)) = limn!1 Fw(dr(~en; ~en+1))�
1. Thus, by property (Fw2), we have limn!1 dr(en; en+1) = 0. Let

drn = dr(en; en+1) 8 n 2 N. From (Fw3) 9 k 2 (0; 1) such that

lim
n!1

dkrnFw(drn) = 0:

From (6.17) we have

dkrnF (drn)� d
k
rnFw(d0) � �d

k
rnn� f � 0 8 n 2 N: (6.18)

Now if we let n!1 in (6.18), we get

lim
n!1

ndkrn = 0:

This implies that 9 an n1 2 N such that ndkrn � 1 8 n � n1. Thus, we have

drn �
1

n1=k
; 8 n � n1: (6.19)
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To prove that feng is a C-S in A1f . Consider m;n 2 N with m > n > n1.

By making use of triangle inequality and (6.19), we have

dr(en; em) � dr(en; en+1) + dr(en+1; en+2) + � � �+ dr(em�1; em)

=

m�1X
i=n

dri �
1X
i=n

dri �
1X
i=n

1

i1=k
:

As we know that
P1
i=1

1
i1=k

is convergent series. Thus, limn!1 dr(en; em) =

0. Which implies that feng is a C-S in A1f . Similarly, we see that f~eng
is a C-S in A2f . As we know that A1f and A2f are closed subsets of a

complete M-S, 9 e� in A and ~e� in A2f such that en ! e� and ~en ! ~e�

as n ! 1. By the (6.16), we conclude that dr(e�; ~e�) = dr(A1f ; A2f ) as

n ! 1. By hypothesis (iv), when Tf is continuous, we have ~e� 2 Tfe�, As
we know that ~en 2 Ten�1. Hence dr(A1f ; A2f ) � dr(e

�; Tfe
�) � dr(e

�; ~e�) =

dr(A1f ; A2f ). Therefore e� is a best proximity point of the mapping Tf .

By hypothesis (iv), when �w(en; e�) > 1 8 n 2 N, then by using triangular
property, we have

dr(e
�; T e�) � dr(e

�; ~en+1) + dr(~en+1; Tfe
�)

< dr(e
�; ~en+1) + �w(en; e

�)Hm(Ten; Tfe
�)

< dr(e
�; ~en+1) + b1dr(en; e

�) + b2[dr(en; Tfen)� dr(A1f ; A2f )] +

b3[dr(e
�; Tfe

�)� dr(A1f ; A2f )] + b4[dr(en; Tfe�)� dr(A1f ; A2f )]

+L[dr(e
�; Tfen)� dr(A1f ; A2f )]

� dr(e
�; ~en+1) + b1dr(en; e

�) + b2[dr(en; ~en+1)� dr(A1f ; A2f )] +

b3[dr(e
�; Tfe

�)� dr(A1f ; A2f )] + b4[dr(en; Tfe�)� dr(A1f ; A2f )]

+L[dr(e
�; ~en+1)� dr(A1f ; A2f )]: (6.20)

Now if we let n!1 in (6.20), we have

dr(e
�; Tfe

�) � dr(A1f ; A2f ) + (b3 + b4)[dr(e
�; Tfe

�)� dr(A1f ; A2f )]:

This implies that

dr(e
�; Tfe

�) � dr(A1f ; A2f ):

Thus, we conclude that dr(e�; Tfe�) = dr(A1f ; A2f ).
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6.2 Best proximity point theorem for Ciric type

Fw-proximal contraction

In this section, we will investigate a best proximity point for a Fw�w -proximal

contraction of Ciric type on the nonempty closed subsets of a completeM � S .

De�nition 6.2.1. Let (Xd; dr) be a M � S , A1f ; A2f are nonempty subsets
in Xd and �w : A � A1f ! [0;1) be a function. A mapping T : A1f !
CLf (A2f ) is a Fw�w -proximal contraction of Ciric-type, if 9 continuous Fw
in Fw and a � f > 0 such that

� f + Fw(�w(e; ~e)Hm(Tfe; Tfy)) � Fw(M(e; ~e)); (6.21)

8 e; ~e 2 A1f , whenever minf�w(e; ~e)Hm(Tfe; Tfy);M(e; ~e)g > 0, where

M(e; ~e) = max
n
dr(e; ~e); dr(e; Tfe)� dr(A1f ; A2f ); dr(~e; Tfy)� dr(A1f ; A2f );

dr(e; Tfy) + dr(~e; Tfe)� 2dr(A1f ; A2f )
2

o
+ L[dr(~e; Tfe)� dr(A1f ; A2f )]

and L � 0.

Now we will prove a result for a Fw�w -proximal contraction of Ciric-type.

Theorem 6.2.2. Let A1f and A2f be nonempty closed subsets of a com-

plete M � S (Xd; dr). Further suppose that A0 is nonempty and Tf : A1f !
CLf (A2f ) is an Fw�w -proximal contraction of Ciric-type satisfying the fol-

lowing conditions:

(i) Tfe � B0 8 e 2 A0 and (A1f ; A2f ) satis�es the weak P -property;

(ii) Tf is strictly �w-proximal admissible;

(iii) 9 e0; e1 2 A0 and ~e1 2 Tfe0 such that

�w(e0; e1) > 1 and dr(e1; ~e1) = dr(A1f ; A2f ):

(iv) Tf is continuous, or, for any sequence feng � A such that en ! e as

n!1 and �w(en; en+1) > 1 8 n 2 N, we have �w(en; e) > 1 8 n 2 N.

Then Tf has a best proximity point.
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Proof. As we know by hypothesis (iii), 9 e0; e1 2 A0 and ~e1 2 Tfe0 such

that

dr(e1; ~e1) = dr(A1f ; A2f ) and �w(e0; e1) > 1; (6.22)

If ~e1 2 Tfe1, then e1 is a best proximity point of T . Let ~e1 =2 Tfe1. As

�w(e0; e1) > 1, by Lemma 1.4.5 9 ~e2 2 Tfe1 such that

dr(~e1; ~e2) � �w(e0; e1)Hm(Te0; T e1): (6.23)

As we know that Fw is strictly increasing, we have

Fw(dr(~e1; ~e2)) � Fw(�w(e0; e1)Hm(Tfe0; Tfe1)): (6.24)

From (6.21), we have

� f + Fw(dr(~e1; ~e2)) � � f + Fw(�w(e0; e1)Hm(Tfe0; Tfe1))

� Fw

�
max

n
dr(e0; e1); dr(e0; Tfe0)� dr(A1f ; A2f ); dr(e1; Tfe1)� dr(A1f ; A2f );

dr(e0; Tfe1) + dr(e1; Tfe0)� 2dr(A1f ; A2f )
2

o
+ L[dr(e1; Tfe0)� dr(A1f ; A2f )]

�
� Fw

�
max

n
dr(e0; e1); dr(e0; e1); dr(~e1; ~e2);

dr(e0; e1) + dr(~e1; ~e2)

2

o
+ L:0

�
= Fw

�
maxfdr(e0; e1); dr(~e1; ~e2)g

�
= Fw(dr(e0; e1)); (6.25)

for other choose of max, we have a contraction. Note that, we use the

following facts in above inequalities:

dr(e0; Tfe0) � dr(e0; e1)+dr(e1; ~e1)+dr(~e1; Tfe0) = dr(e0; e1)+dr(A1f ; A2f )+0;

dr(e1; Tfe1) � dr(e1; ~e1)+dr(~e1; ~e2)+dr(~e2; Tfe1) = dr(A1f ; A2f )+dr(~e1; ~e2)+0;

dr(e0; Tfe1) � dr(e0; e1)+dr(e1; ~e1)+dr(~e1; ~e2)+dr(~e2; Tfe1) = dr(e0; e1)+dr(A1f ; A2f )+dr(~e1; ~e2)+0

dr(e1; Tfe0) � dr(e1; ~e1) + dr(~e1; Tfe0) = dr(A1f ; A2f ) + 0:

As ~e2 2 Te1 � B0, 9 e2 6= e1 2 A0 such that

dr(e2; ~e2) = dr(A1f ; A2f ); (6.26)

for otherwise e1 is a best proximity point. As (A1f ; A2f ) satis�es the weak

P -property. From (6.22) and (6.26), we have

0 < dr(e1; e2) � dr(~e1; ~e2):
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By applying Fw, we get

Fw(dr(e1; e2)) � Fw(dr(~e1; ~e2)): (6.27)

Thus from (6.25) and (6.27), we have

� f + Fw(dr(e1; e2)) � � f + Fw(dr(~e1; ~e2)) � Fw(dr(e0; e1)): (6.28)

As T is strictly �w-proximal admissible, As we know that �w(e0; e1) > 1,

dr(e1; ~e1) = dr(A1f ; A2f ) and dr(e2; ~e2) = dr(A1f ; A2f ), then �w(e1; e2) > 1.

Thus we have

dr(e2; ~e2) = dr(A1f ; A2f ) and �w(e1; e2) > 1: (6.29)

If ~e2 2 Tfe2, then e2 is a best proximity point of Tf . Let ~e2 =2 Tfe2. As

�w(e1; e2) > 1. There exists ~e3 2 Tfe2 such that

dr(~e2; ~e3) � �w(e1; e2)Hm(Tfe1; Tfe2): (6.30)

As we know that, Fw is strictly increasing, we have

Fw(dr(~e2; ~e3)) � Fw(�w(e1; e2)Hm(Tfe1; Tfe2)): (6.31)

From (6.21), we have

� f + Fw(dr(~e2; ~e3)) � � f + Fw(�w(e1; e2)Hm(Tfe1; Tfe2))

� Fw

�
max

n
dr(e1; e2); dr(e1; Tfe1)� dr(A1f ; A2f ); dr(e2; Tfe2)� dr(A1f ; A2f );

dr(e1; Tfe2) + dr(e2; Tfe1)� 2dr(A1f ; A2f )
2

o
+ L[dr(e2; Tfe1)� dr(A1f ; A2f )]

�
� Fw

�
max

n
dr(e1; e2); dr(e1; e2); dr(~e2; ~e3);

dr(e1; e2) + dr(~e2; ~e3)

2

o
+ L:0

�
= Fw

�
maxfdr(e1; e2); dr(~e2; ~e3)g

�
= Fw(dr(e1; e2)); (6.32)

otherwise we have a contradiction. As ~e3 2 Tfe2 � B0, 9 e3 6= e2 2 A0 such
that

dr(e3; ~e3) = dr(A1f ; A2f ); (6.33)

otherwise e2 is a best proximity point. As (A1f ; A2f ) satis�es the weak

P -property. From (6.26) and (6.33), we have

0 < dr(e2; e3) � dr(~e2; ~e3):
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By applying Fw, we get

Fw(dr(e2; e3)) � Fw(dr(~e2; ~e3)):

Thus, we have

� f + Fw(dr(e2; e3)) � � f + Fw(dr(~e2; ~e3)) � Fw(dr(e1; e2)): (6.34)

So we get

Fw(dr(e2; e3)) � Fw(dr(~e2; ~e3)) � Fw(dr(e1; e2))�� f � Fw(dr(e0; e1))�2� f :

As Tf is strictly �w-proximal admissible, As we know that �w(e1; e2) > 1,

dr(e2; ~e2) = dr(A1f ; A2f ) and dr(e3; ~e3) = dr(A1f ; A2f ), then �w(e2; e3) > 1.

Proceeding in the same way, we get sequences feng in A0 and f~eng in B0,
where ~en 2 Tfen�1 8 n 2 N such that

dr(en; ~en) = dr(A1f ; A2f ) and �w(en�1; en) > 1: (6.35)

Furthermore,

Fw(dr(en; en+1)) � Fw(dr(~en; ~en+1)) � Fw(dr(e0; e1))� n� f 8 n 2 N:
(6.36)

Now if we let n!1 in (6.36), we get limn!1 Fw(dr(en; en+1)) = limn!1 Fw(dr(~en; ~en+1))�
1. Thus, by property (Fw2), we have limn!1 dr(en; en+1) = 0. Let

drn = d(en; en+1) 8 n 2 N. From (Fw3) 9 k 2 (0; 1) such that

lim
n!1

dkrnFw(drn) = 0:

From (6.36) we have

dkrnF (drn)� d
k
rnFw(d0) � �d

k
rnn� f � 0 8 n 2 N: (6.37)

Now if we let n!1 in (6.37), we get

lim
n!1

ndkrn = 0:

This implies that 9 n1 2 N such that ndkrn � 1 8 n � n1. Thus, we have

drn �
1

n1=k
; 8 n � n1: (6.38)
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To prove that feng is a C-S in A1f . Consider m;n 2 N with m > n > n1.

By making use of triangle inequality and (6.38), we have

dr(en; em) � dr(en; en+1) + dr(en+1; en+2) + � � �+ dr(em�1; em)

=
m�1X
i=n

dri �
1X
i=n

dri �
1X
i=n

1

i1=k
:

As we know that
P1
i=1

1
i1=k

is convergent series. Thus, limn!1 dr(en; em) =

0. Which implies that feng is a C-S in A1f . Similarly, we see that f~eng
is a C-S in A2f . As we know that A1f and A2f are closed subsets of a

complete M-S, 9 e� in A1f and ~e� in A2f such that en ! e� and ~en ! ~e�

as n ! 1. By the (6.35), we conclude that dr(e�; ~e�) = dr(A1f ; A2f ) as

n!1. By hypothesis (iv), when Tf is continuous, we have ~e� 2 Tfe�, As we
know that ~en 2 Tfen�1. Hence dr(A1f ; A2f ) � dr(e

�; Tfe
�) � dr(e

�; ~e�) =

dr(A1f ; A2f ). Therefore e� is a best proximity point of the mapping Tf .

Now if we consider hypothesis (iv), when �w(en; e�) > 1 8 n 2 N. We claim
that dr(A1f ; A2f ) = dr(e

�; Tfe
�). contradictory assume that dr(A1f ; A2f ) 6=

dr(e
�; Tfe

�). By making use of triangle inequality, we have

� f + Fw(dr(~en+1; Tfe
�)) � � f + Fw(�w(en; e

�)Hm(Tfen; Tfe
�))

� Fw

�
max

n
dr(en; e

�); dr(en; Tfen)� dr(A1f ; A2f ); dr(e�; Tfe�)� dr(A1f ; A2f );

dr(e
�; Tfen) + dr(en; Tfe

�)� 2dr(A1f ; A2f )
2

o
+L[dr(e

�; Tfen)� dr(A1f ; A2f )]
�

� Fw

�
max

n
dr(en; e

�); dr(en; ~en+1)� dr(A1f ; A2f ); dr(e�; Tfe�)� dr(A1f ; A2f );

dr(e
�; ~en+1) + dr(en; Tfe

�)� 2dr(A1f ; A2f )
2

o
+L[dr(e

�; ~en+1)� dr(A1f ; A2f )]
�
:

Now if we let n!1 in the above inequality, we have

� f + Fw(dr(~e
�; Tfe

�)) � Fw

�
max

n
dr(e

�; Tfe
�)� dr(A1f ; A2f );

dr(e
�; Tfe

�)� dr(A1f ; A2f )
2

o�
:(6.39)

As

dr(e
�; Tfe

�) � dr(e
�; ~e�) + dr(~e

�; Tfe
�):

Thus, we have

dr(e
�; Tfe

�)� dr(A1f ; A2f ) � dr(~e
�; Tfe

�):
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By making use of above inequality, (Fw1) and (6.39), we get

� f + Fw(dr(e
�; Tfe

�)� dr(A1f ; A2f )) � � f + Fw(dr(~e
�; Tfe

�))

� Fw

�
max

n
dr(e

�; Tfe
�)� dr(A1f ; A2f );

dr(e
�; Tfe

�)� dr(A1f ; A2f )
2

o�
:

This implies that

dr(e
�; Tfe

�)� dr(A1f ; A2f ) < dr(e
�; Tfe

�)� dr(A1f ; A2f ):

This is a contradiction to our assumption. Thus, we conclude that dr(e�; Tfe�) =

dr(A1f ; A2f ).

Example 6.2.3. LetXd = R�R be enriched with a metric dr((e1; e2); (~e1; ~e2)) =
je1 � ~e1j + je2 � ~e2j 8 e; ~e 2 Xd. Take A1f = f(0; e) : e 2 Rg and
A2f = f(1; e) : e 2 Rg. De�ne Tf : A1f ! CLf (A2f ) by

Tf (0; e) =

8>>><>>>:
f(1; e2)g if e < 0

f(1; 0); (1; 1)g if 0 � e � 1

f(1; e� 1); (1; e)g if e > 1

and �w : A1f �A1f ! [0;1) by

�w((0; e); (0; ~e)) =

8>>><>>>:
2 if e; ~e 2 [0; 1]
1
2 if e; ~e 2 N� f1g

0 otherwise:

Take Fw(e) = e+ ln e 8 e 2 (0;1). Under this Fw, condition (6.1) reduces
to

�w(e; ~e)Hm(Tfe; Tfy)

Nf (e; ~e)
exp(�w(e; ~e)Hm(Tfe; Tfy)�Nf (e; ~e)) � exp(�� f )

(6.40)

8 e; ~e 2 A1f with minf�w(e; ~e)Hm(Tfe; Tfy); Nf (e; ~e)g > 0. Assume that

b1 = 1, b2 = b3 = b4 = L = 0 and � f = 1
2 . Clearly,minf�w(e; ~e)Hm(Tfe; Tfy); dr(e; ~e)g >
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0 8 e; ~e 2 N� f1g with e 6= ~e. From (6.40) 8 e; ~e 2 N� f1g with e 6= ~e, we
have

1

2
exp(�1

2
je� ~ej) < exp(�1

2
):

Thus, Tf is a Fw�w -proximal contraction of Hardy-Rogers-type with Fw(e) =

e + ln e. Note that A0 = A1f , B0 = A2f and Te � B0 8 e 2 A0. Also, the
pair (A1f ; A2f ) satis�es the weak P -property. If e0; e1 2 f(0; e) : 0 � e � 1g,
then Te0; T e1 = f(1; 0); (1; 1)g. Take ~e1 2 Te0, ~e2 2 Te1 and u1; u2 2 A1f

such that dr(u1; ~e1) = dr(A1f ; A2f ) and dr(u2; ~e2) = dr(A1f ; A2f ). Then we

have u1; u2 2 f(0; 0); (0; 1)g. Hence Tf is strictly �w-proximal admissible
mapping. For e0 = (0; 1) 2 A0 and ~e1 = (1; 0) 2 Tfe0 in B0, we have

e1 = (0; 0) 2 A0 such that dr(e1; ~e1) = dr(A1f ; A2f ) and �w(e0; e1) = 2 > 1.

Moreover, for any sequence feng � A1f such that en ! e as n ! 1 and

�w(en; en+1) > 1 8 n 2 N, we have �w(en; e) > 1 8 n 2 N. Therefore, by
Theorem 6.1.2, Tf has a best proximity point.

Consequences

When we take Xd = A1f = A2f , we get the following F � P theorems from
our results:

Theorem 6.2.4. Let (Xd; dr) be a complete M � S . Assume Tf : Xd !
CLf (Xd) is a mapping for which there exist Fw 2 Fw and a � f > 0 such

that

� f + Fw(�w(e; ~e)Hm(Tfe; Tf ~e)) � Fw(Nf (e; ~e));

8 e; ~e 2 Xd, whenever minf�w(e; ~e)Hm(Tfe; Tf ~e); Nf (e; ~e)g > 0, where

Nf (e; ~e) = b1dr(e; ~e) + b2dr(e; Tfe) + b3dr(~e; Tf ~e) + b4dr(e; Tf ~e) + Ldr(~e; Tfe);

with b1; b2; b3; b4; L � 0 satisfying b1+ b2+ b3+2b4 = 1 and b3 6= 1. Further
suppose that the following conditions hold:

(i) Tf is strictly �w-admissible, So that, if �w(e; ~e) > 1, then �w(a; b) > 1

8 a 2 Tfe and b 2 Tf ~e;

(ii) 9 e0 2 Xd and e1 2 Tfe0 such that �w(e0; e1) > 1;
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(iii) Tf is continuous, or, for any sequence feng � Xd such that en ! e as

n!1 and �w(en; en+1) > 1 8 n 2 N, we have �w(en; e) > 1 8 n 2 N.

Then Tf has a F � P .

Theorem 6.2.5. Let (Xd; dr) be a complete M � S . Assume Tf : Xd !
CLf (Xd) is a mapping for which there exist a continuous Fw in Fw and a

� f > 0 such that

� f + Fw(�w(e; ~e)Hm(Tfe; Tf ~e)) � Fw(M(e; ~e));

8 e; ~e 2 Xd, whenever minf�w(e; ~e)Hm(Tfe; Tf ~e);M(e; ~e)g > 0, where

M(e; ~e) = max
n
dr(e; ~e); dr(e; Tfe); dr(~e; Tfy);

dr(e; Tfy) + dr(~e; Tfe)

2

o
+ Ldr(~e; Tfe)

and L � 0. Further suppose that the following conditions hold:

(i) Tf is strictly �w-admissible, So that, if �w(e; ~e) > 1, then �w(a; b) > 1

8 a 2 Tfe and b 2 Tf ~e;

(ii) 9 an e0 2 Xd and e1 2 Tfe0 such that �w(e0; e1) > 1;

(iii) Tf is continuous, or, for any sequence feng � Xd such that en ! e as

n!1 and �w(en; en+1) > 1 8 n 2 N, we have ~�w(en; e) > 1 8 n 2 N.

Then Tf has a F � P .
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