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ABSTRACT 

Canonical quantisation on spacelike hypersurfaces to 

determine the vacuum expectation value of the numbe 

operator is discussed here. A brief review of canonical 

quantisation in different frames is explained in the 

chapter. 

first 

The foliation of the Schwarzschild spacetime by three 

different spacelike hypersurfaces is presented in the 

second chapter. Two of them, constant mean extrinsic 

curvature and free-fall spacelike hypersurfaces, provide a 

complete unambiguous foliation of the spacetime while t he 

spacelike hypersurfaces of constant Kruskal-Szekeres time 

do not . We use the connected spacelike hypersurfaces of 

constant Kruskal- Szekeres time hypersurfaces only to set 

up the procedure of canonical quantisation. For the vacuum 

expectation value of the number operator we use the 

Bogoluibov transformations and coefficients. 

discussion of quantisation of scalar fields 

A complete 

on 

spacelike hypersurfaces is given in the third 

Chapter four consists of a summary of the results 

and some questions for further investigation. 

jv 

the three 

chapter. 

obtained 
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CHAPTER ONE 

INTRODUCTION 

At the turn of this century there was one 

fundamental physical theory (classical physics) . 

advent of Einstein there emerged two 

and Quan"tum 1 
theory; which seem 

theories: 

to be 

consistent 

With the 

Rela"tivity 

mutually 

inconsisten t. General Relativity (GR) is applicable for 

high accelerations and the Quantum "theory (QT) for 

sufficiently small sizes and energy/mass cha nges . Though, 

up to now, there have not been any situations directly 

observed where both effects are significant, it is still 

necessary that these theories of the day , if fundamental , 

must be made consistent . As a step in this direction , 

Fulling
Z 

and Hawk i ng
3 

t r i e d to perform s ome calculations 

without d e v e loping s u c h a consis t e nt t h e ory . 

proved to be pivotal in the development of the theory of 

quantum fi e lds in curved spacetimes and greatly increased 

the attention given to this subject by others. 

Fulling's2 was the original novel idea. Ins tead of 

trying to quantise GR itself, why riot quantise fields in 

other metrics than the usual, flat, Minkowski spacetime? 

The simplest attempt would be to quantise a massless sca lar 

field from the point of view of a I inear-l y accelerated 

1 



observer . He f ound an 

expectation value ( EV) 

a mbiguity in the procedure. 

4 of the number operator defined 

the accelerated observer in the inertial vacuum 

The 

by 

was 

different from that in the Minkowski vacuum. In general it 

turned out to be fracti onal. He regarded this resu lt as an 

indication that t h e quantisation procedure was inapplicable 

in general . Thi s calculation will be reviewed and discussed 

in more detail in §. 1 .3. 

. ~ 
Hawklng quantised a massless scalar field in a 

Schwarzsc h i ld background . He found that the Schwarzschild 

vacuum appears non-empty to a Minkowsk i observer , 

corresponding to the observer at infinity, far away from 

the black hole (BH) . He concluded that there was radiation 

coming from the surface of the Schwarzschi ld BH . Already , 

Bekenstein
6 

had suggested that entropy could be assigned to 

a BH . Hawking found black body radiation com ing f rom the BH 

at a temperature proportional to the surface gravity of the 

BH. This seemed to fit very well with Bekenstein's 

proposal . This calculation wi ll be reviewed and discussed 

in more detai l in § . 1.4. 

Anothe r view was proposed by Padmanabhan
7

• He argued 

that the energy calculated by Fulling should not be 

regarded as radiation but as the response of the d etector 

to acceleration . This proposal would suggest that the 

analysis by Hawking a gain gives the response of the 

2 



detection device to the acceleration associated with a 

fixed frame in the presence bf a gravitational source. This 

interpretation would avoid various odd features B of Hawking 

radiation, to be discussed in §.1 . 5. For completeness it 

should be mentioned that the matter was also very 

thoroughly investigated by Unruh9
, who had not reached the 

same conclusion as Padmanabhan. 

The observer-dependence of HavJking radiation is a 

source of worry for believing it to be a genuine physical 

effect. If it disappears in some frame and appears in 

another, according to some observers the BH should never 

e vaporate while according to others it could evaporate 

arbitt-arily fast. I-Iow fast or slow it disappeat-s can be 

expected to be observer-dependent, but not whether it does 

so. Of course there is no rigorous calculation demonstrating 

that Hawking radiation disappears in any frame. It can be 

naively argued that a freely falling observer sees a 

Minkowski spacetime around him and hence should see no 

Hawking radiation. This is not necessarily a valid 

argument. QT being non-local, the fact that the spacetime 

is locally Minkowski cannot be used to deduce that there 

More will be no effects of the spacetime curvature. 

concretely , the wave functions to be used are defined over 

all space and not only at a point . As such, it is necessary 

to actually perform the calculation and check whether there 

3 



will be Hawking ~adiation in a f~ee fall f~ame or not . The 

p~ocedu~e we adopt he~e is that used by 
_ 2 

Fulllng . 

we should have Llsed the mo~e flexible path 

Ideally 

i n tegral 

fo~ma lism of Dirac 10 and Feynm a nn 1 1
, but that has been 

fo~ subsequen -t investigation. T h e usual canonical 

quantisation procedu~e is simpler and mo~e transparen t. I t 

also conne cts with othe~ wo~k don e on observer-dependent 

quantisation . As such it seems prefe~able for Lise 

initially . 

Follow i ng the p~ocedLl~e of Fulling va~ious frames in 

Minkowski spacetime were investigated
12

• A generic feature 

appea~ed to be t hat there was no c hange in the EV o f the 

numbe~ operator for those f ~ames in wh ich t here is no event 

ho rizon, while a change was found in all cases wh ere the~e 

is an event horizon. 

Floyd a nd Pen~ose13 demonst~ated that wh ile classical 

black holes (BHs) can not emit any ene~gy some e n ergy can 

be extracted from the e nviron s a ~otating BH . A pa~ticle 

sent into t h e e rgos phe~e of the BH with a n angular momentum 

opposite to that of the hole could come out with more 

energy tha n it takes in. This is achieved by -the pa~ticle 

emitting a pa~t which locally appea~s to have positive 

energy but fr om fa~ away appea~s to have negative ene~gy. 

This mechanism for ener gy extraction can also be understood 

i n terms of a n a nalogue of the Casimi~ e ffect
14

, in which 

4 



two conducting plates brought close together attract each 

other with a force proportional to the inverse fourth power 

of the distance between them. (The Casimir effect is 

explained as being due to vacuum polarisation.) 

Misner1~ argued that certain modes of the fields (in 

the quantum mechanical sense) are amplified by carrying 

away some rotational energy of the BH . He called this 

phenomenon "superradiance" . It is the wave mechanical 

analogue of the Penrose13 process. A qualitative 

explanation and prediction of this effect was 

Zel'dovich16 • He and Starobinsky17 argued that in a 

given by 

quantum 

field theory there should be spontaneous creation of 

particles in these superradiant modes. This expectation was 

confirmed by e>:pl ici t calculations. Hawking 

showed that for a pre-existing BH is 

consisten't with a limiting 

performed 

case of his, (Hawking's) 

results. Gibbons
18 a similar calculation to 

Unruh's for a charged BH. 

Letaw and Pfautsch19 demonstrated that for rotating 

coordinates the vacuum expectation value (VEV) of the 

number operator remains zero while the superradiant mod es 

are modified. As suc h they disproved 'the conj ec tLII~e that 

superradiance gives the same effect as the change of VEV of 

the number oper~tor. It is possible that the superl~adiance 

effect is related to the response of the detector to 

5 



accele~ation, as a~gued by Padmanabhan
7

• This conjecture 

would need to be investigated mo~e -thor-oughl y. In this 

thesis we will r-estrict ou~ attention to the modification 

of the VEV of the numbe~ ope~ato~, leaving the phenomenon 

of superradiance for- late~ investigation. 

Hawking used null hypersurfaces in the quantisation 

p~ocedu~e. We will quantise scalar fields (even allowing 

massive fields) on spacelike hypersurfaces (SHs) which a~e 

complete and foliate the spacetime. These hypersur-faces are 

smooth and pass through the event ho~izon . We use Kruskal-

Szekeres (KS) coo~dinatesZO which avoid the coordinate 

singularity at the event horizon fo~ the Schwarzschild 

metric. The SH of constant KS time (CI<ST) are the 

simplest
Zl 

for calculational pu~poses. However-, the set we 

conside~ does not completely foliate the spacetime . We 

consider only the CKST hype~surfaces which do not hit the 

singularity at r = O. In the region -1 v < 1 , the 

hypersurfaces are complete and pass th~ough the event 

horizon avoiding t he singularity . Notice that they are 

asymptotically flat in that their mean ext~insic curvatur-e 

(MEC) and int~insic cu~vature scalar tend to zero as 

tends to infinity. In §.2.1 we will discuss the foliation 

of the spacetime by the SH of CKST while §.3.3 deals with 

the quantisation of massive scalar fields on those 

hyper-sur-faces which lie inside the ~egion -1 < v < 1 . The 

6 



quantisation procedu re shows that the VEV of the number 

operator remains zero. This is not to say that the VEV of 

the number operator quantised on 

Ivl ~1 must be zero. 

Brill, Cavallo and 

the hypersurfaces for 

ZZ Isenberg numerically 

d emonstrated that K-surfaces (surfaces of constant MEC) 

folia te the Schwarzschild spacetime and asymptotically tend 

to hyperboloids, avoiding the singularity at r = o . Also, 

K-surfaces must be fl a t - _f.. 
C\L the throat of the Einstein-Rosen 

bridge
z3

• This foliation of the spacetime is particularly 

adapted to studying radiation problems and the regions for 

l a rge curvatut-e in a asymptoti ca lly f lat 

spacetime . K-surfaces are a lso interesting because these 

hypersurfaces have constant York 
_ 24 

tl.me , wh ic h advances 

steadily from one hypersur-face to the ne>: t. These 

hypersurfaces are determinedz~ by a variational principle 

and will be discussed in §.2.2. In §.3.4 the scalar 

fields have been quantised on K-surfaces of the 

Schwarzschild geometry in KS coordinates. The quantisation 

26 procedure shows that 

remains zero . 

the VEV the number operator 

The next example we consi de r is designed to test the 

conjecture that there will be no change in the VEV of the 

number operato r seen by freely falling 

been separately 
27 

argued that there 

7 
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'pl~eferred ' frame , c alled the pseudo--Ne wtonian (1pN) frame ~ 

corresponding to a n observer falling freely from infinity . 

T he ~N-hypersurfaces correspond to the rest frames of a 

specia l c l a ss of f reely falling obse rvers 28 on whose 

geod e s i cs the "enel~gy a t infin i ty " equals t.he "rest mass at 

infinity" and there is no angular momentum at infinity. The 

If'N-hypersLwface is defined to be orthogonal to the geodesic 

of such observers at every point. The description of this 

hypersurface in Schwarzschild coordinates breaks at 

r=2m. Of course the hypersurface described must pass through 

the hori zon even t hough its desct-i ption in Schwarzschild 

coordinates breaks down there . For the quantisation of the 

scalar fields on lpN-hypersu r-faces the requirement is that 

they provide a complete foliation of the spacetime . It has 

been that these hype rsurfaces have z ero 

Riem~ni an cu r v ature e v e rywhe r e ! The MEC t e nd t o infini t y a t 

the singul arity only . These hype r s u rf a c es p r ovide a 

complete foliation o f the Schwarz schild spacetime by 

hypersurfaces that run into the singular-ity . A complete 

discussion of the foliation will be given 

usual quantisation procedure which will 

§.3 . 5, shows that the VEV of the number 

zero. 

in § . 2.3. The 

be discussed in 

operator remains 

A revie~'>I of the introdu cing BHs and 

quantisation in Minkowski spacetime is provided i n t h e rest 

8 



of this chapte~. Chapte~ fou~ contains a b~ief summa~y and 

discussion of the wo~k . 

Black Holes 

An object f~om which not even light can escape but 

which can pull in the othe~ objects (due to its 

gravitational att~action) is called a BH. It can be seen 

that in the Schwa~zschild solution of Einstein's equations, 

r = 2m is the distance at which the escape velocity becomes 

the velocity of light. Notice that the Schwa~zschild met~ic 

becomes singula~ at ~ = 0 and r = 2m. The is an 

essential singula~ity and the latte~ a coo~dinate 

singula~ity. ~ = 2m is called the Schwarzschild radius. By 

calculating the curvature invariants, 

R R 1--1 v 
1 1--1 v 

R = R pn R J.-Iv 
Z J.-Iv pn 

etc. , where RI--I the Riemanian tensor, 
vpn 

it can be 

that there is no essential singularity at r = 2m, 

(1 .1.1) 

verified 

and R • 1· 

R • z· remain finite there. Hence it is called a 

coordinate singularity. At r = 0 the Schwarzschild metric 

displays an essential singularity, in that the second and 

third curvature invariants become infinite there. 

Kruskal and Szeke~eszo independently developed a 

better behaved coordinate system. This coordinate system 

changes (t,r) to (v , u) , while e and ¢ are unchanged . These 

9 



coord inates avoid the p roblem of a coordi n ate singularity 

at r = 2m. There are four regions of the (v ,u ) plane, which 

could be denoted by I, II, III and IV (see Fig.1.) i.e. 

For 

and 

I 

I I 

I I I 

IV 

1/2 

U = (r/2m 1) eX(I,(t-/4m) cqoA(-t/4m) 
{ 

(r ~ 2m~ u > 0) 

1/2 

v = (r/ 2m 1) ex~(r/4m) oiflh(t / 4m) 

1/2 

{ 

(r ~ 2m, v ~ 0) 

U = ( 1 r/2m) eX(l,(r/ 4 m) oiflh(t /4m) 
1/2 

v (1 r/2m) eX/1-{r/4m) cqoh( t/4m) 

1/2 

{ 

( r ~ 2m ~ u ~ 0) 

U = ( r/2rn 1) 
1/2 

v ( I'· 12m 1 ) 

eX(l,(r/4m) cQoA(t/4m) 

ex(l,( r I 410) 0 iflh( tl 4m) 

\ r 1 2m ) ex(l,( r I 4m) 0 i.(vh( tl 4m) 

{ 
:

(tr ~ 2~1' v ~ 0) 1/2 

1/2 

( 1 r/2m) eX(I,(r/4m) cQoh(t/4m) 

the inverse tl~ansformations , t, r given by 

t 

2 
U 

= { 4m 
-1 

(in regions <411.. (v/u) , 

4m -t<u1.--1 ( \,AI \of) , (in regions 

2 
V :::; (r/ 2 m --1) €-X(I, ( r / 2m ) , 

I a nd I I I ) , 
II and IV) 

(1 .1.2) 

(1.1.3) 

( 1.1.4 ) 

in all regions . Notice that i n KS coordinate s ystem , the 

singularity at r = ° is located at 

Z 2 
V - U :::; 1, (1 . 1 .5 ) 

and hence there are a ctually two spacelike singular ities at 

2 v=±(l+u) , (1 . 1.6) 

corresponding to r = 0, one (-) a past singularity and the 

10 



other ( + ) a future singul arity. 

Notic e that r ~ 2m is given by u 2 ~ v 2 i . e . there are 

two exterior regions; both u ~ + Iv l and u ~ - Iv l correspond 

t > S · <.. b 2 o r _ 2m. 1milarly, r _ 2m 1S glven y v 2 
U 

Figure 1. The Schwarzschild geometry represented 

showing 

in KS 

coordinates . Four disjoint Schwarzschild 

coordinate patches give regions I ~ II ~ III and IV 

of the Schwarzschild geometry ~ whereas a single 

connected KS coordinate system suffices. In the 

u , v-plane, curves of constant r are hyperbolae 

with asymptotes u = ± v , while curves of constant 

t are straight lines through the origin . 

11 



two interior regions; both v ~ + Iul and v ~ - lu i correspond 

to r ~ 2m. 

Nevertheless the sphere r = 2m is physically very 

special . It is a null surface in that all vectors on the 

surface are null vectors and a geodesics with a null 

tangent vector lying on this s u rface will continue to lie 

on it. It is a trapped surface in that all regions interior 

to this 'surface have geodesics that cannot emerge out. It 

is also a red shift hori zon (on account of the infinite red 

shift at r = 2m) and hence it is an event horizon. 

For asymptotically flat spacetimes the asymptotic 

forms of the fields at infinity can be examined. Penrose
30 

developed a powerful mathematical technique for studying 

the asymptotic properties of spacetime. This technique is a 

conformal transformation of s pacetime, which brings 

infinity to a finite value and thereby converts asymptotic 

calculations at infinity to finite calculations. This 

technique also provides rigorous definitions 

types of infinity (timelike, null and spacelike ) 

encounters in asymptotically flat spacetime. 

of several 

that one 

In visualizing the asymptotic structure of spacetime , 

here we considered the KS coordinates that attribute finite 

coordinate values to infinity. We will 
31 

replace the 

coordinates (v , u ,9,¢ ) for the Schwarzschild 

new coordinates (~,~ ,9,¢ ) 

background 

12 
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and 

v 

v 

2 
V 

+ u = 

- u = 

.ta.n,( lfJ -+ < ) , 

} 2 

-ta,n,(lf' < ) , -. 
..::. 

(1.1.7) 

(1 . 1 .8 ) 

The I~esul ting coordinate diagram (see Fig.2. ) depicts 

clearly the causal connections between the horizons, the 

singularities and various regions of infinity. 

J- r = 0 sin/;uJarily J-

Figure ..., 
-<-. Schwarzschild spacetime as depicted in the lfJ, <, 

e, ¢ coordinates of Eqs.(1.1.7) and (1.1.8). This 

diagram should be compared with the KS coordinate 

diagram (Fig.1). This is called the Penrose 

diagram for the Schwarzschild geometry. Here the 

- + 
points I and I a r e past and future time-like 

infinity respectively, while is spacelike 

- + 
inf ini ty. The edges g- and g are past and future 

null infinity, respectively. 



1.2. Quantisation in Minkowski Spacetime 

The usual quantisation procedure adapted is for a 

scalar field i with the Lagrangian32 density 

_ 1fl9T ~v Z z L - - 9 (g 9? 9? -M 9? ) . /-l , V=0,1,2, . .. n 
2 ,/-J ,2-> . 

(1 .2.1 ) 

where ",/-l» denotes partial differentiation relative to 

M is the mass of the quantised field~ g~v are 

coefficients, , g = det(g ) and it~ 
/-l2-> 

the Klein-Gordon (KG) equation 4 

therefore~ 

the metric 

satisfies 

(0 + M2) i 0 , ( 1 . 2 • 2 ) 

where the operator 0 is 

(1 . 2.3) 

In this section, we will discuss quantisation in Minkowski 

spacetime. For Minkowski spacetime in n-dimensional 

cartesian coordinates, one solution mode of Eq.(1.2.2) is 

Uk ( t ~ x) = A exf"l-( ik . x - -iwt), (1 . 2 . 4) 

where 

W =-IM2+1,2+k.2 + •• . +,,2 00 ··· "k "00 (".2 ) r'1 2 ro. n ,- " ' i. ....., ~= ... " ... ,n 

and A is a constant of integration. It can be obtained from 

the normalisation condition 

where 
~ 

d2: , 
/-l 

a g/-lV fl9T ' 
ax v 

(1 . 2 . 5) 

(1.2 .6 ) 

d~ = n d~ with n/-l a future-directed unit vector orthogonal 
/-l /-l 

14 



to the SH ~, d~ is the volume element in ~ and '*' denotes 

the complex conjugate. Using Eq. ( 1.2.5) for Minkowski 

spacetime, Eq.(1.2.4) reduces to 

U (t . x) = k . 
1 

(2"11") n-1 

eXf1.-Uk . x - -i.w t) • (1.2 . 7) 

The solution given by Eq.(1.2.7) satisfies the 

orthonormality conditions 

= 0 : } (1 .2. 8) 

being the ~-0-dimensional Kronecker delta, 

For canonical quantisation, the scalar field ~ is 

treated as an operator with the following equal time 

commutation relations 

['l1(t,x), n(t,x')] 

[~(t,x), ~(t,x')] 

),)-1 
.i, 6 (x - x' ) , 

n(t,x' )],} = 0 = [n(t , x), 

Y!l- I 
6 (x-x') being the (t1 ... t)-dimensional Dirac delta 

(1.2 . 9) 

function, 

where n(t ,x) is the canonically conjugate momentum defined 

by 

aL .rIr;T 00 
n(t ,x) = a(a ~) = y ,g, g ao~ , 

o 
(1 .2. 10) 

where 8 stands for a/8x~ in general and 8 for 8/8x
o in 

~ 0 

particular . For the Minkowski spacetime, the field modes 

( 1.2.7) and their respective complex conjugates form a 

complete orthonormal basis with scalar product (1 .2. 5), so 

~ may be expanded as 

15 



~(t.x) = ~ [a U (t.x) + a~ U*(t.x )] . 
- L.. k k' k k - . 

k 

(1 .2. 11 ) 

where a! is the Hermitian conjugate of a
k 

• The equal time 

commutation relations for ~ and n are then equivalent to 

[a
k

, ] o = T T ] , ) 
a = La , a 

J 
k' k k' 

(1.2 . 12) 
[ a k ~ 

aT ]= 
°kk ' • k' 

The operator a reduces the number of quanta in mode k by 
k 

one , while a! increases this number by one . Thus a and 
k 

are referred to as annihilation and c reation opera tors 

respectively. 

Now~ consider a second complete orthonormal set of 

modes Uj(t ~x ) . The field ~ may be e>:panded in this set also 

as 

~ (t ,x ) E [a. U . ( t~x) = + 
j J J 

s uch that -T and satisfies a a. 
j J 

both sets of modes Uk(t,x) 

-T -* a U.(t , x)] , j J 

the relations 

and U .(t,x) 
J 

(1 .2. 13) 

(1 .2.12 ) . Since 

are cDmplete~ 

therefore the new mode U. (t, x) can be e>:panded in terms of 
J 

the old mode U ( t. x) as k ' . 

U . ( t,x ) 
J 

Similarly , 

* E [Otjk Uk( t,x ) + tJjk Uk(t,x)] . 
k 

* -* = E [ex j k U j ( t, x) - (1jk U j ( t , x ) ] • 

are known as the Bogoluibov 

(1 .2. 14) 

(1 .2. 15) 

coeffic ients where C(jk and (1jk 

and the r elations (1 .2. 14) and (1 .2. 15) are Bogoluibov 

transformations suc h that 

16 



E( O(i..k * (3i..k * 6 , , 

} 
0( j k (3k) = , 

J ' I. J k 
(1 .2.16) 

E( 0(. k (3 j k - (3i-k 0( j k ) = o • 
k I. 

Now, by using Eqs.(1 . 2.8) and (1 .2.14) the Bogoluibov 

coefficients can be evaluated as 

(1 . 2 . 17) 

By equating the expansions (1 .2. 11) and ( 1.2.13 ) and u sing 

Eqs . (1 .2. 14) and (1 .2. 15) , one obtains 

E [0( 'J * -T a = a + (3 j k o3.J , k J , j J 

* * T~ 
a. = E [0( j k o3

k (3jk d k J • 
J 

k 

From Eq . (1 . 2 . 18) , it follows that in general 

because the modes U (t .x) k . a nd IT, ( t, x ) 
J 

are 

Infact , the VEV of the number operator N = E Nk 

(1 . 2 . 18) 

(1 .2. 19) 

0 , 

di fferent . 

= E 

for the Uk(t ,x )-mode pat-ticles in the new vacuum state 10> 

is 

<0 IN 10> = ~ I (3jk 1
2

, 

J 

which means that the vacuum of U.(t , x) 
J 

EI(3 12 particles in the Uk(t , x) mode . 
. Jk 

J 

(1.2.20) 

modes contains 

For the Minkowski spacetime, Eqs . (1 . 2 . 17) give 

= 6 kk ' 
n = O . , ('kk ' (V k, k') ( 1.2 . 21 ) 

Thus Eq. (1 .2.20) gives a zero VEV of the number operator , 

i .e. Uj( t,x) modes does not contain any 

Uk(t,x) modes . 
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1.3. Quantisation in Linearly Accelerated Frame 

The procedure Fulling Z adopted was first to consider 

a Riemanian manifold of dimension n=s+ 1 with metric tensor 

gab(a,b=0,1,2, ... ,n). The components gab are independent of 

the time coordinate x O and g . = O~ 
OJ 

( j=1,2,. . ,9) • For the 

static metric Eq.(1.2.2) can be solved by separati~n of 

o 1 2 s 
variables . On substituting with t = x , x = (x ,x ~ .•• ,x ) 

into Eq . (1 .2.2 ) one obtains the eigenvalue equation 

-1/2 1/2 lk 

Ig l goo(\( l g l 9 °k1l'j) + 
2 

g M ljI,=' 
00 J 

K1I' 
J 

E2 , 11', , 
J J 

(1 .3.1) 

(1 . 3.2) 

where the differential operator K is Hermitian with respect 

to the scalar product~ 

(F , F ) 
1 2 

00 
g (1 .3.3 ) 

and is positive . Thus all E
Z 

are positive . 
j 

I f a solution of 

Eq.(1.2 . 2) is uniquely determined throughout the region 

covered by the coordinate system by the values of ~ (t ,x ) 

and n(t , x) on any given hypersurface t = constant, then K 

will be essentially self adjoint, where n(t ,x ) is given by 

Eq. ( 1.2 . 10) . 

Fulling classified the numbers in the spectrum as the 

point spectrum a or continuous spectrum a (or both) 
p c 

that 

correspond to a set of generalized eigen functions . Thus an 

arbitrary function defined by Eq.(1 . 3.3) can be expanded as 

feE,) 1I'(x) (1.3.4) 
J J 
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where ~ . (x) be t he solution of Eq.(1.3.2 ) ~ ~ is a 
J 

such that Eq . (1.3.2) becomes 

(F ,F ) = fd~(E) f*(E.l f (E.l 
i 2 J i J 2 J ..... * /'-. 

= fd/ .. d E . ) f (j) f (j) 
J 1 2 

(E. 
J 

j ) , 

and for the normalisation of eigenfunctions 

d~{j ) E +f dj 
jE CI CI 

P c 

measure 

(1. 3.5 ) 

Thus Eqs . (1 .3.3 ) and (1 .3.5 ) leads to the orthonormality 

conditions such that 

(1 .3.6) 

where 

The genera l solution of Eq . (1 . 2 .2 ) is therefore, 

~ (t 'X)=J d~(j) [a . ~.(x)eXf1-( --iE.t ) 
(2E . ) i /2 J J J (1 .3. 7) 

J 

+a ... ~. ( x ) €X(1..( -.£E. t) ] , 
J J J 

where a. and at are the annihilation and creation operators 
J J 

satisfying the relations (1 .2. 12) . The number ope r ator has 

the natural interpretation as the observable "number of 

particles in the state . " 
J - Fulling pointed out that a 

crucial element in this whole construction is unambiguous 

division o ·f the solutions of Eq.(1.2.2) into positive 

frequency and negative frequency functions, with temporal 

behavior of the type €X(1..(-E .t) and €X(1..(+E.t), 
J J 

respectively . 

But single particle wave functions are restricted to have 
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positive freque ncy _ 

Fulling appli e d the above general quantisation 

pro cedure to two-dimensional spacetime. He considered 

X
o = v ( -00 < v ( 00) and x l = Z (0 < Z < 00) with the metric 

c oef f i c i e n -ts 

2 
goo = Z , g = - 1, g = O . 

11 01 

Therefore, Eq . (1 . 3 . 2 ) reduces to the form 

zd z d 
(z -- + z-

d 
z dz z 

which is a Bessel equation, whose solution 

(1 . 3 . 8) 

(1.3.9) 

is given by 

Titchmarsch33
• The spectrum of E Z extends from 0 to +00 . The 

J 

normalised solutions of Eq.(1.3.9) are 

where K is the Macdonald (modified Bessel) 
ij 

imaginary order . 

(1 .3.10 ) 

function of 

The expansion of the field ~(v, z ) in annihilation and 

crea t ion operators is 

~ (v , z ) = f OO dj 11' , ( z ) [a ,eX('!- ( -ij v } +03 ... eX('!- ( +ij v) ] , 
o (2j ) 1 / 2 J J J 

(1 . 3 . 11) 

and the canonically conjugate momentum 

n(v ,z) 
1 a~ 

- Z qy • (1 .3.12 ) 

Eqs. (1 . 3 . 6), (1.3 . 11) and (1 . 3 . 12) yields 

00 

a, = 2- 1 / Z [j1/Zf ~z lI' , (z) g?(O,z) 
J 0 J (1 .3.13 ) 

00 

+ ,.-1/2fd (' nco )] -t.J Z 11', z} + , z • 
o J 

The spacetime with the metric defined by Eq. ( 1.3.8), 

is merely the flat spacetime in the unusual coordinates 
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z = -:I. 
, v =.toAvh. ( x / t ) , 

t = z o~v, x = z CQo!t.v. (1 .3.14 ) 

This spacetime can be ident ified with the region 

{(t ,x ) ; It I < >:} in two-dimensional Minkowski spacetime 

(see Fig .3. ) . The coordinates v , z are called Rind l er
34 

coordinates and this region is called the Rindler wedge . 

Rindler argued that this system of coordinates is very 

similar to the relation between Schwarzschild and KS 

coordinates for the space surrounding an isolated point 

mass . Translation in the coordinate v , with z fi;-:ed, 

corresponds to a homogeneous Lorentz tt-ansformation in 

(t ,x ) space. It is easy to see geometrically that the 

classical problem should be well-posed for initial data on 

a ny v = constant hypersurface. 

For u == -In z, Eq . (1 . 3 . 9) becomes 

FigLwe Thi s digram s hows that the Rindler coordinates in 

the Minkowski spacetime gives the flat space . 
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d
Z 

Vl j 
+ eX«-( 2u) Vi = .Z 

J If'. (1.3.15) 
du Z J J 

where VJ. = Vl.{€Xfi-(u)} . This equation was solved 
J J 

numericall y 

(see Fig . 4 . ) in a way consistent with the transcription of 

path in Cartesian coordinates into the Rindler system (see 

Fig . 5.) . It is a physically reasonable description of free 

particles for large j. 

Fulling considered the relativistic theory of free 

particles . The expansion of the free field at t = 0 and its 

conjugate momentum are 

00 

q;(O,>:)= f 
o 

n ( - , fOO - i d k [ - ( , ) -1" " . ) ] 0, x .. = a eX«- «.0 >: -a eX«-t -«.0 >: , 
( 4 - 1. ) 1. /z k k k k o rrw

k
, 

-I 2 2 - -1" where w = k +M and a and d
k 

are the 
k k 

new 

(1 .3. 16) 

annihilation 

and creation The conjugate momentum defined 

relative to the two coordinate systems are related by 

~ I 

Figure 4 . The eigenfunction 

I 
I 

: 1,_ /. 10 

If'.(Z) 
J 

are shown in this 

diagram . Notice that -f or j > 1.0 , this function 

tends to zero as u l~ z tends to infinity. 



Il(O ,z ) = 1 o~(O,z) = 
Z ov 

o~(O,>:) = 
o·t Il(O ,x ) • (1 . 3.17) 

Eqs.(1.3.13) and (1.3.16) gives 

where 

00 00 

a. = 
J f dk U(E . • w )a 

J - k k + f dk 
-00 

U(E .w ) 
j - k 

-00 

-1/2 
[2nwk{1-ex~(-2nj)}] 

( -I .. ~ 2 +M 2 + k ) i j = U (- k) 
X'M J ", 

-1/2 
= [2nwk{ex~(2rrj)-1}] 

(1 . 3 . 18) 

(1 .3. 19) 

Fulling pointed out that the k~rnel V(j ,k ) does not 

-1" vanish , so that B
j 

includes creation operator a
k

• Also , a 

(0) 

_r(,~ 
~~-

- X 

(b) 

u 

Figure 5. The trejectory of a free particle in flat space 

is presented in both : (a) Cartesian coordinates 

and ( b) Rindler coordinates . In Cartesian 

coordinates the incident wave packet is 

consistent with the straight particle path while 

in the Rindler coordinate the packet incident 

from the left (large negative u) scatters and 

returns to the l ef t . 



vector which is annihilated by d
k 

is not annihilated by a , 
J 

and vice versa. He concluded that the vacuum of the Rindler 

space is not an ordinary vacuum of the free field~ and 

hence the notion of a particle is completely different in 

both spaces. Thus the ambiguity affects the definition of 

the energy mome ntum tensor ~ the principle observable of the 

system in a gravitational context. These observations have 

serious implications for the quantum field theory of matter 

near the horizon of the Schwarzschild solution . 

1.4. Hawking Radiation From Black Hole 

The quantisa t ion of fields in curved spacetimes 

background leads to some c ounter-intuitive results . It is 

necessary to e~{p lain what l e d to their being taken 

seriously . For t h is purpose it is necessary to give a brief 

e>:planation of BH ther-modynamics . The idea of 

thermodynamic s in the context of BHs was first considered 

3:5 
by Greif , but h e did not make a concrete proposal in BH 

physics . Later~ re-derived the result of 

Christodolou
37 

that the irreducible mass of a Kerr BH is 

unchanged by considering reversible transformations for 

BHs . He demon s trated the possibilities inherent in the use 

of thermodynamic arguments in BH physics . Christodolou's 

result implies that the BH area increases in most processes 

13 
and it supports the conjecture of the Floyd and Penrose • 
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Hawking
30 

has given a gene .... al p .... oof that the BH 

surface area can not decrease in any process by a .... adically 

diffe .... ent approach from Christodolou. Hawking shows that 

for a system of seve .... al BHs, the a .... ea of each individual BH 

can not dec .... ease. Furthe .... , when two BHs merge, the area of 

the resulting BH can be g .... eater but not smaller than the 

sum of the initial a .... eas. The li~itation of non-dec .... easing 

su .... face a .... ea of a BH is reminiscent of the second law of 

thermodynamics. Noting that the BH a .... ea can not dec .... ease 

and basing his a .... guments on "info .... mation loss" in 

absorption by BHs, Bekenstein6 proposed an identification 

of the BH area with entropy . The arguments showed that even 

though ent .... opy may appear to decrease if thermal ene .... gy is 

absorbed from its surroundings by a BH, there is an 

increase in the a .... ea which cancels the maximum decrease 

obtainable . Corresponding to this entropy there has to be a 

· tempe .... ature · for the BH which is proportional to 

surface gravity of the BH . 

. ~ 
Hawk1ng considered a non-rotating uncharged 

which is represented by the Schwarzschild metric 

the 

BH, 

ds2=(1- 2m)dt2_(1_ 3.~)-1dr2_r2(de2+oin-2ed¢2). (1.4.1) 
r r . 

where the apparent singularities at r = 2m are fictitious, 

arising merely f .... om a bad choice of coordinates . A global 

st .... ucture of the analytically e>:tended Schwarzschild 

solution can be descl~ibed by a Penrose 
. 39 

dl.agram (see 
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Fig.2.). 

Most of the Penrose diagram is not~ infact~ relevant 

to a BH formed by collapse, since the metric is that of the 

Schwarzschild solution only in the outside the 

collapsing matter and only in the asymptotic region. In the 

case of exactly spherical collapse the metric is e>:actl y 

the Schwarzschild metric every where out side the surface 

of the collapsing object which is represented by a timelike 

geodesic in the Penrose diagram (see Fig.6.). Inside the 

object the metric is completely different, the past event 

horizon , the past o singularity and the other 

asymptotically flat region do not exist and are replaced by 

the collapsing surface. 

For the massless scalar field operator the wave 

equation is 

!P g o.b = 0 , 
;o.b 

(0.,b=O,1,2,S) , (1 .4.2 ) 

where ";0.» denotes covariant differentiation relative to 

a. 
X • The operator ~ can be expressed as 

f" + d~ f~], ~(t,x) = E [a, 
L 

(1.4.3) 

where {f,} are the solutions of Eq . (1 . 4.2) on .:;- and form a 
L 

complete family satisfying the orthonormality conditions 

if ( -f f 
2 S i j;a. 

f, f, )d~a. 
J L;a. 

(1 . 4 .4 ) 

for a suitable surface S . This surface contain only 

positive frequencies coming from d
i 

and on ':;-.In the 

I~egion outside the event horizon and on future null 
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infini ty .9/ ~ the ope .... a·tor 9? can be exp .... essed in the fo .... m 

c1?(t,x) E [b p . + b1' p* 
. ~ ~ ~ ~ 
~ 

+ C. q . + C l' q * ] ~ 
1- ~ ~ ~ 

(1.4.5) 

where {p} are ' the solutions of the wave equation which are 
1-

pu .... ely outgoing , {q.} a .... e the .... est of the solutions b, 
t ~ 

c. , 
1-

l' c. a .... e 
1-

the annihilation and c .... eation 

ope .... ato .... s . These solutions satisfy the o .... thono .... mality 

condition (1 . 4.4), where S is taken to be the union of 

and the event hori zon . Notice that the choice of {q.} 
1-

does 

not affect the calculation of emission of pa .... ticles to .9/. 

Since (f} and {f*} fo .... m the complete basis~ the .... efo .... e, 
1- 1-

P.= E [ 0.. f. + (3 .. f*J (1 .4. 6) 
\. j 

. , 
t J 1- J J 

q . = E [I" .. ..c + IJ .. f*], ( 1.4.7) I 
1- 1- J 1-J J 

where 0. .. , (1 .. , y .. and IJ .. are the Bogoluibov 
1-J 1-J 1-J 1- J 

coefficients . . The Bogoluibov transfo .... mations lead to 

stngular ity 
rr.=~:==~~~~vent hOrizon 

Figu .... e 6 . Only the region of the Schwa .... zschild solution 

outside the collapsing body is relevant for a BH 

formed by gravitational collapse. Inside the body 

the sol ution is completely different and is not 

given by this diagram . 

27 



corresponding relations bet~~een the operators 

b E [01. * * ... (1 . 4 . 8) = d (3 .. dj] ~ 
1. 1. j j 1. J 

E * * -t 
C. = [Yo d . Y] d . ] • (1.4.9) 

1. 1. j J 1. j J 

Th~ initial vacuum state 10>, the state contain"ng n 

incoming particles on ,g- ~ is denoted by 

d. 10} = 0 for all i. . 
1. 

(1.4 . 10) 

Since (3i.j is not zero, in general~ the initial vacuum state 

wi 11 not appear to be a vacuum state to an observer at .:1+. 

Thus the VEV of the number operator for the ith outgoing 

mode is 

<0 I b l' b. \ 0> = E \ (3. \ z • 
- 1. 1. - . I.J 

J 

(1.4.11) 

In order to determine the number of particles created 

by the gravitational field and emitted to infinity one 

simply has to calculate (J. ~ 
I.J 

which depends only on the 

surface gravity of the BH. For the asymptotic form~ Hawking 

considered the ingoing and outgoing solutions as 

f 
w'1.m 

PW1.m 

-1/2 

= (2rr) 

-1 / 2 

(2rr) 

F , (r) 
w 

ex{l-( ®' v) Y Lm ( e , ¢) , 
1~(W,}1/2 

P (r) 
w eXfl- (twLt) Y1.m(e,¢), 

r (w) 1/2 

where v, u are the usual advanced and retarded 

(1 .4·.12 ) 

(1.4.13) 

coordinates 

and Y (e ,¢) are the associated Legendre 
lm 

functions. Also , 

Eq.(1.4.6) can be written in the form 
00 

= f (01. , 
W<,j 

o 
f , 

w 
-I- (':) 

(>ww' 

dropping suffices l, m for simplicity. 
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To calculate a , 
WI.JJ 

and Hawking considered a 

solution p propagating w backward from on the event 

horizon . 
( j.) 

Let a part pw of pw be scattered by the static 

Schwarzschild field outside the collapsing body and end up 

on g- with the frequency wand the remainder , enter 

the collapsing body where it will be partly scattered and 

partly reflected through the centre, eventually emerging at 

g-. For the latter part ~ the retarded time u goes to 

infinity on the event horizon and the surface of constant 

phase p w pile up near the event hori zon (see Fig.7.). 

( 2) -
Haw king calculated p on g as 

w 
fOl' 

{
O;. ,v -v 

v >v 
o (1 .4.15 ) 

w t.w 0., 
-------e.."q"I-[--{lug(-D--) J] .for 
." ) j./2 n . 

r\LITW 0 

v<v 
o 

where n = 114m is the surface gravity for the Schwarzschild 

BH • D be constant and P = P (2m) is the radial function 
. 0 w w 

on the past event horizon . For a large value of 

Fourier transform f (2) 
0, Pw 

t.W 

gives 

w' , 

iw 
( 2 ) 

P {(D) n } 
w 0 

, :1/2, -:1+-

{ '( , "\(w, r(l_t.w)( _ I,.,,) n a. , ~ ww 
1 ( 2 )"'" 
r ww' '" 

2rr 
i (2) 

OI.W (_&:/) • 

These equations give 

eX(t. t. w-w) ':; f w,o u ""-' 

the 

(1.4 . 16) 

Hawking noticed that actually 
( 2) 

Pw is not given 

Eq.(1 .4.1 5) at early advanced time, which means that 

singularity in OI.Wl.JJ I occurs at w = w' and not at w' 

However , Eq . (1 .4.16) is still valid for large w'. 
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The EV of the total number of created particle at ~ 

in the frequency range 00 to 00 + dw is 
00 

J 1 (10000' 1
2dw ' • 

o 

Since 1 t':J 12 I ' Ie (00') -1/2 I J
WW

' goes 1y~e at large 00' , therefore, 

this integral diverges. This is normally interpretted as an 

infinite number of particles created and steadily emitted 

at a rate for an infinite time. So that the total number of 

particles 

W = r (21<00) 1 -,-1 
'Lex{t --n - j , 

00 

r = J [ I Ot~: 12 - 1 (1~: 12
]dw' (1.4.17) 

o 

Hawking again noticed that for late retarded times, 

the function r enters the collapsing body which is almost 

the same as the fraction of the wave-packet that would have 

crossed the event horizon had the collapsing body been 

replaced by the exterior Schwarzschild solution. 

Figure 7 . 

event hor izon 
surfaces .of 

I 
,/-constant phase 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I V : Vo 
I 
I 
I 
I ... 

The so l ution Pw of the wave equation 

infinite number of cycles near the event 

and near the surface v = v . 
o 
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factor r is also the same as the fraction of a similar 

wave-packet coming from ,g- which would have crossed the 

future event horizon and have been absorbed by the BH. The 

relation between emission and absorption cross-section is, 

therefore , exactly that for a body with temperature of 

n/2rr. 

Similarly , for q from Eq.(1.4.7). Hawking found w - for 

large w' 

I (2) I 
Y ww' 

. rrw 
~eXfl.-(-) 

n I (2) I 
"ww' (1.4 . 18) 

The number of particles crossing the event horizon in a 

wave-packet at late time would be (1 r)w . For a given 

frequency w, the absorption fraction r goes to zero as the 

angular quantum number L increases. Thus it might seem that 

each wave-packet of high L value would contain W particles 

and that the total rate of particles and energy crossing 

the event horizon would be infinite. This calculation would 

be inconsistent with the result~ that an observer crossing 

the event horizon sees only a finite energy density of 

-4 
order m . The reason for this discrepancy seems to be that 

the wave-packets {pw} and {qw} provide a complet~ basis of 

the wave equation only in the region ou-tside the event 

horizon and not on the event horizon itself. 

The continuation of the Hawking process seems to 

imply that the hole will evaporate away ever faster. Its 

ultimate fate cannot be decided within the context of the 
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present theory, for when T - 11m the hole is shrinking at a 

rate comparable with the frequency of the radiation. 

Thermal equilibrium no longer applies, nor is the notion of 

a fixed background spacetime a good approximation. It has 

been conjectured 40 that the end result of the Hawking 

evaporation process is explosive disappearance of a naked 

singularity or perhaps a Plank mass object. 

1.5. Problems With Hawking Radiation 

The interpretation of Hawking's calculations as 

actual, physical, radiation is counter-intuitive. By 

definition , a BH does not emit radiation. It is generally 

argued that it is a classical BH that does not radiate and 

a quantum BH does. However, this argument does not reduce 

the problem of being counter-intuitive. Fluctuations of the 

BH surface could be expected, but this tunneling out of 

particles seems unreasonable. From this point of view we 

would like to present some arguments that question the 

usual in tet~preta tion of Hawking's and Fulling's 

calculations. 

The first point is that the calculations depend on 

the nature of the vacuum around the BH. In other words, had 

a Dirac field been chosen instead of a scalar field~ the 

definition of vacuua would be modified. In that case, there 

would be some different radiation, though possibly still 



with a Planckian spectrum. The same would be true for the 

more physically relevant case of the electromagnetic 

vacuum. Allowing for all possible fields does not seem 

feasible4~. Howe~er , the matter that went into the BH would 

have lost its identity. It cannot, therefore, dictate the 

nature of the vacuum about the BH. As such the hole would 

have to radiate in all possible field modes and not only in 

all frequency modes for a g iven field. It is not clear that 

such a result is calculabl e. Even if it is , it is not clear 

that it would give a ny reasonable agreement with BH 

thermodynamics , which was the original reason for taking 

the physical interpretation. 

Fulling h a d a lready pointed that using his 

procedure the number operator would have a fractiona l EV , 

which does not seem to make any sense since the field under 

consideration is quantised. He, therefore, referred to his 

results as demonstrating as ambiguity in quantisation in 

curved spacetime. This point has been largely neglected in 

the l iterature but is extremely important. There could be 

the vi e wpo i nt that thi s fractional value is an indication 

that the res ult is an artifact of the Mathematics and does 

not r epresent a physical reality. For example, it could be 

that a complete Quantum Re l ativistic treatment would give 

no radiat ion a nd the apparent radiation just arises due to 

neglecting the Quantum Gravity component in an expansion. 



There are various strange features of Hawking 

- t a radiation that are brought out by some thought experlmen s 

based on the properties of the BHs and of geodesics in 

their vicinity . Note that they are not in the 

logical sense as they can all be e}:plained. However, the 

explanations are counter-intuitive and infact themselves 

bring o u t the strange nature the radiation is required to 

have . 

One property of geodesics near a BH is that an object 

falling in the BH would not be seen to cross its surface 

but to -fade away' as it approached it . The reason for this 

property is that there is an infinite red-shift of light 

emitted from the s ur face of the BH and consequently time-

intervals are infinitely expand, from the point of view of 

a distant observer. 

Imagine a mini BH with an observer on one side of it 

and an assistant of his on the other side (see Fig . B.) . 

Plssumingthat s uch a 81-1 does radiate ~ the mass of the BH is 

o 

taken to be s u ch that the temperature of BH surface is 3 K. 

(Remember t hat there is a cosmic micro~~ave background 

o 

radiation at about 2 . 7 K) . The assistant throws a stone 

into the hole. This stone emits its own rad iation as it 

fal ls into the hole (on account of its high acceleration) 

and loses about 1% of its rest-mass . The mass of the s -tone 

is t aken to be s u ch that after its energy loss it i s just 

34 



adequate to reduce the BH mass to the backgl~ound 

o 

temperature of 2.7 K. From the point of view of the 

observer a microwave source is seen standing out from the 

bac kground . Then, as the s tone falls i nto the hole the 

source g e t s "SvJ i tc hed off" . Thus the distant observer 

"sees" the stone fall into the hole . 

The explanation of this apparent paradox is that the 

calculation involves taking asymptotic limits . Thus the 

effect the stone falling into the hole is seen 

infinitely far in the future as required by the properties 

of the geodesics in the vicinity of a BH. However, this 

means that the BH can never be seen to form if it start 

forming at some finite time in the past . Since the universe 

had a finite start (the big bang) only a BH left over -from 

3K 

~--~----------~ 
B 

Figure 8 . A stone S , thrown into a BH B, radiating at a 

temperature just above the cosmic backgr-ound 

radiation from one side can 'swi tc h off' the 

radiation as seen by an 'observer at infinity' 0 , 

on the other side. The opposite sides are taken 

to ensure no 'contamination' by radiation from 

the falling stone . 



the big bang itself could radiate . In that case it may be 

more appropriate to think of it as a Hwhi te hol e" or a par -t 

of the "big bang" occurring now . 

Imagine two 'emul sion plates' , one much largel~ than 

the other , in the vicinity of a BH. The smaller one is 

fixed in the geometrical shadow of the larger one which is 

falling freely towards the hole (see Fig.9.). These two 

plates can be r e garded as observers . Since the freely 

falling observer sees no radiation, the -freel y falling 

plate will not show any 'tracks' of radiation ( supposedly) 

the fixed plate will show radiation tracks despite the fact 

that it lay in the geometrical shadow of the larger plate . 

The resolution of the paradox is that 

is produced non-locally at the smaller screen 

B 

the radiation 

due 

/ --
5 . 

2 

to the 

Figure 9. A freely falling screen, s , 
1 

will not record the 

radiation from BH B, but the screen 

geometrical shadow of 

radiation. 
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curvature of spacetime caused by the BH . Thus the radiation 

is a direct interaction between the hole and the detector 

(the emu lsion plate) with no energy travelling, in a causal 

sense, from the hole to the detector . It is a spontaneous 

extraction of energy from the hole by the detector . This 

the calls forc i bly to mind Padmanabhan's 7 argument 

apparent radiation seen by the accelerated 

simply its response to the acceleration. 
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CHAPTER TWO 

FOLIATION OF THE SCHWARZSCHILD SPACETIME 

There has been much wo rk on obtaining 3+1 splits 

(foliation) of the Sc h~;jarzsch i ld t 
- 2 2 ,3:1,42 space lme on the 

basis of physical significance or Mathematical convenience. 

These fol iat ions are best understo od in terms of Pen rose's 

compac ti -f ied representations of the spacetime, o-ften 

In this chapter we 

will discuss the foliation of the Schwarzschild 

by the SH which may run into the singularity . 

2.1. Foliation of 

Hypersurfaces 

The Schwarzschild 

The Sch~~arzschi ld line element 

coordinates (v,u) is 

is given by 

32m
3 

r 
=: -r- eXfd - 2m) 

Spacetime 

(1.4 . 1) 

spacetime 

by CKST 

in I<S 

( 2.1.1 ) 

( 2.1.2) 

and r is given as an implicit function of u and v given by 

Eq.(1.1 . 4) ~ where v plays the role of time and u of the 

distance parameter . 

A sequence of the SH of CKST, v = are the 

simplest for calculational purposes, but those that avoid 

the singularity do not completely foliate the spacetime 
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(see Fig.2 . 1) . There are many SH , which do hit the 

singularity . In the region Ivai < 1 , the hypersurfaces are 

non-si n g ul ar. We consid er only these hypersurfaces. Notice 

that all these hypersurfaces pass through the throat of the 

Einstein- Rosen bridge
Z3 includi~g r = m/2 . 

The MEC of a hypersurface , K , is given by3Z 

K = (2.1.3) 

v 

r= 0 

-u u 

-v 
Figure 2.1a. The SH of CKST, v = v • are shown 

0-
in the KS 

diagram. The dotted lines are for 1 , 

the hypersurfaces, which make the fo l iation of 

the spacetime incomplete and they do not avoid 

the singularity from both ends of u. The other 

lines are the hypersurfaces, which are smooth 

in the region Iva i < 1. Notice that all these 

hypersurfaces pass t h rough the event horizon. 
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where n~ is the unit normal to the hypersurfaces. Here 

( f - 1
, '" - 0) l., 0, • (2.1.4) 

Therefore , Eq . (2 . 1 . 3) can be written as 

( 2.1.5) 

In KS coordinates from Eqs.(1.1.4 ) , (2.1.1) and (2.1.4), we 

have 

l~~ = 2lnf + 2lnr + l~(otn8), (2.1 .6 ) 

and 

o 15 r n = -- eXfl.- ( -). 
~" 3 4m 
"':'''.Lffi 

( 2.1.7 ) 

The total differential of Eq.(1.1 . 4) gives 

Now~ 

r = 
,0 

v 
r 0 

by differentiating Eqs . ( 2.1 . 6) 

respect to 'v', we get 

(2.1.8 ) 

and (2.1 . 7) with 

Figu re 2 . 1b . In the Penrose diagram the SH of CKST , v = Yo ' 

a re shown by using the compactified KS 

coordinates (~ , ~). 
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(2 . 1 . 9) 

r 
o = (1+ ~) ~ ( ? -) 1/2 (~) n ,0 2 m 8 m ~mr e:;q-.., 4 m • ( 2. 1 .10) 

Thus , inserting Eqs . (2 . 1 . 7) - (2 . 1 . 10) into Eq . (2 . 1 . 5) , 

have 

K = v 12m (3 _~) r o r 2r 4m e~(-4m) · (2.1 . 11) 

The mean i ntrinsic curvature of the hypersurface is 

simply the Ricci scalar of the 3-geometry i.e . 

R = G
Lj 

R .. 
oJ 

(L,j = 1,2,3), 

where G
Lj 

the inverse of the metric tensor for the 

spatial line element 

and R is the corresponding Ricci tensor defined by 
Lj 

with the Christo-ffel symbol , 
1 Gi.l.(G 

r i<j = - + G . G jk,l. ) • 2 .i l.,k kt,J 

Also Eq . ( 2. 1 .3 ) provide s 

8m 
2 

u r 
r = e~(--) 

,1 r 2m ' 

where u is given by the relation 

2 
U 

2 r r = v + (- -1) e:;q-..,(~). 
o 2m ~m 

Now, Eqs.(2.1.13) and ( 2.1.16) give 

G = 
11,1 

G = 
22,1 

G = 
99,1 

G = 
33,2 

128m"u 
2 

r 

2m r 
(1+ -)~(--) , 

r m 

16m 2 r u eXf1- ( -;:;;--) , 
~m 

G . 28 O.f-n , 
22,1 

2r 
2 

oin8 ceo8, 
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(2.1 . 12) 

purely 

( 2 . 1.13) 

(2 . 1 . 14) 

( 2. 1 .1 5) 

(2 . 1 . 16) 

(2 . 1 . 17) 

(2.1.18) 



and 

Using Eqs . (2 .1.13), (2.1.15)~ and 

Christoffel symbols become 

= 

= 

r 
eXfl- ( -;=;-) , 

.Lm 
ru 2 ~ 

4-- = c&oec 8 r . 
m ss· 

2 = 8m u (r, 
--z- eXfl- -2m)' 

I~ 

and Eqs.(2.1.16) and (2.1.19) give 

( In., nGT) = 2mu(?m 
-y I - I ,~ r r 

(In., nGT) = c&t8. -y , - , ,2 

(2.1.19) 

(2 .1.18 ), the non-zero 

(2 . 1 .20 ) 

} ( 2.1.21 ) 

From Eq.(2.1.14), the non-zero Ricci tensors are 

_ { r 1 _ ( l n., /Tj3T) } r 1 _ (r2 ) 2 _ ( r a ) 2 
11 -l I~I ,1 11 12 19' 

R = r1 - (In., /IGT) 
22 22,1 -y I -I ,22 

-{2rZ 
_( In., rTGT') }r1 (rS

)2 
12 -y I ~ I , .1 22 2S' 

R = R o-in.,2 8 • 
39 22 

Now, Eqs. (2 . 1 . 16) , (2 . 1 . 20) and (2 .1.2.1) yield 

r1 - ( In., iTGT) = 
~1 -y I - I ,1 

-2 r2 • 
12 · 

= {.!.. - ~(1 
u 2m 

+ 4m)r 2 }r2 

~(1 
4m 

( l·n, rTGT) = -y I - I ,22 

r 12 ~2 

2 
+ ur ) • 

~2 . 

-c&0e.c 2 8. 

(2.1 .22) 

(2 .1.23 ) 

Putting Eqs . (2 . 1 .23 ) into Eqs.(2 . 1 .22), the Ricci tensor 

components take the form 
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R 
fZ 

{v 
2 (1+ 

?m t- 2 m"> == ~) e x fl,( - - ) r.f , 11 Z 0 I'" 2m 
I'" 

2 
V 

2 m r R 
m 0 

CQ<;>e.cze . == -+ ;::;- ( 1- - ) eXfl, ( --) == R 
22 I'" 4- I'" 2 m 33 

(2 . 1 . 2 4 ) 

Hence fl'"om Eqs . ( 2. 1 . 1 2 ) . (2 . 1 . 1 3 ) and (2 . 1 . 24) , the Ricci 

scalaI'" become s 

R == 2 
2 r 

(v /1'") ~(-~) . 
o ...... /fl 

( 2. 1 .25) 

Next, the Riemanian curvature tensor R~ is defined 
jk\. 

by 

RL == rL rL + r~ rm rL 
jkt jL,k jk,L mk j L mL 

Thel'"efol'"e, 

Rl == r l + (r 1 r 2 )r 1 
212 22,1 11 12. 22 

R1 == r1 + (r 1 r3 )r 1 
313 33,1 11 13 3 <I ' 

R2 == _r2 + {r 1 r 2 )r2 
121 12,1 11 12 12 ' 

R2 == r2 + r2 r1 r2 r3 
323 93,2 12 39 39 92 ' 

R3 == _r3 + (r 1 r3 )r 3 
l!H. 13, 1 11 1 9 1 3 ' 

R9 == _ r9 (r9 ) 2 + r 3 r l 
232 23 , 2 23 13 22 

Thus , by s ubst i tuting Eq s. ( 2.1.20) 

Eqs.{2.1 . 27) , we get 

R.1 
212 

R2 
121 

R2 
323 

2 
== V 

o 

f2 
== 

21'" 
2m 
t-

2 

1 m r 
(2- + -) eX(l-( --) 

m 
I'" I'" 2m 

{v
2 ( 1 2m r + -) eX(I-( --) 
0 I'" 2m 

{1- 2 ( r )' . 2e v e X ·f1- -;::;- .f <;> -!- .fl-
o .Lm 

rm . 
jk 

a nd 

2m"> r=-.1 , 

, 
R9 z R9 R2 CQ<;>ec

2
e . = R • = 131 121- 292 323 

Also, Eqs . (2 . 1 . 13) and (2 . 1 . 28) yield 

4 3 

(2.1.26) 

(2 . 1 . 27) 

( 2.1.23 ) i n t o 

(2.1.28) . 



R12 1 
{v 

2 
(1 

2m r , 2m., 
= + -) eXf1-( --) -I. 

12 
2r 

2 0 r 2m r . 

R13 = R21 = R91 R12 (2 . 1 .29) 
13 21 91 1.2 

R
Z9 2m {1- 2 

eXf1-( -~) ]- R92 = V 
29 9 0 2m 92 r 

By substituLing Eq~.(2.1.25) and ( 2.1.29 ) into Eqs.(1.1.1), 

the curvature invariants for the SH of CKST become 

R R , 
1 

4mv 2 4-

12m 
2 v 

R p2(r) 0 
Per) 

0 
exf' ( -'=-) , } = - + 

2 <5 ~ " m 
r r r 

(2.1.30) 

wher-e 

Per) (2 .1.31) 

Notice that K, R1 and R2 are finite for r;o<!O , IVo l < 00 

and all tend to zel~o as r ~ 00, but all tend to infinity 

at the singularity . Also, all curvatur-es tend to infinity 

as IVo l tend to infinity. Further-, notice that for IVol < 1 

the hyper-surfaces are connected and non-singular-, but for-

IVol ~ 1 the hypersur-faces hit the singularity from "both 

ends" of u, where the SH of CKST are not connected. 

All the SH of CKST pass thr-ough the event hor-izon . 

There is an ambiguity in the definition of these 

hypersurfaces for IVol ~ 1, in that the hypersur-faces which 

enter into the singularity , r = 0, for u > o are not 

necessarily those that come out from the singularity for 

u < o. It is necessary to mention her-e that the pictur-e 

derived from Minkowski space, that the left side is 

obtained from the right by rotation does not hold here . 

This creates difficulties for the procedure of canonical 
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quantisation of scalar fields, as it is not clear what is 

the hypersurface on which the wave function is to be 

normalised . As such we will not quantise scalar fields with 

the asymptotic limits IVol ---+ co. To set up the quantisation 

procedure we quantise scalar fields on the complete SH of 

CKST in §.3.3. 

2.2. K-Surfaces 

In this section~ for completeness, we reproduce the 

work of Brill, Cavallo and 
zz 

Isenbel~g • They provided a 

complete foliation of the Schwarzschild spacetime by SH of 

CMEC (K-surfaces) . In §.3.4 we will quantise ·the scalar 

fields on the K-surfaces . 

The variational principle2~ provides a convenient way 

to derive the equation of K-surfaces. Let the 

surface S be described by22 

t t(r,8,cp), 

and choose a surface t = ° for S. 
1" 

then the 

principle gives 

or = 0, 

with 

I = A(S) +K (S.S ) 
" 1 

= f nJ.-l d
3

S + K f d
4
V, 

S J.-l v 

where A(S) is the three-dimensional area of S, 

spacelike 

(2.2.1) 

variational 

S 
1 

(2.2.2) 

( 2.2.3 ) 

is a 

fixed hypersurface , V(S ,S ) is the four-dimensional 
1 

volume 

bounded by Sand S • n~ is the unit normal v ector to Sand 
1 · 

45 



Sand K corresponds to the mean curvature. 
:l 

For the 

Schwarzschild metric Eqs.(2.2.2) and (2 .2.3) become 

6f{Z:: + K/B(r)C(r) t}V2 r 2
0UtB drded¢ = 0, (2.2.4) 

where 

BC 
t 

z::2 -B t
2 rt2 (_,3_)2., C (2 .2.5 ) - - o\. + oUtB f 

+ 
,1 2 ,2 

r 

is positive for the SH and 

B(r) 1 1- 2m (2.2 . 6) = C(r) r 

The variational equation obtained from Eq. (2.2.4) by 

varying t is 

+ (BCoUtB t IZ::) loUtB • (2.2 . 7) 
,2 ,2 

For spherical symmetry t 

takes 

~here 

the form 

* (dt*)2 = 
dr 

(H- J)2 

dt* 
--* 
dr 

J = 

= 

K 

lEI dt • 
-r;;' dr 0 

C 
r 

f /B(x)C(>:)' x
2 

d}:, 

and H is a constant of integration. 

Now, for the region inside 

therefore, Eq. (2 . 2 . 7) 

(2 .2. 8) 

(2 .2.9) 

(2.2.10) 

the horizon, the 

spherically symmetric spacelike surface S is described by 

r = r(t) and the variational principle given by Eq.(2.2.2) 

with Eq . (2.2.3), 
o 0 22 

in terms of the Lagrang1an g1ves 

(2 .2.11 ) 
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whe~e L is the Lagrang ian . Since L is time independent, the 

Hamiltoni an 

8L H = ~ L ~ 

is conserved. Therefore, 

(2 . 2 .12 ) 

H = B ~z{C (;') z - B)}-1/Z + J = constant. (2 .2.13 ) 

Eq. ( 2.2.13 ) can . be re- written as 

* (~)2 _ B r · (H-J)-2 = 1 , 
dt* 

whe~e 

= ~dr 
B dt 

(2 . 2 . 14) 

(2 .2.15 ) 

Notice that both the solutions, g i ven by Eqs. (2 .2.8) and 

(2 .2. 14 ) , are equivalent . Thus either Eq . ( 2.2.8) or 

Eq.(2.2 . 14) can be used to solve fo~ K-su~faces , both 

i n side a nd outside the ho~izon . Eq . (2 .2.14 ) is pa~ticularly 

u sed ZZ for a qualitative discussion , because it is 

analogous to the energy conservation law for a particle of 

unit energy. Thus the equation fo~ K in Schwa~zschild 

coo~dinates is 

(2 .2.16) 

Now , in KS coo~dinates, given by Eq . (1 . 1 .2 ) , we have 

du ~u + v 1 

} dr = 4m 4m ( 1~-2m) dr/dt , 
dv ~v u 1 = + 
d~ 4 m (1~-2m) 4 m dr/dt 

( 2.2.17) 

Also , Eq. (2 . 2.16) can be re-written as 

d~ (y--2m) A 
dt = rE 

( 2 . 2.18) 

where 

E H 
K " AZ E2 " = - 3" r , = + ~ (1~-2m) . ( 2.2.19) 
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Inserting Eq.(2.2.18) into Eqs.(2.2.17)7 we have 

du r(Au+Ev) 

and 

= dJ r 4mA( r-2m) , 

dv 
dr = r(Av+Eu) 

4mA(r-2m)· 

( 2.2 . 20) 

(2 .2.21 ) 

Thus the equation of K-surfaces in KS coordinates becomes 

dv 
du 

= 
(Av+Eu) 
(Au+Ev) 

(2.2.22) 

The K-surfaces plotted in Fig.2.2 were obtained by 

numer-ical integration of Eq.(2.2.16)7 Dr equivalently 

Eq.(2.2.22), for different values of Hand K = ,..., 
L. To 

the sign of A we demand that K be the divergence of the 

future pointing normal (or convergence of the past pointing 

normal) . This rUle
22 

about the sign of A leads to a smooth 

s urface through the turning point, where A = 0, and implies 

that A switches sign at this point . 

For each fixed value of K there exist values 

H =0.77871 and H =-1/6 such that all surfaces with H(H and 
+ 

H)H have one and only one 
+ 

singularity while those 

H (H(H contain either two singularities or none at 
+ 

with 

all. 

From the explicit form of AZ
, we see that the constant 

values r+ corresponding to H+ must satisfy O(r <0.75<r <1.. 
+ 

Further 7 we find that for K)O all nonsingular ~urfaces 

(H (H(H ) which intersect the region u)O have minimum r 
+ 

greater than r • +0 
while the nonsingular, K)O, 

intersecting u(O have minimum r greater than r • 

surfaces 

For the intrinsic curvature, from Eq.(2.1.1) and 

(2 .2.22 ) , the spatial line element is given by 
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where 

Now, 

F = 4mr(r-2m) 
Au+Ev 

from Eq. (2 .2.23 ) 

G = 2FF = 2FF 
11,1 ,1 ,r 

G = 2rr 
,1. ' 

G 
22,1 99,1 

(2 .2.23 ) 

(2 . 2 . 24) 

• " ... 

} , du/dr 

= G o-iA<,
2 e, 

22,1 

and G is the same as given in Eq.(2.1.18). 
99,2 

Also, from 

Eqs . (2 . 2.19), (2 .2.20), (2 .2.24) and (2 .2.25) , we have 

E = 
,1 

KAF, 

G = 2FF 
11,1 ,1 

A = F(2r-3m-KE) , 
, 1 

• G 
. 22,1 

= '")FA .Lor ' (2 .2.26) 

Inserting Eqs . ( 2.2.23 ) and (2 .2.26) into Eq.(2.1.15), the 

Figure The solutions of differential equation given by 

Eq . (2 .2. 17) or Eq . (2 .2. 23) are shown in the 

Penrose digram for K = 2 and different values 

of H i.e. 

I II III IV V 

H : -1 /6 -1 /12 1/2 1/6 -1/2. 
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non-ze~o Ch~istoffel symbols become 

r1 = F- 1 F 
H. , 1 

r 1 - 1A r1 CUOe(}e = -F - = 22 ~ 99 

r2 r3 AF 
= = 

( 2.2.27) 

12 13 3 
r-

r2 = - oinE cuoe~ r3 = Cq-t$. 
39 23 

Fur-ther-, fr-om Eq.(2 . 2 . 23) 

(2 . 2 . 28) 

Ther-efo~e~ fr-om Eqs . (2 .2.20 ), (2.2.27) and (2 .2.22 ) , we 

have 

(In- rIGT) 
-( 1- I ,1 

r1 2A 
F = + , 

11 9 
~ 

= cute, (.tn- /TGT) 
-( 1 - I ,2 

r1 - ( in- /TGT) =-2 
11 -'I I-I ,1 

2 

r2 = ~(2r--3m-I(E) 
12,1 9 

~ 

(2 . 2 . 29) 

( 2r--3m-KE) , 

Putting Eqs . (2 .2.27) and (2 . 2 . 29) into Eqs. ( 2.1.22 ) , the 

Ricci tensor components take the form 

R 
· 11 

F Z 
= 2- {2A2-

<5 
~ 

1 rA2 3 R = 1 + "\. - r (2r-3m-KE)}, 22 4 
r 

(2 .2.30) 

Also , by substituting Eqs . (2 . 2.27), (2 .2.28), (2 .2.29 ) into 

Eqs.(2.1.27), the Riemanian curvatur-e tensor becomes 
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R1 2A2 2r-3 m-KE 
;::: 

212 4 r r 
R1 ;::: R1 , 2e 

319 212 O-l.-n ~ 

R2 F Z 
R1 R9 (2 . 2 . 31) ;::: ;::: 

131 ' 121 2 212 r 

RZ (1 -
A2 

oi-nze ;::: -) , 
929 4 r 

R3 ;::: R2 ccroec 2e . 
292 929 

Hence by putting Eqs . {2 . 2 . 19) , (2 . 2 . 23) , (2 . 2 . 24) (2 . 2 . 30) 

and (2.2.31) into Eqs.(1 . 1 . 1), the curvature invariants are 

R ;::: R ;::: 6P ( r ) Q ( r) , 

,} 1 

mH 2 
R .. 2 24 per) 12~ ;::: L P (r)8 ( r ) - + 

2 6 6 r r 

(2.2 . 32 ) 

where 

per) H K Q(r) H K 
= = + 

3 ..,.-
3 3 ~; 

(2 . 2 . 33) 
r r 

and 

( 2. 2 .33 ) 

Thus f or finite values o f K and H, the cur va t u r e i nvarian t s 

asymptotically go to zero . Rand R tend 
1 2 

to infinity at 

the singularity . This gives the complete foliation
24 

depicted in Fig . 2 . 3 . 

Each K-surface is non-singular and passes through the 

throat of the Einstein-Rosen bridge. The K-surfaces are 

more complicated than the SH of CK8T, in calculations. 

Notice that the K-surfaces are ambiguity-free as opposed to 

the SH of CK8T, which we could not determine how to 

continue Iv l > 1 to the maximal extension . 
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:til 

Figure 

r: 0 

r =O 

Foliation of the Schwarzschild-Kruskal-Szekeres 

spacetime by K-surfaces in a Penrose diagram is 

shown. Only a few typical surfaces are shown. 

Whereas there is some arbitrariness (e .g. , in 

the location of the throat) for the surfaces in 

the past of r=1.5m all surfaces in the future 

of r=1.5m must be of the r=const. type. Namely, 

since the future r=O singularity corresponds to 

collapse (converging) normals , 

K(O must lie to the future of 

1<>0. 
22 However , from the 

surfaces with 

surfaces with 

concavity of 

K-surfaces in the asymptotic region it is known 

that K-surfaces which emerge from the horizon 

reach .g,+ if K>O and if K(O. Hence in a 

foliation, K-surfaces of both signs cannot 

reach null infinity . 
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2.3. ¥~-Hypersurfaces 

The significance of observer-dependence in the entire 

process needs to be better understood, not only for 

linearly accelerated observers, but for Hawking radiation 

as well . 27 It has been argued that there is a physically 

'preferred~ frame corresponding to an observer falling 

freely from infinity, which was called the pseudo-Newtonian 

(1pN) frame. The application of the If'N-formalism to 

astrophysical phen omena and further understanding the 

implications of the Classical Relativity43 lend support to 

this claim. 

The If'N-hypersurfaces are orthogonal to the 

observers. In this section we give th~ foliation of the 

Schwarzschild spacetime by yJ/\I-hypersurfaces. Let tl-J be the 

tangent vector of the 1pN-observers and TI-J be the tangent 

vector of the 1pN-hypersurfaces, which are orthogonal to the 

If/N-observers, such that 

where 

I-J 0 J. t = (t ,t ,0,0), 

TI-J t = 0, 
I-J 

I-J_ 0 J. T - (T ,T ,0,(1}. 

For the Schwarzschild spacetime, we have 

/
~ .L.m r . 

Substitution of Eqs.(2.3.3) into Eqs.(2.3.1) give 

TO = - /;:0 (1- ~m)-J., TJ. = 1. 

(2.3.1) 

(2.3.2) 

(2.3.3 ) 

(2.3.4) 

Hence the world lines of If/N-observers are obtained by 

solving Eqs.(2.3.3), to be32 
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c 

~ I;: - 1 
+ 6m) I~-- - 2m ~~ 

--I 2m 
(2 . 3 . 5) t = t 

and the 1f/N- hypersurfaces , by solving Eqs . (2 . 3 . 4), to be 

_ 2m lnl~ 11 
t = t - 4m /;;::-' 

o 2m (2.3.6) 

~+1 
where t and t are the constants of integration. 

c 0 

The problem VJi th this description of the 

~N-hypersurface is that it breaks down at r - 2m (in 

gravitational units) . However, these hypersurfaces must 

pass through the event horizon even th'ough their 

description by Eq.(2.3.6) breaks down there. What is 

required is that the ~N-hypersurfaces provide a complete 

foliation of the Schwarzschild spacetime. To avoid the 

above problem we use the KS coordinates (v,u) given by 

Eq • ( 1 . 1 . 2 ) • 

For the SH~ given by Eq.(2.3 . 6) v, u are related 

parametrically by 

v = [cuoh{A( r) } + -~ oi-nJ'l.{ A ( r) ]-] ex('I-( ~m) , } (2 .3.7 ) 

where 

u [oi~{A( r)} + 

t 
/\(r) = ~ - ;;-m 
M 4m'; 2m 

I;: r 
cuoh{A(r) }]ex('I-(4m}' 

(2 .3.8 ) 

Notice that v, u given by Eqs.(2.3.7) satisfy the relation 

(1 .1.4) • 

Next, To obtain the MEC of the 1pN-hypersurfaces, the 

normal vector n~ will be 

54 



nl-l = (nO , 1 
n , 0 , 0) • (2 .3. 9) 

Thus fr om Eqs. ( 2. 1 .3 ) , ( 2.3. 4) , ( 2.3. 7) - ( 2.3. 9) , we h a v e 

° /r ' oirvhA 
n = v 

exr>-( :m ) , J . ( 2.3.10 ) 

exrc- ( 4m ) , 

-{ 2 m 4 m 

1 k c&o ./'tA 

and 

n = 

r = 
,0 

r = 
,1 

u = 4m 

8m
2 

r 
- - v exf1.-( - -2 ) , r m 

8m 2 

- -u 
r 

r 
eXft- ( -;:;- ) , 

Lm 
} ( 2.3. 11) 

where u and v are given by Eqs . (2 . 3 . 7) . Also , from 

Eq . (2 . 1 . 3) , the MEC is 

01 /l9TO ~1 - K = n +n + (.{-n- g) n + (-l-n.J I g I ) n • 
,0 ,1 ,0 r ,1 

(2 . 3.12) 

Eqs . ( 2 . 3.8) , (2 . 3 . 10 ) and (2 . 3 . 11) yields 

nO = -~~...,(-~) [( /r + J2ril)OLrvhA-c&oMJ oj 
,0 2r~~' v 4m ~2ffi ~ ~ . 

1 U r k ff-""'m n = - ~( --)[( - + -)ceohA-oirvhAJ . 
,1 2r 4 m 2m r 

(2 . 3 . 13) 

Al s o , Eqs . ( 2.1.2 ) , ( 2. 1 .7 ) a nd ( 2.3. 1 1 ) g i ves 

(l-n./l9T> 4 mv ( 1- 2 m) 
r } 

= -- eXft- ( -;:;- ) , 
, 0 r r Lm ( 2.3.14 ) 

4mu 2m r ( l-n./l9T) = - -- (1- - ) exf1.- ( -;:;- ) • 
,1 r r ..c::m 

Thus , by s ubstitu ti n g Eqs. ( 2.3.13 ) a nd ( 2.3. 1 4 ) into 

Eq . (2 .3. 1 2 ) , we get 

1 
K = -4m 

2 
r 

Again Eqs . (2 . 3 . 10) imply that 

dv = .uuvhA • 
du 

(2 . 3 . 15) 

(2 . 3 . 16) 

For the spatial 3-geometry , Eqs . (2 . 1 . 1) and (2 . 3 . 16) gives 

the metric tensor 

2 2 Z Z Z Z .2 2 
dO'¥JN = f oed'?; A du + r (de + oU'!- e d¢ ) . (2 . 3.17) 

Also , the relation 
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du du ds du 1 du 1 = = = dr ds dr ds dr/ds ds T1 

using (2.3.4) and (2.3 . 10) , yields 

Now, Eqs. (2.1.2), (2.2.17) and (2.3.18) imply that 

G = 8mr /!.ffiexrd-~)oecM 
22,1 y r 4m ' 

G = G ol-n
2

8 , G = 2r-
2
ol-ne ceo8, 

99,,," 22 , " :it 9 , 2 

where we have used the fact that 

{h(r)} 
,1 

1 = h 
,r du/dr 

(2 . 3 . 18) 

(2 .3.19 ) 

Substituting Eqs.(2.3.17) and (2.3 .19) into Eq.(2.1.15) the 

non-zero Christoffel symbols become 

r1 
11 

r" 
22 

= 

= 

3 r = c&t8, 
29 

and Eqs. (2 .3.17), (2.3 .18) give 

~ /2ffi r 
(l-n..( I G I) ,1 =..( r --eXf!- ( 4m) oeohA 

>< [.!ffi.f,(l,-nA'lA- (1- ~m)], 

(In-~) = c&t8 • ..( 11.:1 1 ,2 

Further, Eqs.(2.3.18), (2.3.20) and (2 .3.21 ) yield 
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(l-n.fil) ,1 = 

8m 2 
2 r = --- oech A ex~(---) 

2 2m 
r (2 .3.22 ) 

x [_J!fi1 ta-rvhA - (1 + 6m)] = ['9 
y • r 31,1 ' 

r /2ffi 6m 
= 4m [.fy:-to,.t<A'\A -(1+ ;.:-)]. 

Substituting Eqs.(2 .3.20) - (2 .3.22 ) into Eqs . (2 . 1 .22) and 

(2.1.27), all the Ricci and Riemanian curvature tensors 

become zero. Therefore, the curvature invariants, given by 

Eqs.(1 . 1 . 1) are all zero. 

Notice that the MEC K given by Eq.(2 . 3.15) is well-

behaved at infinity while it tends to infinity only at the 

singularity, r = 0, and the intrinsic curvature invariants 

for the If'N-'hypersul~ f aces are zero. The foliating 

N f h · t th . 1 . t 44 1f' -hypersur ·ace 1 e slngu arl y . This foliation 

arises from a reference frame that has been discussed in a 

different context45
• 

For visualizing the asymptotic structure of 

spacetime, we convert the KS coordinates into the 

compactified KS coordinates (If', ~) , which are given by the 

relations (1 . 1 . 7) and (1.1.8) . Now, from Eqs . (2.3 . 7), we 

have 

v + U = (1 + ~)ex()..{~m + A} , } 

v - u = (1 - ~)ex()..{4r - A} • .f2ii1 m 

(2.3.23 ) 

Thus the compactified KS coordinates by substituting 

Eqs. ( 2 . 3.23) into Eqs . (1 . 1 . 7), becomes 
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-1 ~ r 
If = taA [( 1 + -I 2m) €Xfl, (4m + ,q)] 

-1 r ' 1 /r) (r taA L~ - /- e;:;:q"!--
"Y 2m 4m 

,q) ] 

A)]. j 

(2 .3.24 ) 

Notice that these hypersurfaces start at r = 0 with ~~ = 0 

d d t . th d¥, - 1 an en up a r = 00 W1 d~ - • 

The remarkable feature of these hypersurfaces is that 

they provide a complete foliation of the upper half of the 

Penrose diagram rlithout entering the other half! In other 

words these hypersurfaces come from spatial infinity and 

hit the singularity without going through the throat of the 

Einstein-Rosen bridge. The foliation is depicted i n 

Fig.2 . 4. Notice that as t ---. -co the hypersu rfaces tend to 
o 

BAD, the union of the null surface {r = 2m~ 

past null infinity g , while as t ---. +co the 
o 

tend to g+. That spacelike hypel~surfaces , 

t = -co} and 

hypersurfaces 

in the limit~ 

tend to null hypersurfaces is not unusual . For example in 

the con stant mean extrinsic curvature foliation of the 

Schwarzschild geometryZZ , as K---. -00, the hypersurfaces 

tend to the union of the two lower edges' of the Penrose 

diagram and the singularity, r = O. 

The above foliation shows that the upper left corner , 

D, of the Penrose diag ram is simultaneous wit h the lower 

right corner, A, in this particular frame. Since the 

geometry does not depend on the choice of frames we would 
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argue that D should be labelled I and not 1+ . This is also 

reasonable from another point of view . Inside the horizon t 

is a spacelike coordinate and r a timelike coordinate . Thus 

o r:: 0 

B 

A 

Figure 2.4. The SH for the Schwarzschild geometry are shown 

in the upper part of the Penrose diagram, for 

different values of t • o· 
which 

through the event horizon , DC = 

pass 

{r=2m, 

smoothl y 

t =+co} 
o 

shown by a dotted line . The compactification 

gives the null surface BAD = {r=2m , t = o 
-co} u 

$'- and BC = !f+ as t ~ -co and +co 
o 

respectively, 

sholl'Jn as hard lines . A is past timelike 

infinity 1 = {~= rr/ 2 = -~} , C is future 

timelike infinity 1 + = {~ = rr/2 =~} and B is 

spacelike infinity 1
0 

= {~ = rr , ~ = O} . 
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r = 0 is a spacelike singularity whose points are labelled 

by different values of t. (In our foliation these are the 

t values for the points where the 
o 

hypersurfaces hit the 

singularity . ) Since C is at t = +00, D should be at t = -00. 

Hence it should be 1-. The edge joining D and E should, 

then, be .:7'- in the maximal e>:tension. The "arrow of time" 

having been defined, it is clear that the other edge is g+ 

and F is 1+. Changing ~ to -~ in Eq.(2.3.24) flips the 

foliating hypersurfaces into the maximal extension. Now no 

part of the foliation enters the original part of the 

spacetime. The compactification of the union of these two 

sequences of foliating hypersurfaces gives the complete 

Penrose diagram (see Fig . 2 . 5) . 

The re-labelling discussed above is important in that 

it changes the significance of the maximal extension of the 

spacetime. Now there are no future directed geodesics 

emerging out of a black hole , as the initial Cauchy surface 

is BAD, . but only geodesics going into it (at DC) • Time 

reversal does not take the geodesics out but instead 

provides a "mirror image" (the ma>:imal extension) wi th the 

geodesics always still going into the black hole (now at 

OF). As such there are no white holes but only time 

reversed black holes. 

Notice that we have complete Cauchy surfaces in the 

non-extended spacetime, for its future development , with 

the data on the hypersurface at the singularity not 

60 



propagating off the singu l arity . (BAD is a compl ete Cauchy 

surface for future and past development. ) One of the main 

reasons for introducing the ma>:imal e}:tension of the 

Schwarzschild spacetime was to provide complete SHs. Since 

these can be provided vJi thout reference to the ma>:imal 

e xtension, it is worth questioning vJhether any gj--eater 

physical significance shou ld be attached to the maximal 

e~<tension . 

o r:: 0 c 

E B 

Figure 2 . 5 . The union of the sequences of spacelike 

hypersurfaces for the Schwarzschild foliates -

the Penrose The 

compactification 
- + 

now gives ,g U,g U AD twice 

over . Notice that it is natural to regarded o 

- + 
as I and F as I • 
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In §.3.5 we discuss the quantisation of the scala,..-

field on the lfIN-hypersu,..-faces. The point of difference from 

Hawking is that he quantised the scalar fields on null 

hypersurfaces at but we quantise them on 

lfIN-hypersurfaces. 
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CHAPTER THREE 

QUANTISATION OF SCALAR FIELDS ON SPACELIKE HYPERSURFACES 

In this chapter, to find the VEV of the numbet-

operator, we will quantise the massive sca lar fields on: i) 

CKST hypersurfaces; ii) CMEC hypersurfaces; and iii) 

~N-hypersurfaces. 

3.1. The Scalar Field Equation in KS Coordinates 

Co n sid er a massive scalar field f(xo,x) defined at 

all points (xo , x) of the Schwarzschild spacetime satisfying 

the KG equation (1.2. 2 ) . In this section we wil l solve 

Eq.(1.2 . 2) in KS c oordinates. Usually the KG equation can 

be solved by t h e method of separation o f variables. We kn ow 

that the lin e element given by Eq.(2.1.1) is spherically 

symmetric, which guarantees that the spherical harmonics 

provide a complete basis fo r the a ngular part. Inserting 

Eq.(2.1.1) into Eq . (1 .2.2 ), we h a ve 

(3 . 1.1) 

The r igh t hand side of Eq.(3.1.1) gives the spherical 

harmonics Y
t 

(9 ,¢) by putting the separation constant ~2 
rn 

t(t+1) , 1 be i ng the usual angular momentum quantum number , 

l=0,1,2 .. an d m a n integer taking values -l , ••• , 1 • 
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Therefore, the L . H . S. of Eq . (3 . 1 . 1), by substituting the 

Z 
separation constant A , takes the form 

oL 
lm 
~ 

r 
_'"J ,1 ..... --

r 

Since r is a function of u and v, 

sepat-able. 

this equation 

(3 . 1.2) 

is not 

To solve Eq.(3.1.2), we take the ansatz that Llm(v,u) 

can be written as 

L (v .u) == " R (Ll) e'YJ'>(-iwv). l m - - L.. Lmnw ~/ ~ - (3 . 1.3) 
n 

I Z 2 Z Z' 
.w == yl +m +n +M • 

Then by substituting Eq .(3.1.3 ) into Eq . (3 .1. 2) , we have 

and 

Z 
d R (u) r dR (u ) 

l mnW1 .......1 l mnW1 - , ...... 

du
2 

Z +{w 

+4--·- -4W 
r du 

Z 
d R (u) r dR (u) 

l mnWZ ......,1 l mnW2 .. 
+4-- +4W 

r du 
du

Z 

_ Z 
), , "\ R ' ) + --}.f \U 

2 lmnW2 
t-

r 
~ R (u) 
t- LmnWZ 

== 0 , 

r 
~ R (u) 
t- lmnv')1 

= 0, 

where 

R (u) = R (u ) +.{R (u) . 
lmnW lmnv)1 lmnWZ 

(3 . 1 . 4) 

(3 . 1.5) 

( 3.1.6) 

It does not appear that there is an analytic solution 

of the coupled differential equations (3 .1. 4) and (3.1.5) . 
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l.>Je need to that there a complete 

orthonormal basis for L (v u' 
L m ' ) 

given by R (u) 
Lmnw 

t.-Jhich 

solve Eqs . (3 . 1 . 4) and (3 . 1 . 5) . In the absence of an 

analytic solution we solve these equations numerically, 

using the Runge-Kutta method for different choices of SHs . 

We solve these coupled differential equations term by term 

for each value of L, m, n and M. 

We now check, for a given number of L, m ~ n that the 

sol utions are orthonormal. The full orthonormal ba.sis is 

then given by 

lfJ ( V • u • e . ¢) == A R ( u ) Y ( e , ¢) exrd -.twv ) , 
Lmnw . . . Lmn lmnw Lm 

(3 . 1 . 7) 

where A are n o rmalisation constants , w is the energy of 
Lmn 

the nth mode (in Planck units i .e. h 1 c = G) and 

R (u) satisfies 
l.mnw 

the radial part of Eq . ( 1 . 2.2) . In 

§.3.2, we give a complete procedut-e of quantisation of 

spacelike hyper-surfaces. 

3.2. Quantisation on Spacelike Hypersurfaces 

In this section we will give the complete procedure 

of quantisation of scalar fields on SHs . For this purpose , 

suppose t ha Jc R (u) 
Lmro(v 

satisfy the orthonormality condition 

(3 .2. 1) 

over the SH . To evaluate the normalisation constant, we put 
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Eq . (3 .1.7) into Eq.( 1 .2.5), for the S H , then 

(Vi
l 

,VJ
l
",,) = 6 , 6 , 6 , 6 (w-w ' 

mnW m n W LL mm nn 

= J-t [A R (u) Y (8.¢)ex ("l-(-iwv) 
Lrnn Lmnw Lm ' 

R* * L
' , I - (u) Y • ~ 8 , ¢)exrd«).) ' 

m n w' . L' m 
, (. ' ) 00 rT;;"T 
} -tW g -I 19 1 

-(--iw)A R (u)Y (8.¢)ex{'I-(--iwv) 
lmn Lmn w Lm ' 

* * * x A R ( LI ) Y L ' m' (8 .. ¢) e..'Y-.n ( .tw' v) L ' m'l n' l' t"f!' n I Wi , V' 

x 90°.jl9TJdUd8d¢ 

= ( w+w' ) A A", R R'"" Y Y , , * J:t * L rnn L m n Lmnw l m n W lm L m 

x eXrl-{--i(w-w' )v} r
2

0 UlE dud8d¢ . 

Applying Eqs.(3 . 2 . 1) and the orthonormality conditions for 

* I( L+m) 
on ' 6 mm , 0nn' o (w-w' )=(w+w' )AlmnA l , m' n' (l-m) 

2 

( l ' +m' )! 2 
x 6 ,6 ,6 , 

l l mm 11r. 
;::,-,---;-'---;

( L ' -m ' )! 21' + 1 

Therefore , 

A 
lmn 

1 

/4rrw 

x 2rr eX{'I-{ - i(w-w ' )v }. 

/

(l- m) : 

(l+m) ! 2 l +1 . (3 .2.2) 

Here we use the fact that A = A' 
L mn l mn 

Thus corresponding 

to the SH, one solution set of Eq.(1.2.2) is given by 

Eq . (3. 1 . 7 ) , where A 
lmn 

is given by Eq . (3 . 2.2) . This 

solution set satisfies the orthonormality conditions 

VJ, , , ,) = ° ,6 , ° ,6 (w-w' ), } l m n (0 L l mm 11r. , 

* VJ
l

, , , ,) = (). (V L, m, n ) 
m n W 

(3.2.3) 

Now , we quantise the massive scalar fields on the SH . 
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For canonical quantisation, we take ~ as an operator and 

impose the equal time commutation relations (1.2.9) on 

The canonically conjugate momentum n, given by Eq.(1.2.10)~ 

becomes 

(3.2.4) 

Since the field modes ~ and 
lmnW 

their comple;-; conjugates 

* lI1Lrnnw 
fOI~m a complete basi~, with scalar product 

(1 .2.5), ~ can be expanded as 

=I:(a 11) 
, . LmnW' Lmnw 

lmn 

1· * +a 1jJ ) . 
Lmnw Lmnw 

(3.2.;:.) 

To find a and 
lmnw 

-t 
a " lmnw' 

considei~ the integral over 

the SH 

= 2 r * T * I ~l (a"" ~ , , , ,+a , , , ,1fJ , , , , 
, mnW 1 Tn n W L m n W 1 m n W l m n W 

L ' y(,' n 

(3 . 2 . 6) 

Using Eqs . ( 3.2.1) ~ (3 . 2 . 2) and the ot-thonon'na Ii ty 

conditions for Y (8 . ¢) into Eq.(3.2.6), we get 
, Lm ' 

J * ;r, OO/l9T -1p .,., g 9 dud&d¢ 
1 mn(.0 

1 
2w 

S imi I cu--l y ~ 

{a + 
LmnW 

T ; 
a (-L)(-m><-n)(-W)J" 

f * a~ OO/l9T ~ (-:<»g g I dud8d¢ 
1 mnW vV 

-i , , ,-I-= ---;:::;- {a - eX{l-( 2«A>v J a }. 
' L. 1 mnV') ( -l>(-m)(-n)(-W) 

Combining Eqs.(3.2.7) and (3.2 . 8), we have 

L' w.f 

(3.2.7) 

(3 .2.8 ) 



a = if~ Vi* fq? d2:: (3 . 2 . 9) 
Lmnw Lrnnw 

2... 

1- -if +---:-4 
d2:: (3 . 2 . 10) a Vi / 9? L rnnW lmnw 

2:: 

where 2:: is a SH . Further ~ Eqs . (~ . 2 . 9) and (3 . 2 . 10) yield 

* <~q?'Jd2::d2::' ViL'm'n'w' 

Ea Lmnw 
"t 

al'm'n'w' ] iw 

* oq?' lIl
l

, , , , (-:;:,- ) + 
m n W vV 

, , * :.:.' ] -t.w Vi
l

' , , ,~ m n W 

x gOO jl9T duded¢du' de' d¢' • 

Using Eq . ( 3.2.4 ) ~ we have 

[ 1- ] - ffr r * n a l ~al"" - '-LVi L , Vi mnW m n W mnW l'm'n'W,n'] 

+ "-w' [ * n q?" 00 ~ l,ulmnw ,ViL'm'n'w' Jg -y Ig l 

, Vi
l
'm'n,w,n '] g Oojl9T 

* + W w' [Vi
L 

q? mn0.) 
] 00 I I 00 ... ~ Vi l'm'n' w,q?' 9 g g f 

x duded¢du' de' d¢' 

Applying Eqs.(1.2.9), we get 

[a a"t 
lmnW ' l' m' n' W' 

] =. i f l/J +---:-4/ >II * d 2:: - ErLmnw rl'm'n'w' 

Thus Eqs.(3.2.3) and (3 .2. 11) give 

Similarly, 

6,6 ,6 , 
Ll mm nn 

"t [a ,a J = 0 = [a • Lmnw l'm'n'w' lmnw' 
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The vacuum state \0> is annihilated by all 

operators and \1 > for a g i ven mode is created by 

a lmnw \O > = O ~ 
(V l,m,r.) 

a~mnw \ O > = \lLmnw> ~ } 
and the number operator N is, therefore~ 

Hence by using Eqs.(3.2.14) and ( 3.2.15), 

<0 I NLmnw I 0> = 0 

implies that 

<O \N \O> = O. 

T a 
lmnW 

i . e . 

(3 . 2 . 14) 

(3 . 2 . 15) 

( 3.2. 16) 

Now consider another solution set of Eq . ( 1 .2.2 ) 

VJ
lmnw 

(v , u, e, ¢) = A R ( u ) Y ( e • ¢ ) eXfl- ( -.i.wv ) • 
lmn lmr.w l m - -

( 3.2. 17) 

where 

Pi =!w / w 
Lmn 

(3 . 2 . 18) 

Then the solution (3 . 2 . 17) satisfies the orthonormality 

conditions 

( li, , liL I I I I) = <5 L L ' <5 , <5 , <5 ( w-w' ) '} .mnW m n W mm nn 

- -* -(lilt 11-'"",) = O. mnW • m n W 

-* Since ~ 1-(lnW and w form a complete orthonormal 
• . t mnW . 

therefore, 

<1? (V ,Ll ,e,¢ ) == E (a ¥i + a'" ¥it ) • 
Lmnw lmnW l mnW L mnW . 

lmn 

-T a nd a 
LmnW 

are the an n ihilation and 

(3.2.19) 

basis, 

(3 .2.20) 

crea t ion 

operators respectively. Using Eqs.(3.2.6)-(3.2.8)~ ( 3.2.17) 

and (3.2 . 18)~ we have 
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a =i VJ' f .9? dl: - J -;I{ ~ 
Lmnw L mnW 

l: 

(3 . 2 . 21) 

-"t a 
Lmnw J- ~ = -i VJ f 9? 

Lmnw 
l: 

( 3. 2 . 22) 

Also ~ the opera tOt-S a and 
Lmnw 

-T a satisfy the equal 
Lmnw 

time 

commutation relations (1 .2.9 ) as 

[a -T ] = o ,0 ,0 ,o(w-w' ) , 
Lmnw ' 

a
L

, 
m 

, 
n' w' L L mm nn (3 .2.23 ) 

-"t -T J.} [a • ] 0 a = = [a • aL'm'n'w' Lmnw : l ' m' n' w' Lmnw" 

The new vacuum state 10> is such that 

-=- 10'" = 0 ~ c:(lmnw ...-
(V L,m,n) } (3 .2. 24) 

Since both solution sets and ar-e 

complete, therefore, the new modes VJ
Lmnw 

can be " expressed 

in terms of the old modes VJ by 
Lmnw 

(3.2.25) 

Similar-Iy, 

(3 .2.26) 

The t-elations (3 .2.25 ) and (3.2.26) are known as the 

Bogo1uibov" transformations and the coefficients 

a and ~ are known as the 
LmnwL'm'n'w' "LmnwL'm'n'w' 

Bogo1 uibo .. '" 

coefficients . Now, Eqs . (3 . 2 . 25) and (3 . 2 .26) yield 

( VJ L mnW ' VJ L "1"1)" n" w" ) = ~ , ,{ C{ L mnW L ' m' n' w' (VJ L ' m' n' w' , V' L "m" n "w" ) 
L m n 

'" <\' 

+ (J l mnW L ' m' n' W' (VJ L ' m' n' 0)' 
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Using Eqs . (3 .2.3 ), we get 

(111, ,_"l{J, .... 11,_,,,)= L: C(, ,-" ", ,_,' 6", ,,6 , ,,6, .. 
... mr........... I,.. m n v.J ", \... mn....vl.. m n VJ l. '" m m n n 

t m n 

x 6(w'-w") 

= Ol llYlY'\wt "m"n "Wi' 

or-

C(lmnWl' rn' 1"1' W' 
(~ • 1// ) . 

r lr()nw- 7' l' m' n' uj' 

Similar-ly , 

(1tmnwt ' m' n' W' = 
w -r-

III , , , ,) . 
t m n W 

(3 .2. 27) 

( 3.2.28) 

Thus , f r-om Eqs. ( 1 . 2 . 5 ) , (3 .1.7 ) and (3 . 2 . 17), we have 

- * 
OltmnwL' m' n' w' = (w+w' )A tmnA L' m' 1"1' [r- * 2 R R"" r- du tmnW L m n W 

2rr rr 

X Jr J y y*, ,oi-n.E 
lm L m 

o 0 

( 3 . 2 . 29 ) 

Applying Eqs . (3.2 . 1) , (3 .2. 2) and (3 . 2 . 18) into 

Eq . (3 .2.19 ) ~ we get 

Ol = 
Lmnwt ' m' 1"1' W' 

-(W+W' ) 
6 ,6 ,6 ,6(w-w' 
• t L mm nn 

2-1w w' 

x ex~{-l(w-w' )v) . 

Similar-ly , 

(1l.mnWL' m' 1"1' W' = 
( W-W' ) 

6 , 6 ,6 , 6(w-w') 
• I. t mm nn 

2/w w' 

x eXf"!-{-l(w+w' )v} . 

the oper-ator-s 

written
4 

in terms of a and 
LmnW 
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a 
I.mnw 

- ... a as 
I.mn W 

and a'" LmnW 

(3.2.30) 

(3 . 2 . 31) 

can be 



a 

a = E (OlLmnWL'm'n'W'~L'm'n'W' 
L I m ' n ' 

Lmnw 

+ * -"t 
(5LmnWL I m ' n ' Wi a L , m ' n ' Wi)' 

L' m' n' 
{Ol * LmnWL'm'n'W,at'm'n'w' 

l' 
LmnW 

= 

-i" 
+ {':j I I I . a '" ,, ). ('LmnwL m n W' l m n W 

For the VEV of the number operator N, we have 

<: 0 I NL mnW / 0> = 
- "t -

<O /aL mnWaLTr'lnw /O >. 

Inserting Eqs.(3.2.32) into Eq.{3.2.33), we get 

(3 .2.32) 

(3.2.33) 

- I 1- r 2 - -T <0 N 0 >= E lOl" I I I <0 I a I I I I a , I I , 
L mn0,) I I 'LL mn(vL m n W L m n W L m n W L m n 

+Ol* q* <0 1 aT aT 10>-
LmnwL I m ' n' w' (Jtmn wL' m ' n' w' t I m ' n ' W i L I m / ,..,' Wi 

-Ol Lmn wL I m ' n ' Wi f'1LmnwL I m ' n ' Wi <O laL I m ' n ' Wi aL I m ' n ' Wi 10> 

+1f'1LmnwL/m' n/W ' 

2 - -i" - - ] 
I <0 I a I I I I a I I I I 10 > • L m n W t m n W 

(3 . 2 .34) 

Thus Eqs . (3 . 2 . 24), (3.2 . 30), (3.2.31) and (3 .2.34 ) yield 

<O I Nt 10>= E 1(\ l' I I I 12
=C. (V L.m.n) 

mnW tim I n I mnW m,.., W 
(3 .2.35 ) 

Thus the canonical quantisation procedure on the set 

of SH give a zero VEV of the number operator. In the ne >: t 

three sections we apply the quantisation procedure on the 

three types of SHs. 

3.3. Quantisation on Spacelike Hypersurfaces of CKST 

For the quantisation of scalar field on the SH of . 

CKST , first we solve Eqs . (3.1 . 4) and (3.1.5) over v = v 
o 

(constant) hypersurfaces. 

yields 

z z 
u = v + 

o 
( ~ 1) 2m -
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Now, for v = v 
0' 

Eq . (1.1 . 4) 

(3 .3.1 ) 



Substituting Eqs. (2 .1.8) and (2.1 . 16) into Eqs.(3.1 . 4) and 

(3 .1.5 ) , the coupled differential equations take the form 

d
2

R (u) _2 dF: (u) 
t mnW1 T u t mnW1 " 

+--- +w 
2mr du 

t
2 v 

°D (' ~ ,L!) 
..:.mt- tmnW2 

du 2 

",2 
+ -)i-R (u) = 0, 

2 " - tmn W1 
(3 .3.2) 

t-

and 
2 

d R (u) f2,_! dR (u) 
lmnW2 • lm nwz 

+ -W 
2mt- du 

du
2 

f
2 

V 
o 
~ (U) 
Lmr LmnW1 

",2 
f2(1"12 + _ )}R (u) = 0, 

2 1 mnW2 
(3 . 3 . 3) 

r 

where u is given by Eq.(3 . 3.1) . It is found that R (u) 
tmnW" , 

is practically independent of choice of v . 
a 

We 

integrate both the differential equations ~ simultaneously, 

over the SH v = v . Numerical Iv. (see Appendix A) , it is o ' " 

found that the solutions must sati sfy the orthonormality 

condi ti on (3. 2.1 ) v-Ji th v = v 
a 

Different numerical 

solutions "for- R (u) 
lmnW 

are depicted in Fig.3 . 1 for 

different values of t , m , nand M at v = -0.9995, 
o 

0, 

0 : 9995. In all cases these solutions converge to zero as u 

tends to i nf i n ity. This fact enables us to normalise 

wave function over the SH v • Note that in 
a 

are many graphs in which the solution 

Fig . 3 . 1, 

R (u) 
tmnw1 

the 

there 

and 

R (u) do not touch the u-a;-:1.s . If I<-Je drall-J the gr-aph of 
lmnW2 

full values, then we can not see the initial behavior of 

R (u) and 
lmnW1 

R (u) • 
LmnW2 

We do n ot bother about this 

situation , because we have verified that for each value of 

L, m, nand r'1, the solutions R (u) 
tmnW1 " 

and R (u) 
lmn(v2 

both 
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go to zero for l a rge u . Thus the one so l ut i o n 

wave equation ( 1 .2 . 2) over the SH o f 

E q . (3.1.7 ) at v = 

0.2 
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3 0.04 -c 
E .... 

0:: 0.02 
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10 

This solution 

v=O. 
(I =O=m.n= l ) . 

20 

u 

CKST 

set 

30 

s et o f 

is given 

satisfies 

40 

Figure 3 . 1. The normalised solutions of Eqs. ( 3.2 . 2) 

the 

by 

the 

and 

(3 . 2.3) fol'- massive fields fOI~ a) l = O ~ m 0, 

n == 1 b) l o~ m == O~ n = 2 c ) l = 1~ 

n = 2 d) l == 2, m == +1 , n = 3 at i) 

m = 

v = o 

1, 

0 , 

ii)v == 0.9995 , iii) v -0.9995 B.re shown, 
o 0 

R (u ) = R (u). 
lmnW1 lmnWZ 
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orthonormality conditions (3.2.3). 

Following the canonical quantisation procedure given 

in § 3.2 on the set of SH in the -l<v <+1. "Je 
(1 . 

found 

that the VEV of the number operator is zero. The VEV of the 

number operator cou l d, in principle, be non- zero for the SH 

of CKST outside the region -1 <: v <: 1 
o 

on account of the 

ambiguity of the hypersurfaces . Thus we can not be sure 

that scalar fields on SHs of CKST give no VEV of the number 

opera tOt- i n 00, which is 

for comparison with Hawking's calculations. A more complete 

discussion will be given in chapter four. 

3.4. Quantisation on Spacelike Hypersurfaces of CMEC 

In t hi s section we q uant ise the massive sca la r fields 

on the SH _L 
L' I D1EC (K-Su rfaces) . 

consider the York .... . 2 4 Ll.me 

T 
y 

4 
3 

K, 

For this 

(3 .4. 1) 

where K represent the CMEC. We would like to use coordinate 

which move along these h ypersurfaces for space, say Py' and 

we can, 

to T 
Y 

It turns out that for any choice 

indeed ... specif·y p 
y' 

of T • y . 

(3. 4.2) 

where E and A are given by Eqs.(2 . 2.19) and the constant of 

is fixed by requiring that p = 0 at the 
y 

place 

on the hypersu rface in which the KS u is z ero. However, we 
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do not have a c oordinate basis in tha t the equations for 

dT 
Y 

a nd dp 
Y 

are no t integl""able. It appeat-s that no 

cool""dinate system can be provided 

equations 

dT 
y 

dp 
Y 

fOI"" dT and dp al""e 
Y Y 

E = dt - dr. 
( 1 -2m/I~)A ' 

- dt + ' 1 ~A/ )E dr . !. -.::.m 1"", 

for oLlr 

The Schwa rzschild line element (1 . 4 . 1) , 

Eqs.(3 . 4 .3 ) , takes the fOl""m 

purpose. The 

( 3. 4.3) 

in view of 

4. 
r 

z 
E d Z Z ' de2 . 2e d¢2). 4. Py - I"" ( + O U'/- (3.4.4) 
I"" 

Since I<'Je have no coordinate system, 

;}:1,46 
anholonomic coordinates , fOI"" which 

commutation coefficient C~ by 
I/p 

or 

c~ 
I/p 

!.(r~ 
2' I/p 

[ e . e J= 2 C~ 
1/ ' P vp 

r~ ) . 
pv ' 

e • 
V 

we 

we 

whel""e e is the basis for the non-coordinate 
~ 

will use the 

define the 

(3.4 . 5) 

(3 . 4 . 6) 

system. FOI"" 

tHe coordinate basis, the commutation coefficients "J ill be 

zel""o. The non-z el""o commutation coefficients al""e 

EI"" 
3 

CO = CO 
01' 10 

8A
2 

3 

C1 r 
C1 

= 8E = 
10 01 

Now, we substitute 

into the KG equation ( 1.2.2 ) , 

86 

then L l (T • P ) 
rn Y ' Y 

(3 . 4 . 7a) 

(3 . 4 . 7b) 

(3 . 4 . 8) 

satisfy the 



partial differential equation 

a2 L 
B 

lm 

1aT2 
y 

where 

+ 

B 
1 

B 
2 

B 
3 

a8 <7L a2 L aB 
i Lm 

+8 
lm 

+ or a:r- ZiJ 2 ap 
y y py 

B 
00 2 

g r , 
3 

B 
1 1 2 

g r , 
3 

= (_ _ , + 1/2 
gOO'=l11, • 

aL 
2 lm 

+ 
y 

op 
y 

F u rther, we consider an ansatz 

then 

LL (T .p ) m yo Y 

x (p) 
Lmnw Y 

equations 

=2 
n 

B 
4 

x (p) , 
Lmnw Y 

must satisfy the coupled 

(3 . 4 .9) 

(3 .4. 10) 

( 3.4.11 ) 

(3.4.12) 

diOf ferential 

d
2 

X (p) dX (p ) 
Lmnw1 Y -D L mnW1 Y -D X (p ) +D X (p) = (> . 

d 
Z 1dp 2 LrnnW2 Y 3 LmnW1 Y ° 

Py Y 

(3 .4.13a ) 

d
2

X (p) dX (p ) 
lmnW2 Y -D L nmW2 Y +D X (p) +D X (p) = O. 

d 2 1dp 2 LmnW1 Y 3 lrnnW2 Y . 
Py Y 

where, by using Eqs.(3.4.3)-(3.4.7), we get 

D = -2r 
i 
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oB 
z 

ap , 
Y 

(3 .4. 13b) 

(3 .4.14a) 



aB 
1 

aT 
y 

aB 
2 

ap 
y 

aB 
4-

aT 
y 

aB 
4-

ap 
y 

aZB 
4-

aT 2 

y 

a2 B 
4. 

a 2 
Py 

wE 1 ~ 1 3/Z 
aB 

1 
aB 

D r~ 
4- 1 ... = \."::' aT + --f 

Z ,,-A ,,- aT 
y y 

2E2 _2 
D E , MZ 2 ,,-Z) 1 1 ~ 1 1/2 W - -~ ,,- + + 

3 A2 <$ r-
t-

a2 B 
E 

aB aB 
[ __ 4- 2 4-

X A ap ap a 2 
Py y y 

E2 a2 B 
E 

aB aB 
4. 1 4. 

-
A iJT aT J, 

A
Z OT 2 

Y Y 
Y 

E2 3E,,-3(r--2m) 2E4 r~ (4E 2 -5A2 ) 
= -111 T +-- + , 

A2 4A2 y 
t- 9 A2 16A

9 

_~ 3( ..... ) 2E2-3A2 ~ 
-.::.j~ r--Lm r-= -m T + 

16A 
, 

4E y 3 ,,-

1 
A 

1 
I A I

1
/

Z
E A3/2 I E I 1/Z 

,0 ,0 = 2,,- 2r-I AE 11/2 1E19 /2 ~ 
r 

1 
A 

1 
IAI1 /2E (2\3 / 2 I E 11 /2 

,1 , 1 
= 

2r I AE 11 /2 
2,,-

I E 13/2 !5 ,,-

E A - A E ~1/2 E A - A E 
, 00 , 00 , 0 , 0 = 

2"-IAI1 / 2 I E I 9 / 2 IE 11./2 2r-
<5 

E
Z

A
2 - 3A

z
E

z 
A E 

,0 ,0 ,0 ,0 

4,,-
I AI

3/2IE I !5/2 2r I A 11 /2 I E 13 /2 
, 

E A - A E I A 11/2 E A - A E 
, 1. 1 , 11. , 1 , 1. = 

2"- I A I1 /2 IEI 3 /2 I E 11/2 2r-
<5 

E2A2 - 3A2E2 A E 
, 1 ~ 1 , 1 , 1 

4 t- 1 A 1
3

/
Z I E I ~/2 2r- I A I 1/z I E I 3 / 2 

E 
,0 

T 
Y 

T • } -y-
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(3.4.14b) 

(3.4- .14c ) 

"1 

( 3.4.15a) 

( 3.4.15b ) 

( 3 • 4 • 1 ::.e ) 



A 
,00 

A 
, 11 

t-
, 00 

r 
,11 

E E + z(" ~. r- ..:.r---"::·m)r-
A 

, 0 ,0 AE 
r- = 

,0 A ,0 4 
t-

(3.4.15d) 
E E 

Z 
(2r--3m) r-+ r 

A ' 1. ~ .1 r- - r 
, :1 A , :1 ,0 

3AE 3 
E PI +A E AZEz 

E ,0 ,0 
2 4" ---)T 

,00 
2 r 

Z Z 7 Y 
r l~ 

(3 .4.1 ::=.e) 
-:~. E A +A E AZE z 

E '-' , 1 , 1 
2 

4 
--)T 

, 1 t 2 7 Y 
t- r-

E E +E2 +6r-{r-2m)r- +r2 (2r-3m)r _A 2 
__ --",_0_._). , 0 .0 ,00 ,0 

A 

A ' 

E A +A E .q_Az E 2 
,0 ,0 = 

(3 . 4.15f) 

4 9 
r r 

E A +{.'~ E 4A2E2 , 1 , 1 
4 9 r r J 

X ( . 
tmnw 'py} X (p ) + 

l..mnW1 y t X () • lmnWZ P y 
(3.4.15g) 

As before , since these differential equations can not 

be easily solved analy·tically, they have been solved 

numericall y (see Appendix B) • To obtain x (p) 
Lmnw y 

from 

Eq s. (3 . 4 • 15g ) and (3.4.13) , vie solve Eqs.(3.4.13) 

numerically over the complete SH of CMEC, for each value of 

L, m , n , and H. For each case, it is found that the 

solutions of Eqs. ( 3.4.13) convet-ge to t e nd s to 

infinity . Some ·typical solutions are shown in Fig.3 .2 

cor t-esponding to dif ferent values of L, nand 
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Numerically~ these solutions satisfy the orthonormality 

condition ( 3.2.1 ) over the K-surfaces. Since the K-surfaces 

are asymptotically hyperboloids and completely foliate the 

K - Su rfa c es(K=O. 06) 
(I=O=m.n=l) 
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Figure The normalised solution s of Eqs.(3.4.13 ) for a) 

n = 1, L = O~ m = 0; b) n = 2, L O ~ m 0; c) 

n = ~. 

L ..L,. = 1 ~ m = 0; d) n = ? L ~, = 1, m = 1 ; 

e) n = 
...,. 

L = 0 , = 0; f) n = 
..,.. 

L = 1 , m = 0; _i, m . ...:. , 

g) = -:r L 1 ~ = l' h) n = 3, l = '" m = 0 ; n _i, m , -?!' 

i ) = "< L = ") = l ' j ) n = " l = '" m = ") . n .-, , .... ~ TIl ~ - ' !' '"'-!' .... , 

corresponding t o 1 ) K = 0.06~ H = 0 . 5 ; 2) K = 

0 .9, H = 0 . 5 at-e shown . 
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spacetime~ therefore, the solution of the 

( 1.2.2) cort-esponding to 

Eq . ( 3 . 1 . 7) by replacing 

t he 

v by 

K-sut-faces 

T 
Y 

and 

wave eq u ation 

is given by 

R (u) 
Lrnnw 

by 

B X (p) . whet- e B is given by Eq . ( 3.4. 12) . 
.. LmnW Y . .. 

Under the 

condit ion s ( 3 . 2 . 1) a nd of the solution of 

Eq. ( 1.2 . 2) must satisfy the orthonormality conditions 

(3 .2.3 ) by replacing R (u) 
Lmnw 

2 
by X (p) and r du by dp . 

lrnnw Y Y 

For the quantisation of massive scalar fields on the 

K-surfaces we treat, as before, the field ~ as an operator 

with the equal time commutation (1 . 2 . 9 ) ~ where 

the canonically conjugate momentum, given by Eq . ( 1 . 2 . 10) , 

for the K-surfaces becomes 

1U 
A 

(3.4 . 16) 

Further , following the quantisation procedure, given 

in § 3.2 we fi nd a zero value of the VEV of the number 

operator over the K-surfaces. Hence the procedure of 

canonical quantisation of massive scalar fields on the 

K-surfaces shows that the VEV of the number operator 

remains zero . 

In § . 3 . 3 , we discussed the quantisation of the 

massive scalar fields on the SH of CKST only inside the 

region -1 < v < 1 . In this section 
o 

we quantised massive 

scalar fields on K-surfaces , where there is no ambiguity, 

and infact they provide a complete foliation of the 

spacetime . As such we are able to take the asymptotic limit 
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and compare with Hawking ' s results . ThLIS whereas the 

K-surfaces are more complicated for quantisation on , they 

are better than the SHs of CKST for drawing conclusions 

regarding the canonical quantisation of scalar fields. 

3.5. Quantisation on 1f'N-Hypersurfaces 

In §.2 .3 , we saw that the 1f'N-hypersurfaces completely 

foliate the Schwarzschild spacetime (though they did not 

avoid the singularity at r = 0) . In this section we 

quantise the massive scalar fields on 1f'N-hypersLwfaces. For 

this purpose we use the Lemai tre
47 

coordinates . These 

coordinates are given by 

dT dt + 
-f2mlr' 

dl~ , } = 1-2mlr 
( 3.5.1) 

dp dT + -frI2m' dr = dt + 
-fl~ 12m 

dr , 1-2m/r 

where 

r = (
q ) 1/2 ,2/3 ..c. m J . ( 3.5.2 ) 

Notice that he re we u se T instead of t which was used in 
o 

§.2.3. In these coordinates, t he Schwar z schild metr-ic 

(1 .4.1) becomes 

( 3.5.3 ) 

Eq . (3 . 5 .3 ) shows that there is no coordinate singular-ity. 

Now we use Eq.(3 . 5.3) in the KG equation (1 . 2.2) and 

substitute 

= f LL (T,p) Y (e , 1» 
m Lm 

m 
(3 . 5 . 4) 
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into Eq.(.1 .2.2 ) . Then satisfy the par-tial 

differ-ential equation 

~ " <1L oL r- <1 ..::.m 2 tm r- <1 r- 2 tm 2 2 . 2 
- -(~~- --)-~-(~r ---)+(M r- +/-, )L 
2m ih I~ OT 2 m op 2m op t m 

o. 
( 3.5.5) 

From Eqs.(3.4 .1 ) , we have 

T = - .yr-/2m' = p ( 3.5.6) 
~ r , r 

Consider- an a n sa t z 

2: 
3 -1./4 . 

L (T , p) = (2m r-) €Xfl.-( -twT) G
t 

(p) ~ • 
tm mnW 

(3 . 5 . 7) 
n 

Then by substituting Eqs . (3 . 5 . 6) and (3 . 5 . 7) into 

Eq . (3. 5 • 5) , G ( p) 
tmnW 

satisfy the following . differ-ential 

equation 
2 

d G (p) 
Lmnw 

3m 

.y2 mlt-' dG Lnm w ( p) 
+ 

r- dp 

2ml\2 

3 
r-

2 

9m}G (p) =o. 
4r-4 t mnW 

z ) 2 m 
n - r-

( 3.5.8 ) 

This diff erential equation has been solved nume r ically ( see 

Appendi ~·: C). To obtain G (p) from Eq. (3.5.8) , 
tmnW 

we solve 

this equation over the ~N-hypersurfaces. It was found that 

t he sol ut ions of Eq.(3.5.8) satisfy the ort hono r mality 

condition ( 3.2.1 ) by 

r
2
dLl by dp . 

r-eplacing R (u) 
Lmnw 

by G (p) 
Lmnw 

and 

Notice that the mass of the field has no effect on 

the solutions of Eq . (3 . 5.8) . Also Eq . (3 . 5 . 2) we see that 

for- r- to be pr-oper-Iy def i ned the range of p is T s p <00 , 

where p = T corresponds to a point on the singularity r =0. 

It means that for- one value of t , m and n ther-e is a unique 
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solution of Eq.(3.4.8) at each value of T. These facts did 

not appear in both the previous both cases. Numerical 

solutions for G (p) are shown in Fig . 3 . 3 
lrnnw fcr di ffet-ent 

values of l, m and n over the ~N-hypersurfaces. In all 

cases these solutions converge to as p tends to 
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FF 
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infinity and the area under the curve is f ini t .e (as 

true for the CKST and CMEC cases.) As such we norm&lise the 

wave functlon over the ~N-hypersurfaces. 

Since G (p) with the 
Lmnw 

function ( " 3)-:1 / 4 (. , . Lmr- . eXfC.- -«0T) 

form a complete orthonormal basis, the solution of the wave 

equation (1 .2.2 ) over the If'N-h y p e rsLwf aces is given by 

Eq . (3. 1. 7) by replacing R (u) 
LmnW 

" 3 -1 /4 by (..::.mr) G (p). 
Lrnn 0.) 

Due 

to Eqs.(3. 2.1 ) and (3 . 2 . 2) it is c lea r- that the mode 

s olutions satisfy the orthonormality conditions ( 3 . 2 . 3) • 

The canonical ly conjugate momentum n can be wr i tten as 

(3 .5. 9) 

Followin g the canonical quantisation procedure, 

find that ·the VEV of the number opera ·tor over the 

~N-hypersurfaces is zero. Notice that we are actually 

calcu lating the wave f unctions on o nl y o n 

of the Penrose digram for the Se hwal-z:schi I d 

spacetime. In the next c hapter we will give a 

di sc u ssion of our work and compa r- e the r-esu Its of t he 

quantisation pr-ocedure for t h e type of S Hs 

c .onsicJer-ed. 
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CHAPTER FOUR 

CONCLUSION 

In this thesis we have investigated the quantisation 

of scalar fields with a view to verifying certain 

conjectures . One is that the VEV of the number operator is 

unchanged i n spacetimes without horizon. The other is that 

there may be no radiation seen in a freely falling ( or 

possibly a CMEC) frame . To test these conjectures we used 

the procedure of canonical quantisation of scalar fields on 

some SH in the background of the Schwarzschild spacetime 

and found the VEV of the number operator. We considered 

three different frames corresponding to three different 

choices of SH. These SHs were: i) CKST ; ii) CMEC ; and iii) 

~N . For the quantisation of scalar fields on SHs it is 

necessary that the whole s pacetime be foliated by them. The 

foliation procedure of the spacetime by using the KS 

coordinates (in all cases) were discussed ill chapter two 

while chapter three dealt with the quantisation of 

fields on these SHs. 

The SHs of CKST provide a complete foliation of the 

spacetime but presented us with an ambiguity . This 

ambiguity arises from the fact that the hypersurfaGes are 

divided into two parts for IVa i > 1 . For IVa i < 1, the SHs 
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are non-singul ar while for IVo l ~ 1 they are singul ar. The 

region IVo l < 1 con tains connected hyper-s urfaces but for 

the other region they are disconnected. The connected 

hypersurfaces do not provide a complete foliation of the 

spacetime. Notice that all the CKST hypersurfaces pass 

smoothly through r = 2m~ so that there is no horizon in 

these frames. 

The Klein-Gordon equation was t-el ativel y simple to 

solve on these hyperSLlt-faces but the ambiguity in the 

hypersurfaces does no t all ow us to apply the canonical 

quan'cisation procedure for > 1 as viE' can not 

unambiguously normalise the wave function for this region . 

In §.3.3 we qu a ntised the scalar 

inside the region - 1 < v 
o < 1, 

f ields on hypersurfaces 

s o as to set up the 

quantisation procedure. FOr IVo l < 1 it s howed that the VEV 

of the number operator remains zero. HOvJever ~ the result 

could not be tak e n as very significant as we were unable to 

take asymptotic limits. As such we also can not compare oUr 

res ult for CKST hypersurfaces with Hawking's result S O as 

to test the fi r st conjecture. It is worth emphasising that 

there is no reason t o suppose that there is t-adiation in 

this f rame. If we used each separate hypersurface IVo i ~ 1, 

hitting the singularity , as -the whole hypersurface 

normal ising the wa v e function, we ",'ou ld g e t the same 

result . On the othel~ hand ~ if we used the two parts 



togethe~ as fo~ming a disjoint hype~su~face, we would stilI 

get zero VEV of the number ope~ato~. The point was only 

that the ambiguity can cast doubt on the inte~p~etation of 

the asymptotic ~esults. 

The foliation of the Schwa~zschild spacetime by the 

Ct1EC space like hype~surfaces (spacelike K-su~faces) was 

discussed in §.2.2. K-su~faces completely foliate the 

spacetime. The intrinsic cu~vatu~e a~e 

asymptotically ze~o for finite values of K and H and t hey 

tend to infinity at the singula~ity. As the K-su~faces pass 

smoothly th~ough ~ = 2m. In the f~ame, co~~esponding to the 

K-su~faces , the~e is no ho~izon in this «Yo~k f~ame" . 

Fu~the~, the~e is no ambiguity in the K-su~faces such as 

that which appeared in the hype~su~faces of CKST. The 

p~ocedu~e of canonical quantisation of massive scala~ 

fields on K-su~faces, as discussed in §.3.4, showed that 

the VEV of the numbe~ operato~ ~emains ze~o. Also, 

co~~esponding to the K-su~faces, we can quantise the scala~ 

fields in the asymptotic limit. This p~ocedu~e will be used 

fo~ a mo~e explicit calculation of Hawking ~adiation in a 

closed F~iedmann model Universe containing a 

BH46. 

Schwa~zschild 

K- slicing has ~epeatedly p~oved useful fo~ talking 

about cosmological matte~s. A case in point is the «SLltLl~e 

model" of a F~iedmann Universe in which a black hole 
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· . 4~ due to an lnhomogenelty • Suffice it to say that this 

procedure of foliation was used to demonstrate Penrose's 

conjecture48 
that the black hole singularity forms 

simultaneously with the Big Crunch singularity in a closed 

universe
49 

for various simpler models and the suture model . 

The foliation of the spacetime in a Schwarzschild 

background by falling, hypersurfaces was 

discussed in §.2.3. The ~N-hypersurfaces a very 

interesting foliation of the spacetime. No ambiguity 

appeared here either. Each ~N-hypersurface passes smoothly 

through r = 2m and hits the singul~rity . Thet-efore, 

is no horizon in the ~N-frame . The MEC is finite for large 

infinite only at the singularity. the 

intrinsic curvature invariants are zero as the intt-insic 

curvature tensor is~ itself, zero. This is necessary for 

the ~N-observer to see a Minkowski spacetime around him . 

The ~N-hypersurfaces are particularly important as both 

conjectures are tested by them. The canonical quantisation 

of massive scalar fields on ~N-hypersurfaces , discussed in 

§.3.5, showed that the VEV of the number remains 

zero. Also, we quantised scalar fields on the 

~N-hypersurfaces with asymptotic limits to compare our 

result with Hawking's result. 

If the VEV of the number operator is taken as the 

sole indicator, the canonical quantisation procedure in the 
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York and ~N frames shows that there is no Hawking radiation 

seen in these fra mes (while we can not be so s ure about the 

radiation in the CKST It v.ti 11 be necessary to 

investigate the question of radiation in these frames using 

the path integral approach and examining the phenomenon of 

supert-adiance. As 1/JN-observet- s see a Mi n k owski spacetime it 

is reasonable to expect that there is no con tt- i bu tion in 

the ~N-frame by the zero superradiant modes. Hence it can 

be argued that the conjecture that ~N-observers see no 

radiation is proved. However, in the York frame one would , 

presumably , expect to see superradiance. If supert-adiance 

is seen here a nd not in ~N frame~, Padmanabhan's 

could be extended to Hawking radiation as well. 
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APPENDICES 

APPENDIX A 

Here we give a procedure for obtaining the numerical 

solutions of the coupled differen ia l. Eqs . (3 . 3 . 2) and 

(3 .3.3 ) . We solve these differential equations by using 

Fortran with double precision. There is an arbitrary choice 
dR (u) 

tmnW' 
of ini tial values of R (u) and for given t , m, 

tmnw du 

and n and the solution generally diverges . We pick only 

those initi a l values which lead to a convergent solution. 

We obtain the area under the curve to find 

the integral ft- 2 / R (u) / 2du 
tmnW 

over the entire allowable 

range of u to normalise. Still are too many 

solutions, we select one for given m and n. To use 

Eq.(3.2.1), for different values of t , m and n , we select 

only one orthogonal to this in that 

2 * 
J
rr R (u)R I • • • (u)du = 0 integrated 

tmnW t m n W 
over the entire 

SH . 

This procedure will be repeated for various values of 

L, m and n . If there arises a problem in being able to find 

orthogonal solutions later we go back to first equation and 

select new initial conditions which maintain the I~eq uired 

orthonormality . Hence we obtain an orthonormal set of 

solutions . 

The numerical solutions of Eqs.(3.3.2 ) and (3 .3.3) 

over the CKST hypersurfaces were obtained by using the 

following Fortran program: 
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C PROGRAM ONE 
C NUMERICAL SOLUTION OF DIFFERENTIAL EQUATION(KRUSKAL-
C SZEKERES) WITH v-CONSTANT HVPERSURFACE BV USING THE 
C RUNGE-KUTTA METHOD m=1/2 ~ MASS OF THE FIELD = D~ 

C X = r!2m , V= real part of R (u). 
lmnw . 

C YS = imaginary part of R (u) . Z = dY/du , 
lmnw . 

C E = accoracy, H = Step size, 
IMPLICIT DOUBLE PRECISION(A-H,P-Z) 
WRITE ( *, *-) ' E= , ',' V= , ',' Ui= 
READ( *,* )E~V,U 

CALL PROG(E,V,U,X,B) 
WR I TE ( * ,* ) , D= , ' , ' K=, ' , ' L=, ' , ' t1=, , , ' Yi=, ' , ' YSi=, . , . Z i= 

1 , . , ' lSi=, . , . H= ,', ' N= . 
READ(*,*)D,K,L,M,Y,YS ~ Z,ZS,H~N 

DO 20 I=l,N 
W=DSQRT(K*K+L*L+M*M+D*D ) 
XS=X*X 
Pl=Ht.Z 
Ql=H*«4.*(D*D+(L*(L+l.»/XS)/(X*B)-W*W)*V-4.*U*Z/(XS 

1*B)-4.*W* V*YS/(XS*B) 
PS1==H*ZS 
QS1=H*«4.*(D*D+(L*(L+l.»/XS)/(X*B)-W*W,*VS-4.*U*ZSI 

1(XS*B)+4 . *W*V*Y/(XS*B » 
Ul=U+O . 5*H 
Yl=Y+!). ::.*Pl 
YS1==YS+(l . 5*PSl 
Zl=Z+O.5*Ql 
ZSl=ZS+(J . 5*QSl 
CALL PROG(E,V , Ul,X,B) 
P2=H*Zl 
XS=X)XX 
Q2=H*«4.*(D*D+(L*(L+l.»/XS)/(X*B)-W*W>*Yl-4.*Ul.Zl 

1/(XS*B)-4.*W*V*VS1/(XS*B» 
PS2==H*ZSl 
QS2==H* «4 .* (D*D+(L*(L+l.»/XS)/(X *B)-W*W)'VSl-4.*Ul* 

lZS1J(XS*8)+4.*W.V*Yl/(XS*8» 
U2==U l 
Y2=V+(J.5*P2 
YS2=YS+(l.5*PS2 
Z2=Z+0.5*Q2 
ZS2=ZS+0. ::.*QS2 
CALL PROG(E,V,U2,X,B) 
P3=H*Z2 
XS=X*X 
Q3=H*«4.*(D*D+(L*(L+l . »/XS)/(X*B)-W*W)*Y2-4 .*U2*Z2 

1/(XS*B)-4 .*W* V*YS2/(XS *B » 
PS3=H*ZS2 
QS3=H* «4 . *(D*D+(L*(L+l.»/XS)/(X*B)-W*W)*VS2-4.*U2* 

lZS2/(XS*B)+4.*W*V*Y2/(XS*B» 
U3=L}+H 
V::>Y+P3 
YS3=Y+PS3 
Z3==1+03 
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IS3=ZS+QS3 
CALL PROG(E~V~U3,X,B) 
P4=H*Z3 
XS=X*X 
04=H*C(4.*{D*D+(L* (L+l.»/XS )/(X*B )-W*W)*V3-4 .*U3*Z3 

1/(XS*B)-4.*W*V*VS3/(XS*B» 
PSL!=H:tZS3 
QS4=H*«(4.*(D*D+(L*(L+l.»/XS)/(X*B)-W*W)*VS3-4.*U3* 

lZS3/(XS*B)+4 .*W*V*V3/ (XS*B» 
U=U+H 
Y=V+(Pl+2.*P2+2 .*P3+P4 )/6. 
VS=YS+(PS1+2.*PS2+2.*PS3+P54)/6. 
2=Z+(01+2.*Q2+2.*03+04)/6. 
ZS=ZS+(OSl+2.*052+2.*OS3+054 )/6 . 
CALL PROG(E,V,U ,X ,B ) 
WRITE(*,10)U,Y,YS~Z ~ZS 

10 FORMAT( 5D14.7) 
20 Cm-iTINUE 

STOP 
END 

SUBROUTINE PROG(A,G,F,R,S) 
I MPLICIT DOUBLE PRECISION(A ,G, F,R,S) 
GG=(F*F-Gl.<G) 
IF(GG-2.)50,50,60 

50 R=O .::'. 
GO TO 100 

60 R=DLOG(GG) 
1')0 5=DEXP (R) 

SS=(R-1.)*S-GG 
IF(DABS(S5)-A)300,300,200 

200 R=R-l . +1 . /R+GG/(R*S) 
GO TO 100 

300 RETURN 
END 

For the orthogonality conditions of the function 

R (u). the Fortran program was: 
Lmnw . 

PROGRAt1 TV.JO 
IMPL I CIT DOUBLE PRECISION(B ,D,E, H,P-Z ) 
v.JRITE(*,*) 'E= , ' , 'V= ,', ' Ui = 
READ( *,;t )E , V, U 
CALL PROG(E,V,U,X,B) 
lI-JR I TE ( * , * ) , D= , , , 'L= ,',' L 1 = , ' , ' N=, , , ' M 1 =, ' , ' K=, ' , ' K 1 

1=, ' , 'Vi=,', 'YSi=,', 'YYi= , ' , 'YYSi=,',' Zi=,',' ZSi=,',' 
2ZZi=,','ZZSi= , ' , 'H= ,',' N=' 

READ(*,*)D,L , Ll , M,Ml,K,K1,Y,YS,YY,YYS,Z,ZS,ZZ,ZZS,H,N 
DO 20 I=l,N 
W=D50RT(L*L+M*M+K*K+D*D) 
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W1=DSORT(L1*Ll+Ml*Ml+K1*Kl+D*D) 
AL=L*(L+l.) 
ALl=L1*(Ll+1. ) 
XS=X::f;X 
P1=H*Z 
Ql=H* «4 .* (D *D+AL/XS)/(X*B)-W*W)*V-4.*U*Z/ (XS*B)-4. *W 

ll:V*YS/(XS*B» 
PS1=I--I*ZS 
OS1=H*«4.~(D*D+AL/XS)/(X*B)-W*W)*VS-4.*U*ZS/(XS*B)+4 

1*W*V*V/(XS*B») 
PPl==H*ZZ 
001=H*«4.* (D*D+ALI/XS)/(X*B)-Wl*Wl)*YV-4.*U*111(XS* 

IB)-4.*WIIV*VVS/(XS*B» 
F'F'Si==H*1ZS 
00Sl=H*«4.*(D*D+ALI/XS)/(X*B)-W1*W1)*VYS-4.*U*ZZS/( 

Ul=U+O. ::'.*H 
Vl=Y+O.5*F'1 
YS1==VS+O.5;;WS1 
Z1=1+0.5*01 
2S1=1S+0. ::'.*081 
YYl=VV+O.5*PPl 
VYS1=YYS·~O.5*PP81 

ZZ1=ZZ+0.5*001 
ZZ61==116+0.5*QOS1 
CALL PROG(E,V~Ul,X,B) 
F'2=H*Z1 
XS= X*X 
Q2=H*«4.*(D*D+AL/XS)/(X*B)-W*W)*V1-4.*Ul*Zl/(XS*B)-4 

l * W*V *VS l/(XS*B» 
PS2==H*ZSl 
QS2=H*«4.*(D*D+AL/XS)/(X*B)-W*W)*YSl-4.*Ul*ZSl/(XS*B 

1)+4.*W*V*Vl/(XS*B» 
PP2=H*Z11 
OQ2=H * «4.*(D*D+AL1/XS)/(X*B)-Wl*Wl)*VVl-4.*U1*ZZl/( 

lXS* B)-4.*Wl*V*VVS1/(XS*B» 
PPS2=H*ZZSi 
OQS2=H* « 4.*(D*D+ALIM/XS )/(X *B ) -W1*W1 ) *VVSl-4.*Ul* 

lZZS1/(XS*B)+4.*Wl*V*YV1/(XS*B» 
U2=Ul 
V2=Y+O.5*F'2 
VS2=VS+0.5*PS2 
Z2=Z+0.5*Q2 
1S2=1S+0.5*OS2 
VV2=VY+(l. ::'.*F'P2 
VYS2=VYS+0.5*PF'S2 
Z12=ZZ+0.5*OQ2 
Z1S2=1ZS+0 .5*00S2 
CALL PROG(E , V, U2 , X,B) 
P3==H*Z2 
XS=X*X 
03=H* « 4.*(D*D+AL/XS)/(X*B)-W*W)'V2-4 .*U2*Z2/(XS*B)-4 

1 *W*V*VS2/(XS*B» 
PS3==H*ZS2 
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QS3=H * «4.*(D*D+AL/XS)/(X*B)-W*W)*VS2-4 .* U2 *ZS2/(XS*B 
1 ) +4.*W*V*V2/(XS*B » 

PP3=H* ZZ2 
QQ3=H*«4 . *(D¥D+AL1/XS)/ ( XIB)-Wl*Wl)*VV2-4 . *U2*ZZ2/( 

lXS*B) - 4 .* Wl * VIVVS2 /(XS*B» 
F'PS3==H*ZIS2 
QQS3=H*«4 . *(D*D+AL1/XS ) /(X*B)-Wl*W1)*VVS2-4.*U2* 

l ZZS2/(XS*B)+4.*Wl*V*VV2/(XS*B) 
U3=U+H 
V3=V+F'3 
VS3=V+PS3 
Z3=Z+Q3 
ZS3=ZS+QS3 
VV3=YV+F'F'3 
VVS3=VV+PPS~~ 

ZZ3=ZZ+QQ3 
Z ZS~.=Z ZS+QQS3 
CALL PROG(E ,V, U3,X,B) 
F'4=H*Z3 
XS=X*X 
04=H*«4 .* (D*D+AL/XS)/(X*B)-WIW)*V3-4.*U3*Z3/(XS*B)-4 

1*W*V*VS3/(XS*B» 
F'S4=H*ZS3 
QS4=H *«4.*(D*D+AL/XS)/(X*B)-W*W)*VS3-4.*U3*ZS3/(XS*B 

1)+4 .* W* V* V3J(XS*B» 
PF'4=H*ZZ3 
QQ4 ==H* « 4.* (D*D+AL1/ XS)/ (X *B ) -W1* Wl ) *VV3-4 . *U3*ZZ3/( 

F'F'S4=H*ZZS3 
QQS4=H* «4 .* ( D*D+AL1/XS)/(X*B ) -Wl*W1)*VYS3-4.* U3 * 

lZZS3J(XS*B ) +4.*W1*V*VV3/(XS.B» 
U=U+H 
Y=Y+(F'1+2.*P2+2. *P3+P4)J6. 
VS=VS+ ( PS1+2 . *F'S2+2 .*PS3+PS4) 16 . 
Z=Z+(Q1+2.*Q2+2 .*Q3+Q4)J6 . 
ZS=ZS+ (QS1+2.*QS2+2.*QS3+QS4)J6 . 
VY=VY+( PP1+2.*PF'2+2.IPF'3+F'P4 )/6 . 
VYS=VVS+(PPS1+2 . *PPS2+2 . *PPS3+F'PS4) 16 . 
Z2=Z Z+ (QQ1+2.*QQ2+2 .*QQ3+Q04)/6. 
ZZS=ZZS+ (QOS1+2 . *QQS2+2 .*QQS3+QQS4) 16 . 
CALL F'ROG(E,V, U,X,B) 
TOA=H*(V*VV-VS* VVS) 
TOAC=H * (V*YYS+VS * VY) 

20 CONTINUE 
SUM1=SUt1+ TOA 
SUi'12=SUt1+ TOAC 
WRITE(*, * )SUM1 ,SUM2 
STOP 
END 
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APPENDIX B 

The procedure given in Appendix A was followed for 

CMEC hypersurfaces, replacing Eqs. ( 3.3.2) and (3 .3.3 ) by 

Eqs . ( 3.4.15). The CMEC hypersurfaces were obtained using 

the following prog ra m to solve Eq . ( 2.2.22): 

C NUMERICAL SOLUTION OF THE DIFFERENTIAL EQUATION WITH 
C KRUSKAL-SIEKERES COORDINATES FOR THE CONSTANT 
C K-SURFACES HERE m=1/2 , dv/du = (Av+Eu)/(Au+Ev) 

C E=H-Kr 3 /3, A2 = E Z + r(r-2m), We use ES=E, AA=A, 
C HS=H(Hamiltonian constant), CS=K(K- surfaces) 

IMPLICIT DOUBLE PRECISION(A- H,O-Z) 
WR I TE ( :$: , * ) 'E= ,',' V i= ,',' Ui = 
I::-':EAD ( * , * ) E , '.) , U 
CALL PROG(E,V,U,X) 
WR I TE ( »: , * ) 'H= , ' , ' HS= , ' , ' CS= ,',' L= , ' ,' N= ,', ' t71= 
READ(%,*)H,HS , CS , L,N,M 
DO 20 I=L,N 
DO 9 J=l , t1 
ES=HS-CS*X:$:X*X / 3. 
AS=ES* ES+ X*X*X * (X-l.) 
AA=DSQRT(AS) 
Pl=H*(AA *V+ES*U)!(AA*U+ES*V ) 

1 Pl=-H*(AA*V+ES* U)/(AA*U+ES IV) 
Ul=U+O .5*H 
Vl =V+O.5*Pl 
IF(DABS(Ul) .EQ.DABS (Vl»GO TO 1 
CALL PROG(E , Vl , Ul ,X ) 
ES=HS-CS*X*X*X/3. 
AS=ES*ES+X*X * X* (X-l.) 
AA=DSDRT(AS) 
P2=H*(AA*Vl+ES*Ul)/(AAIU1+ESIVl) 

2 P2=-H I (AA*Vl+ES*Ul)/(AA*Ul+ES*Vl) 
U2=Ul 
V2=V+O . 5*P2 
IF(DABS(U2).EQ.DABS(V2»GO TO 2 
CALL PROG(E,V2 , U2 , X) 
ES=HS-CS*X*X*X/3. 
AS=ES*ES+X*X * XI(X - l.) 
AA=DSQRT(AS) 
P3=HI (AA*V2+ES I U2) I(AA*U2+ES*V2) 

3 P3=-H*(AA*V2+ES*U2)/(AA*U2+ESIV2) 
U3=U+H 
V3=V+P3 
IF(DABS(U3).EQ.DABS(V3»GO TO 3 
CALL PROG(E , V3,U3,X) 
ES=HS-CS*X*X*X/3. 
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AS=ES*ES+X*X*X* ( X-l.) 
AA=DSORT(AS) 
P4=H*(AA*V3+ES*U3)/(AA*U3+ES*V3) 

4 P4=-H*(AA*V3+ES*U3)/(AA*U3+ES*V3) 
U=U+H 
V=V+(Pl+2.*P2+2.*P3+P4)/6. 
IF(DA8S(U).EO.DA8S(V)GO TO 4 
CALL PROG(E,V,U,X) 

9 CONTINUE 
K=MtI+l 
WRITE(*,10)K,U,V,X 

10 FORMAT{18,E18.10,2X,E18.10,2X,E18.10) 
20 CONTINUE 

STOP 
END 

The subroutine program was the same as used in , 

program one, Appendix A . 
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APPENDIX C 

Fot- the quantisation on the lflN-hypersurfaces we again 

used the procedure given in Appendix A to solve Eq.(3.5.9). 

The modifi cation in the program was that here we solve only 

one differenti a l equation instead of coupled differential 

equations. For the one differential equation the program 

was: 

C FREEL V FALLING HVPERSURFACES 
C NUMERICAL SOLUTION OF COUPLE DIFFERENTIAL EQUATION 
C (KS) BV USING THE RUNGE-KUTTA METHOD r = R T = TO 
C m = 1 / 2, MASS OF THE FIELD = AM, V = GLmnw(p), X = p, 

C Z = dY/dX , 
IMPLICIT DOUBLE PRECISION(A-H,O-Z) 
vJRITE( *~*) 'TO= ,', 'X= 
READ(*,:t:)TO,X 
CALL RX(TO,X~R) 
WR I TE ( *- , * ) 'At"!= ,',' L= ,',' M= ,',' K= ,',' Vi= ,',' Z i= 

1 , ' , . H= ,',' N= ' 
READ(*,*)AM,L,M,K,V,Z,H,N 
DO 20 I=1,N 
AT=L*L+M*M+K*K+AM*AM 
llJ=DSQRT (AT) 
P1=H*Z 
01=H*««AM*AM-W*W)/R)+«L*(L+l.)+(3./16.»/(R*R*R» 

1+( (9 ./16. )/(R*R*R*R» )*V-( (R)**(-3./2.) )*Z) 
Xl=X+H/2. 
V1=V+Pl/2 . 
Z1=Z+Q1/2. 
CALL RX(TO,X1,R) 
P2=H*Z1 
Q2=H*««AM*AM-W*W)/R)+«L*(L~1.)+(3./16.»/(R*R*R» 

1+«9./16 .) /(R*R*R*R»).V1-«R)**(-3./2.»*Z1) 
X2=Xl+H 
Y2=,{+P2/2. 
22=2+02/2 . 
CALL RX (TO~X2 ,R ) 

P~~=H* Z2 
03=H*~«(AM*AM-W*W)/R)+«L*(L+l.)+(3./16.»/(R*R*R» 

1+«9 . /16 . )/(R*R*R*R»)*V2-«R)**(-3./2.»~Z2) 

X3=X2 
V3=V+P3 
Z3=Z+Q3 
CP.LL RX(TO,X3,R ) 
P4=H*Z3 
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Q4=H*««AM*AM-W*W)/R)+«L*(L+l.)+(3./16.»/(R*R*R» 
1+( (9./16 . )/(R*R*R*R)) )*V3-{ (R):U(-3 . /2 . ) HZ3) 

X=X+H 
V=Y+(Pl+2 . *P2+2 . *P3+P4)/6. 
Z=Z+(Ql+2 .*Q2+2 . *Q3+Q4)/6. 
CP,LL F,X(TO,X , R) 
WRITE(* , 10)I~Y 

10 FORMAT(lX,I7 ~ lX , D15.8) 

20 CmHINUE 
STOP 
END 

SUBROUTINE RX(TO,X,R) 
IMPLICIT DOUBLE PRECISION(A-H,O-Z) 
F\1=l. 5* (X-TO) 
R=(Rl*R1)**(1./3.) 
RETURN 
END 
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