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ABSTRACT 

An earlier idea of reintroducing the Newtonian concept 

of force in Relativity is extended to space-times admitting 

only a conformal time-like Killing vector. It is shown that 

space-times having metrics which are a conformal generalisation 

of Carter's circular metrics admit of a conformal analogue of 

~N-forces and potentials. To be able to see the working of 

this formalism a toy cosmological model is constructed. It is 

shown that in this model a test particle can simultaneously 

experience a gravitational force and a cosmological expansion, 

unlike the models generally available. 
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Chapter I 

PRELIMINARIES 

§l.l INTRODUCTION 

The General Theory of Relativity, which is a field theory 

of gravitation, is described completely in terms of geometry[l]. 

It is this geometric description in favour of which the concept 

of force is normally avoided. The changes in the trajectories 

of test particles that are classical ly attributed to forces are 

formulated in terms of space-time curvature in Relativity. These 

trajectories, which test particles follow in a four-dimensional 

space-time, are assumed to be geodesics (optimal paths) . The 

geodesics are specified by a geometry whose structure is deter ­

mined (in terms of curvature) by the distribution of matter. 

However, our physical intution still relies on the concept of 

force. It was argued [2] that the re-introduction of the force 

concept in Relativity would provide new insights into it s working 

and predictions. 

The re-introduction of the concept of force in Relativi ty 
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is based on the fact that a freely falling observer can detect 

the presence of a gravitating source towards which he is falling, 

by measuring the tidal forces (discussed in more detail in §1.2). 

The re-introduction of the force concept was extended further[3,4]. 

The extension of the force concept (called the ~N-force) derives 

from the fact that the tidal force is t he gradient of the central 

gravitational force ( §1.3). This formalism (called the ~N-formalism) 

was applied to a few goemetries. In the case of a Schwarzschild 

source a test particle experiences the classical force[2]. It 

turned out that, in the Reissner-Nordstrom geometry, even an 

uncharged particle would experience a (repulsive) force[2,5] due 

to the charge on the gravitational source. This fact indicates 

that naked singularities may be physically feasible[2,5]. It 

was suggested that these ideas might help to understand a demons­

tration[6] of the validity of Penrose's conjecture [7] about the 

amalgamation of the black hole singularity and the big crunch 

singularity in a closed cosmology. 

The re-introduced concept of force was also applied to 

more general metrics such as the Kerr-Newmann metric. It was 

shown that these metrics admit of an analogue of Newtonian 

forces [3] and potentials [4,8] (§1 .4 ). This analysis was used[9] 

to provide a relativistic explanation of the phenomenon of 

pulsar drift[IO]. It was also applied to provide a physical 

interpretation of Carter's fourth invariant of motion[ll]. It 



has also been used to provide a relativistic explanation for 

the inclination of planetary orbits [12] . 

Killing vectors play an important role in Relativity by 

defining the directions of symmetry (§2.1). Also it is easier 

to deal with space-times which admit of more Killing vectors 

than with those possessing fewer Killing vectors. To be able 

to find the number of independent Killing vectors, in a space­

time, one needs to solve the Killing equations. Section 2.2 

contains a brief description of the technique used in this 

thesis for finding Killing vectors in dif ferent, static 

spherically symmetric, space-time geometries'. It is further 

shown ( §2.3) how a reduction of symmetry in a space-time 

leads to the reduction of the number of Killing vectors. This 

reduction is considered in detail in Sections 2.4, 2.5 and 

2.6 respectively. It would be interesting to see if a steady 

reduction of the number of Killing vectors could be achieved 

and local symmetries classified accordingly. 

The ~N-formalism was applicable for metrics which admit 

of a time-like Killing vector. However, our aim is to deal 

with cosmological models in which there may often exist only 

a conformal time-like Killing vector. We extend the ~N­

formalism, in Chapter 3, so as to be able to deal with such 

situations. ~N-forces and potentials were defined for a class 

3 



of space-times possessing metrics which is a certain genera­

lisation of Carter's "circular metrics"[13]. This generalisa­

tion is exte nded to the conformal case in §3 .l. Section 3.2 

deals with a conformal generalisation of tidal forces. The 

conformal generalisation[14] of ~N-forces and potentials is 

discussed in §3. 3. This forma l ism is applied, in Section 3.4, 

to the three Friedmann ' cosmological mode ls . 

In Chapter 4, the problem addressed is that the standard 

cosmological models which evolve with time are homogeneous and 

therefore cannot contain gravitational sources. Admittedly, 

the Einstein-Straus model[1,15], which cuts a piece out of 

the Friedmann Universe and replaces it by a Schwarzschild 

geometry, is available. However, at any given point in this 

model the Universe either has a Friedmann geometry or a 

Schwarzschild geometry. To be able to deal with gravitational 

sources in a time-evolving model, with both detectable at 

the same place, a sort of cross between the Friedmann and 

Schwazschild metrics has been constructed [16] ( §4.l ) . The 

stress-energy tensor for this model Universe is obtained 

in Section 4.2. Disc ussin g the evol uti on of the Universe 

in Section 4.3 the stress-energy tensor is diagonalised in 

the next section. It is shown in Section 4 .5 that the appro­

priately scaled (conformal) definition o f the gravitational 

force is just the Newtonian gravitational force. 

4 



Chapter 5 c o ntains a brief summary and discussion of the 

work. 

§1. 2 THE TI DAL FORCE 

It is generally believed that a freely falling observer 

canno t dete ct the presence of a grav i t at i ng s ource t owa r ds 

wh i ch he is falling . Howe ve r, the ' freely f al ling observer c an 

detect the sour ce .by car r ying along with him an accelerometer 

(an idealised version of which i s shown in Fig . 1) . Thi s 

acceleromete r has a spring of lengt h L with two (unit) mas s e s 

a t tach ed to its e nds . One of t h e end s o f the spring h as a 

pointe r wh ich can mov e on t he di al of the accelerometer. The 

zero of the accelerometer is where the gravitational attrac­

tion between the two masses is just balanced by the spring 

te ns ion. The f o rce e xerted b y t he s ou rce pulls the mass near 

i t more t han t h e mass f u rther away. Thus , t h e s p rin g is 

st r etched and the pointer moves in the positive direc t ion . 

Now consider the force exerted by a large electric char ge, i f 

t he two ma sses a re given equal (smal l ) charges . The z e r o o f 

the accelerometer is now defined by the ba l ance between the 

electrostatic repulsion, the gravitational attraction and 

the spring tension . Now, i f the sour ce has a charge opposite 

to that of the two ends ot the accelerome te r , the resultant 

5 
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Fig. 1. The accelerometer has a spring of length L 
which connects two masses. One end of the 
spring has a needle that can rotate on a 
d ial and represents attractive (positive ) 
or repulsive (negative) forces. The zero 
on the dial represents no force be ing 
exerted. 
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attraction causes a stretching of the spring as before. However, 

if the source has a similar charge to that of the two ends 

of the accelerometer, the end closer to it would be repelled 

more than t he end further away. Hence the spring would be 

compressed and the po i nter would move in the negati ve direction. 

Thus, our accelerometer would show an attractive source if the 

pointer moved in the positive direction and a repulsive source 

if it moved in the negative direction. The strength of the 

source would be indicated by the extent that the pointer moved. 

Geometrically this tidal force is measured by the geodesic 

deviation of two neighbouring geodesics having the same (time­

like) tangent vector, k. If the two geodesics are separated 

by a space-like vector, !, the tidal force is 

(1 .1) 

Now, since £ is to be Lie transported along k, it is easily 

seen[l] that 

(1.2) 

where Ra
bCd is the Riemann-Christoffel curvature tensor. This 

formalism can be applied readily to yiel d tidal force in the 

Schwarzschild or Reissner-Nordstrom geometries [2]. To find the 

general expression for the tidal force in the Kerr-Newmann (K.N.) 

metric, we write it (the K.N. metric) in block diagonal form 



a,b = 0 ,1,2,3 
i,j,k = 1,2 

r,s = 0,3 

where the metric coefficients for t he K.N. geometry are, 

g 1 1 = - R2/ J , g 2 2 = _R 2 , 

8 

( 1.3) 

'\ 

f 
0 A -sin 2e ;, (1 .4 ) g12 = g21 = , g 3 3 =-1[2" , 

goo = _ 1 - (2mr - Q 2) / R 2, g03 = g 30 = a ( 1 - g ) sin 2 eJ 00 

and 

R 2 = r 2 + a 2cos 2 e , 

J = r 2 - 2mr + a 2 + Q 2 (l.5 ) 

Using Riemann - normal coor9inates[l] the expression for the tidal 

force given by Eq.(l.2) becomes 

(1.6 ) 

If the accelerometer is turned about till a maximum reading 

is obtained on the dial the accelerometer will lie along the 

principal direction given by the eigen-va1ue equation 

1 " k . 
lJ £ = A £ 1 

2 g gOQ,jk (1. 7) 

We will thus have operationally chosen the maximum magnitude of 



the eigen-value A. Since in the K.N. ge ometry A is always 

positive outside t he horizon, we will have chosen the higher 

value of A, A+. The eigen-values and eigen-vectors for the 

problem, determined from Eq. (1.7) , are 

J( 11 _ 22 ) 2 
~ g gOO,l1 g gOO,22 

2 ) ~ J + 4g 11 g 22 (g ) \ 
00,12 J ' 

(l. 8) 

and 

1 1 1 
£.... g goo 12 

£~ == (2A _ gl1g~O,11) (1.9) 

Here £i must satisfy the equation 

9 

(1.10) 

Eqs.(1.9) and (1.10) together determine £1 and £2 given by 

1 

+ g11g22(g )2}-Z 
00,12 ' 

(l. 11) 

Since FTi = i A+£ , the tidal force is determined completely by 

Eqs . (1.8) and (1.11) . The magnitude of the tidal force is A+L. 

The general expression for. the tidal force in the K.N. 
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metric is too complicat ed to provide a ny f urther unders tand i ng . 

Therefore the tidal force was calculated [3] in special cases 

only (i. e., at e = n/ 2 an d 8 = 0 or n) , to yie ld , respe c t i vely 

(1.12) 

and 

a 2 6m Q 2 '\ 2 a 2 4 
- --,or (- - ~)J/r (1 +--,or) , r L r r r L 

(1.13) 

It ma y b e no ticed t hat Eqs. (1 . 12 ) are not in agreeme n t 

with earlier calculations[2] fo r the t i dal force in the K.N. 

geometry. This disagreement was a conse quence of the naive 

restriction (of radial motion) imposed in the earlier calcu-

lations on the path followed by the freely falling observer . 

Infact, the resultant path was, in general, a geodesic. 

In the case that a = 0 in Eqs.(1 .4) a nd (1.5) the K.N . 

metric reduces to the Re i ssner - Nordstrom metric. The expre -

ssion for the tidal force in the Reissner - Nordstrom metric . has 



1 1 

no contribution due to the e term. Therefore the tidal force 

in this case becomes 

A = ( 1- 2m/r + Q2 / r2)(2m/ r - 3Q2 / r2) ol / r 2 , 

1 51.
1 = ~ 1 - 2m / r + Q 2 / r 2 ) ! L , (1.14) 

J 51. 2 = 0 . 

There i s an extra local Lorentz factor in the expressions fo r 

the tidal force and the length of the accelerometer which can 

be removed by going into the local Lorentz rest frame [4] . In 

this rest frame the tidal force , which the observer experiences 

in the Reissner-Nords tram geomet ry, b ecomes 

(l. 15 ) 

where the local Lorentz factor is given by (1 - 2m/r + Q2/ r 2). 

I n t he case t h at Q i s al s o zero we get the t idal force for the 

Schwar zschild me t r ic 

A = 2m/r 3 . ( 1.16) 

§1.3 THE ~N-FORCE 

Classically the tidal force is a gradient of the central 

fo r ce[1, 4] . A generalisation of thi s r esul t leads to a relati -

vis t ic analogue of the Newtonian (central) force, which is 

called the pseudo - Newtonian (~N) force[3 ,4]. In a space - time 
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which admi~s of a time-like isometry, the geodesic equation 

is given by 

~~i ri ~a ~b 
x + ab x x = o , (1.17) 

where a prime denotes differentiation with respect to the 

proper time. Eq.(1.17) can be used in Eq.(1.4) to yield 

F i = xi £j 
T , j (1.18) 

.. -4. 
where X is the analogue of the Newtonian force. It seems 

natural, here, to define the wN- force as the second derivative 

of the relevant position vector . However, an integration 

constant is to be incorporated into the definition of the 

~N-force. The value of this constant of integration is fixed 

by considering an analogous situation in classical physics 

while defining the gravitational potential. In that case the 

integration constant is fixed by setting the potential equal 

to zero at infinite distance from the gravitating source . 

Similarly, in the definition of the wN- force the integration 

constant is chosen to be zero in the Minkowski space since 

there are not supposed to be any forces in it. Thus, the wN­

force is defined as 

.. -{ 
x (1.19) 

,"" i 
where x M are evaluated in the Minkowsk i space. The expression 

for the wN- f orce, using Eqs.(1.17) and (1.19), becomes 
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Fi = (r
M

i
ab 

(1.20 ) 

i where fM ab are the Christoffel symbols to be evaluated in 

Minkowski space in the coordinates used for other calculations. 

In Cartessian coordinates fMiab are zero but can be non -zero 

in Curvilinear coordinates. Eq. ( 1.20), which is a generalisation 

o f the expression for f orce, gives t he usual Newtonian for c e 

in the Schwarzschild metric. By using t h e polar type coordinates 

the magnitude [3,4] o f the ~N-force is given by 

(1.21) 

The angle mad e b y F with the radial direction is 

(1 . 22) 

We consider t he K.N. geometry to find the components of 

the ~N-force. The velocity components for the motion of a test 

particle moving in the rotational gravito-electric field out-

side the horizon of the K.N. blackhole are given by 

t .. = [(r 2 + a 2 )UjJ - a 2E sin 2 S + aB] j R 2 , 

r" = VjR 2 

(1. 23) 

e" WjR 2 , 

<j>" = (aUjJ - a E + Bjsin 2S)jR 2 , 
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where 

(1.24) 

W2 = a 2 [(n - cOS 2 8) - (£sin 2 8 - B/ a) 2/ sin28 ) . 

and £, Band n are the integration constants of the geodesic 

equation of the particle. The n appearing here is related to 

Carter 's fourth i nvarian t of motion [ll) . 

The ~N- force components, Fl and F2, obtained by us ing 

Eqs.(1.20), (1.23) and (1.24), are 

Fl(r 8) = R- 6 (a 2vwsin28 - 2arU(ae:sin 2 8 - B) 

+ {R 2(m-r )( r2+na 2) + r J( r2+2n a 2- a 2cos 28)} 

- r R2 {W2 + sin 2S(aU/J - ae: + B/ sin 2 S)2} J ' 

F2(r 8) = R-6(- 2rVW+ 'a2sin28{ae:B - B2/sin28 -

- a2e:;~sin2e + (r 2+na 2) :- R2( £2 + 1 _ 

:'B2/ a 2s in 4 S)/2} + R2{2~ - sin28(aU/ J 

- a£+B/sin 28)2/ 2 }). 

(1.25) 

Eqs . (1.25) show that the ~N~force has a radial and polar component . 
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Thus, unlike the classical force, the wN-force is generally 

not directed radially inwards. Now if we put a = 0 in Eq.(1.25) 

we obtain 

F2 = 0 . 
} (l. 26) 

§1.4 CIRCULAR METRICS AND wN- POTENTIALS 

As mentioned earlier the tidal force is the intrinsic 

derivative of the wN-force along the separation vector. The 

question arises whether the wN-force can be expressed as the 

gradient of some scalar quantity. This scalar quantity, conjec-

tured already [17], which has been called the wN-potential[8] 

is the relativistic analogue of the Newtonian potential. We 

require that the wN- potential be zero in Minkowski space. 

In developing the "no hair" theorem Carter defined circular 

metrics (CM ) [13]. These metrics can be partitioned in the s 

block diagonal form such as given by Eq.(1 . 3). To be able to 

compute thewN- potential, which gives the corresponding wN-

force, it is convenient to use the local Lorentz rest frame of 

a freely falling observer. In the local frame, in which 

to = 0 and t i are non - zero, the eigen-value problem for the 

tidal force is well-determined if 
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Qi j = ° g Ig OO "R, , IJ } (1 .27 ) 

The circular metrics given by Eq.(1.3) satisfy Eqs.(1.27). A 

natural extension of the CMs can be obtained by allowing i,j,k 

to 1 and r,s to 2,3,0 or i,j,k to 1,2,3 and r,s to ° only. 

These generalised circular metrics (GCMs) are called GCMl and 

GCM2 respect'vely[4,8] . Now the CM allows two Killing vector 

fields, one time - like and one space-like. Similarly GCMl 

admits of one time - like and twq space-like Killing vector 

fields and GCM2 admits of only a time-like Killing vector 

field. For GCMl the eigen-value problem for the tidal force is 

1 11 
A = 2 g goo 11 , (1.28) 

and f o r GCM2 

= 0 • (1.29) 

3k 
g goo lk , 

3k 
g , g 00, 2k 

3k 2 A 
g go o, 3k -

Notice that GCMl corresponds to a trivial one-dimensional eigen-

value problem whereas GCM2 gives rise to a three dimensional 

eigen- value problem giving a cubic equation in A. This cubic 

equation can be solved for the real maximal r oots outside the 

horizon. 
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In the local Lore ntz r e st f r ame of t he ob se rver the four 

velocity of the observer is give n by 

... a 
x = (1,0,0 , 0) . (1. 30) 

On lowering the indices in Eq.(1.20) and remembring that 

goo= +1 in every coordinate system, the ~N-potential becomes 
M 

$ = ( ~.~ - 1) / 2 . 

The ~N-force corresponding to this potential is given by 

F. = - $ . 
1 ,1 

Using these values in the tidal force f ormula, we get 

j 
- $ " £ l J 

= [(1 - k .k )/2] .. £j . 
- - ,1 J 

(1.31) 

(1 .32 ) 

(1 . 33) 

Eq.(1.33) s hows t hat t he t i d a l fo rce can be exp ressed as t he 

second de r ivative of the square o f th e magnitude o f the Killing 

vector k . Those space - times which admit of ~N- for ce and potential 

have been called ~N~space-times [ 3,4]. 

Applying the ~N-formalism in the K. N. geometry, the ~N-

potential becomes 

(1 .34) 

The corresponding expression for the ~N-force in the K.N . 

geometry becomes 



IS 

Fl ::::: 
- mr 2 + Q 2r + a 2mcos 2 e l (r2 + a2cos2e) 2 

j 
(1. 35) 

F2 ::::: 
a 2(2mr - Q2)sin2e 

2 (r 2 + a 2cos 2 e) 2 

These components of the $N-force correspond to the local Lorentz 

rest frame in terms of the coordinates relevant for an observer 

at infinity. The tidal force in the same rest frame of the observer 

in the K.N. geometry is determined from Eqs.(l.S) and (1 .11). 

Setting a ::::: 0 in Eqs.(1.34) and (1.35) we obtain the expressions 

for the $N-potential and $N-force in the Reissner-Nordstrom 

geometry 

<P ::::: -(2mr _ Q2)/2r 2 

} (1.36 ) 

Fl ::::: -(mr _ Q2)/r 3 

The tidal force in this case is given by Eq.(1.15). Setting 

Q = 0 in Eqs.(1.36) we obtain the expressions for the $N-force 

and potential in the Schwarzschild geometry 

<p ::::: -m / r 

} (1. 37) 

Fl ::::: -m/r 2 

and the corresponding tidal force is given by Eq.(1.16). 

Notice that in the Reissner-Nordst r om geometry the ~N-

formalism gives a"-Q2 / a 3"correction to the force where Q is the 



charge of the gravitating source. As such even an uncharged 

particle experiences a radially directed repulsive tidal force 

proportional to 3Q2ja 4 (Eq.l.15). This force is completely 

repulsive if r < 3Q2/2m. 

19 



20 

Chapter 2 

KILL ING VECTORS AND THE REDUCTION OF SYMMETRY 

Killing vectors are extensively used in General Relativity 

in the study of the symmetry structure of different space ­

times[1,18]. They are the infinitesimal generators of the 

symmetry groups. The motivation of t hi s chapter is not to study 

the groups generated by t he Killing vectors but to understand 

how a reduction of symmetry reduces the number of independent 

Killing vectors for different spherically symmetric, static 

space-times. 

§2.l KILLING VECTORS 

By Noether's t heore m[ 1,19 ] the symmetries o f a Lagrangian 

imply the existance of conserved quant it ies . These symmetries 

have been used[l] to obtain the constants of mot ion for the 

trajectories of freely falling particles in the field o f a 

grav i tat i ng source, e.g. in the Schwarzschild, Reissner-Nordstrom 

and K.N. geometeries (where, infact, a Kil ling tensor appears 

[20 ,21]) . 
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A Killing vector is a vector, k, relative to which the Lie 

derivative of the metric tensor, g , is zero, i . e., 

t g = 0 , 
k 

( 2.1 ) 

where the Lie derivative o f a tensor T relative to a vector v 

is given by 

T 
m ' • ·k 

- ... -

i · . . k y.rn + T ' v + ••• 

x VTI ; q 

m· • · r ; p 

p ' • ' q 

i · .. j 
+ T p •• · m 

(2 .2 ) 

These Killing vectors characterise the symmet ry properties of 

pseudo-Riemanian spaces in an invariant way [18] . Eqs.(2.l) and 

(2.2) give 

o . (2 . 3) 

Using the fact that the covariant derivative of the metric 

tensor is zero and rearranging terms in Eq.(2.3), we get 

k b + kb = 0 , a; ; a (2 .4 ) 

which are known as the Killing equations. I n a torsion- free 

space, in a coordinate basis, Eqs.(2.3) can be written in the 

form 



22 

k c + k C + k
C = g b g b gbc a a ,c ac, , o , (2 .5 ) 

since the Christoffel symbols from the last two terms of 

Eq.(2.3) combine to give the first term in Eq.(2.5). The Killing 

equations, Eqs.(2.5), constitute a system of first order linear 

partial differential equations. 

§2.2 THE PROCEDURE FOR FINDING KILLING VECTORS 

Let us consider an n-dimensional Euclidean (or M±nkowski) 

space- time in Cartessian coordinates. In this case the derivatives 

of the metric coefficients are zero . Therefore Eq.(2 . 4) gives 

k b + kb = 0 , a, ,a 

and hence (dropping the summation convention) 

k = 0 . a,a 

Differentiating Eq . (2 . 6) with respect to 

k b + kb = 0 • a, a ,aa 

Eqs.(2.7) and (2 .8) give 

k(a,b)b = 0 . 

a x , we obtain 

Here ka is a linear function of 
b x . Thus, Eqs.(2.9) yield 

(2 .6 ) 

(2 .7 ) 

(2 .8) 

(2.9) 

(2 .10) 
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For consistency it is e asily seen that Eqs . (2.6) and (2 . 10) 

imply 

(2 . 11) 

There are n constants in D and n(n-l)/2 in C b' Therefore the a a 

n-dimensional Euclidean (or Minkowski) space is characterised 

by n(n+l)/2 independent Killing vectors. The Killing vectors 

generate the corresponding continuous symmetry group (En) in 

which Cab x
b 

generates the rotation group So(n) and Da the 

translation group. In Minkowski space - time there are 

(4 x5 /2) Killing vectors of which Cab xb gives the generators 

of the proper Lorentz group So(1,3) and D the generators of a 

the group of the translation T4 . Thus, the Killing ve ctors, 

k a , in the Minkows ki space - time ge nerat e t h e Po i ncarre group 

P( 4 ) . 

§2.3 THE REDUCTION OF SYMMETRY 

We now discuss how a reduction of symmetry reduces the 

number of Killing vectors. Consider a static and spherically 

symmetric space - time whose metric is written in the form 

d s 2 = e v ( r) d t 2 _ e - v ( r) dr 2 _ r 2 d e 2 _ r 2 sin 2 e d <p 2 . (2 . 12 ) 

Eqs. (2 .5) for th is metric, become 

v~(r)kl + 2ko 0 = 0 , , (2.13) 
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v(r)k o e-v(r)k 1 = 0 (2.14) e 1 , 0 , 

e v(r)k o r 2k 2 = 0 (2.15) 
, 2 , ° 

ev(r)k O _ r 2sin 2 ek 3 = 0 (2.16) , 3 , ° 
v"(r)k 1 - 2k 1 = 0 (2.17) 

, 1 

e-v(r)k 1 + r 2k 2 = 0 (2.18) 
, 2 , 1 

e -v (r)k 1 + r 2sin 2 ek 3 = 0 (2.19) 
3 1 , 

kl + rk2 = 0 (2.20) 
, 2 

k 2 + sin 2 ek 3 = 0 (2.21) , 3 , 2 

kl + rCO.t ek 2 + rk3 = 0 (2 .22 ) , 3 

where prime denotes differentiation with respect to r. Solving 

Eq.(2.17) gives 

(2.23) 

Differentiating Eqs.(2.18) and (2.20) with respect to e and r 

respectively and comparing, give 

get, e, cp) 22 , 
get, e, cp) 

v( r) e (2.24) 

The left hand side of Eq.(2.24) is a function of t,e and cp only 

whereas the right hand side is a function of r only. Thus, both 

sides equal the same constant-a, whence 
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a , (2.25) 

and 

g ( t, e, <p ) 22 + ag ( t , 8 , </» = ° . , (2.26) 

Eq.(2.25) can be solved to give 

e v ( r) = a + Sr 2 ( 2.27) 

where S is a constant of integration. Also, Eq.(2.26) gives 

get, e, <p) = yet , <p)cosiae + oCt, <p )sinlae . (2.28) 

Clearly a I 0 , since that would yield a negative value of e ver) 

at r = 0, which is not permissible . We can now consider the 

following case s . 

§2.4 THE MINKOWSKI METRIC 

If a > 0, without loss · of generality, we can choo se a = 1. 

Thus, Eqs . (2.27) and (2.28) become 

e v ( r) = 1 + sr. 2 (2.29) 

g(t,e,<p) = y(t,<p)cose + 8(t,<p)sine ( 2.30 ) 

Choosing S = ° in Eqs . (2 . 29) and (2.1 2 ), gives the metric for 

Minkowski space-time in spherical polar coordinates 

(2.31) 
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The Killing vectors could be directly obtained from Eq.(2.l0) 

by a coordinate transformation. However, it is instructive to 

follow the procedure through as an example to be followed 

later. The Killing equations for this metric are 

kO = 0 ( 2.32 ) , ° , 

kO. kl = 0 ( 2. 33) 
, 1 , , ° , 

kO - r 2k 2 = 0 (2.34 ) 
, 2 , ° 

kO r 2sin 2 ek 3 = 0 (2 . 35) 
, 3 ° 

, 

kl = 0 (2 . 36) 
, 1 

, 

kl + r 2k 2 = 0 (2 .37 ) 2 1 

kl + r 2sin 2 ek 3 = 0 . (2.38) 
3 , 1 

The other Killing equations for this metric are as given by 

Eqs.(2.20), ( 2.21) and (2.22). Already Eq.(2.23) gives the 

form of kl which satisfies Eq.(2.36). Eq.(2.32 ) g ives 

kO = fer, e, 4» (2.39) 

Using the values of kO and kl in Eq.(2.33), we obtai n 

af(r,e,cp)/ar = ag(t,e,4» /Cl t . 

Since the left hand s i de is independent of t and the right hand 

side of r, we get 
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kO = rfl(e,</» + f 2(e,</» (2.40) 

(2.41 ) 

Eqs.(2.20) and (2.4r) imply that 

t 1 
k 2 = - - f (S </» - r gl(S,</» 

, 2 r 1 ' 
(2.42) 

Differentiating this equation with respect to r yields 

(2 .43) 

Now differentiating Eq.(2.37) with respect to S and using 

Eq.(2.41), we get 

1 ( a 2f 1 ( s, </» a 2g 1 ( s, </» J 
r 2 t as2 + as 2 • (2.44) 

Comparing Eqs.(2.43) and (2.44) gives 

a 2 f
1

(S,</» 
+ fl(S,<P) 0 = ae 2 , (2.45) 

a2 g l (</>, s ) 
+ gl(S,</» 0 ae 2 = , (2.46) 

whose so lutions are 

f 1 (S,</» = hI ( </» cos S + h 2(</»sins (2.47 ) 

gl(S,</» = h
3

(</»cos s + h 4 (</»sins (2.48) 

Integrating sin Eq.(2.42) and using Eqs.(2.47) and (2.48) gives 

k 2 = - ;(h 1 (</»SinS - h 2 (</»COss ] - ~,(h3(</»SinS - h 4 (</» COss) 

H (2.49) + (t ,r,</» . 
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Differentiate Eqs.(2.4l) and (2.49) with respect to e and r, 

r espectively, to obtain 

kl = , 2 t (- h 1 ( CP) sin e + h 2 ( CP) C 05 e J + '[ - h 3 ( CP) sin e + h ~( CP) cos e J ' ( 2 .50) 

k 2 = 1 , r\(h1(</»Sine-h 2(</»COse) + r\ (h 3( cp)Sine-h 4 (</»COse J 

+ H"'(t,r,cp). ( 2.51) 

Using Eqs . (2.50) and (2 . 51) i n JEq.(2.37) imply that the last 

term in Eq . (2.5l) is zero, i.e . , H = H(t ,</» . Differentiating 

Eqs.(2.40) and (2.49) with respect to e and t respectively, we 

obtain 

( ) 
af2 ( e, CP) 

k G,2 = r - h1(cp)sine + h 2(cp)cose + ae ' (2.52) 

k 2 G = - ~ (hl (cp)sine - h 2( </»cose ) + aH(~t CP) (2 . 53) 

Using these results in Eq.(2.34) it can be easily seen that 

= 0 = aH(t,cp) 
at ( 2.54 ) 

which implies that £ 2 and H are functions of cp only. Let us 

write kG kl and k 2 , 

(2.55) 

kl::: t(h1(CP)COSe+h 2(</»Sine] + (h3(</»COSe +h~ (</»5in e ), (2. 56 ) 

k 2 = -; (hI (cp)sine - h 2 ( </»cose] - ; (h3 ( cp)sine - h 4 ( </»cose J 

+ H(</». (2.57) 
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Inserting Eqs.(2.56) and (2.57) in Eq.(2.22) and simplifying 

yields 

t 1 
r sin e h 2 ( CP) - r sin e h 4 ( CP) - Co te H ( CP) . (2.58) 

Differentiating Eqs.(2.55) and (2.58) with respect to cP and t 

gives 

'( ah 1 ( CP) ah 2 ( CP) 
sin e J 

af
2

(cp) 
k

O
,3 = rl acp cos e + acp + acp (2.59) 

k 3 1 h
2

( CP) = -, 03 rsin8 (2.60) 

Now Eq.(2.35) gives 

k 3 1 k O = ,03 r 2sin 2 e 3 3 
(2.61) 

Inserting the values from Eqs.(2.59) and (2.60) in Eq.(2.6l) 

and comparing we obtain 

(2.62) 

Eqs.(2.62) can be solved to give 

(2.63) 

Thus, Eqs.(2.55), (2 .56),(2,57) and (2 .58) become 
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k O = r (CC I + C2 <P)cose+ CC3cos<P+ C4Si n <p)Sine) + CC5 + C6 4», 

(2.64) 

kl = t ( Cl +C2 <P )cos8+ (C3COS <P+C4 Si n <p )Sine ) 

+ (h 3C<P)COSe+h 4C<P )Sin 8) , ( 2. 65) 

k 2 = -; (CCI + C2 <P ) sine - (C3cosCP + C4sin <P)cose J 

- ~(h3(<p)Sine-h4(cp)COSeJ + H(<P) , (2.66) 

- Cote H( <P ) • (2.67) 

Now Eqs . C2 .35) and ( 2.64 ) give 

k 3 = ~ (r{(C2COSe) + ( - C3sin <P + C4 COS<P)Sine} + c6
l
J 

,0 r 2 s1n 2 e 

Integrating this equation over t we obtain 

+ FCr, e, CP) • C2.68) 

Differentiating Eq.C2.68) with respect to <P and comparing with 

Eq.C2.67) yields 

aFCr,e,cp) 
a<p 

1 
r sin 8 h 4 ( <p) - C (lIt e H ( cp ) • (2.69) 

Now. differentiate Eqs.(2.65) and (2. 68 ) with respect to cp 

and r respectively to get 



31 

k 1 ,' 3 = t(c2cose + ( - C3sin<l> + C4 COS<l»Sine) 

rah 3(<I» Clh 4 (<I» J 
+ l Cl<l> cose + a <I> sine , (2.70) 

____ 2_t __ C + aF(r, e,<I» 
r3s in 2e 6 Clr 

(2.71) 

These equations together with Eq.(2 . 39) imply that 

cose + = 0 , 

which gives us 

(2.72) 

= 0 . 

(2.73) 

Now differentiate Eqs.(2.69) and (2.73) with respect to rand <p 

respectively and compare to obtain 

a2h
4

(<j» 
+ h

4
(<j» 0 Cl<j>2 = , 

Cl 2h 3 ( <j> ) 
= 0 a <1>2 . 

} (2.74) 

Therefore Eqs.(2.74) yield-

} (2.75) 



Thus, Eqs. (2.64) to (2.66) and (2.68) become 

where 

kO = r (C l + C2 CP)COSS + ( C3 coscp + C4 Sincp)SinS} + C5 , 

kl = t (C l + C2 CP)COSS + (C 3 cosCP + C4 sincp ) sinS J 

\ 

- (C 7 COS CP+C8 SinCP )COSs J +H ( cp) , 

C2 tcose 

rs in 2s 

aF(r,s,cp)_ C10COSS C7 sincp-C8 coscp 
ar - -r 2sin 2 e + r 2sine 

aF ( S "') (C7 cosCP + C8 sincp) 
r, ,'f' = _ . _ Cot e H( cp ) 

acp rSlnS 
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(2 .76) 

(2.77) 

(2.78) 

(2.79) 

(2 .80) 

( 2.81) 

Differentiate Eqs.(2.78) and (2 . 79) with respect to cp and e to 

give 

k 2 ,3 - - ~(c2Sins + (C 3 sincp - C4 cos CP )COS S J - ~ (C10Sin s 

+ (C
7

Sincp - c 8 coscp)cos e ] + a ~~<p) , 

C2 t C2 tcos 2 e t S 
- - rsinS - 2 rsin 3s + r~~~2S (C 3sin cp - C4 cosCP) 

+ aF(r, S/ CP) 
as 

Inserting these values in Eq.(2.2l) gives 

(2.82) 

(2.83) 



33 

- 2C 2 t + rsin e (- ~ {CIOSin e + (C 7sin </> - C8 cos <p )cos e 

+ oH(</» + sin 2 e aFc r ,8 , <P)) = 0 , 
o<p ae 

(2 .84) 

which is satisfied if 

(2.85) 

and 

aF ( r, e, <p ) = CIO (C7sin<p - C8 cos<p)cose 1 aH( <p) 
ae rsine + . rsin 2 8 - sin 2 8 a<p (2 .86) 

Using these results in Eqs.(2.76) to (2 .79), we obtain 

k O = r(clcos8 + (C3COS<P + c4sin<p)SineJ +C5 ' ( 2.87 ) 

kl = t (clcose + (C 3 cos<p + c4sin<p)Sine] + (C9 + C10<P)cose 

(2.88) 

k 2 - - ~[CIsine- (C3COS<P+c4sin<p)COseJ -~ (C9 +CIO <P)Sine 

- (C7 COS<l>+C8 Sin</»COse) +H(<p) , (2.89) 

(2.90) 

Now differentiating Eqs.(2.81) and (2.86) with respect to 8 

and <p respectively and comparing, we have 

(2.91) 

which yields 

(2 .92 ) 
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It can also be observed that differentiating Eqs.(2.80) and (2.86) 

with respect to e and r, give 

( 2.93) 

Inserting the values from Eq.(2.92) into Eq.(2.81 ) and integ-

rating ~, we obtain 

F - -

(2.94) 

Using these results in Eqs . (2.87) to (2.90) and relabeling the 

parameters, we obtain the Killing vectors for the Minkowski 

space - time 

kO = r(Clcose+c2cOS(~+C3)} +C4 ' 

( ~ 
kl = t lC I cose + C2cos( ~ + C3 )sine r c 5cose 

k 2 
- - ~(Clsin e-:- C2COS(~ +C3)COS e J -; (c5 sin e 

- C6COS(~ +C7)COs eJ + C8cos( ~+C9 ) , 

t ( C6sin(~+C7) 
k 3 

- - rsin lC 2sin( ~ + C3 ) - rsin e 

(2.91 ) 
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§2 .5 THE DE -SITTER METRIC 

Consider e V 
-+ 0 at some R. This corresponds t o the choice 

S = - 1/R 2 in Eq.(2.27). The metric given by Eq.(2.12) becomes 

In this case Eqs.(2.23) and (2 .31 ) yield 

kl = 11 _ r2 jR 2 ly(t,<p)cose + o(t,<p)Sinej (2 . 93) 

The remaining Killing equations for the same space-time become 

kO = r LR 2 
(y(t, <p)cose + O(t,<p)Sine] 

, 0 
, 

11 -r2 jR2 
(2 . 94 ) 

k O 1 ( y (t, <P ) cos e + 0 (t , <P) sin e) = 
, 1 (1 _ r 2 /R 2)3j2 , ° , ° 

( 2.95 ) 

kO r2 
k 2 = 1 - r 2/R2 2 , ° (2.96 ) 

k O r 2sin 2e k 3 = 1 - r 2!R 2 , 3 , 0 
(2.97) 

k 2 1 = 
, 1 r2/1 - r 2j R2 

(y(t, <p)sine - oCt, <p)cose ] (2.98) 

k 3 - 1 = , 1 r 2 /1-r 2jR 2 
(y(t, <p) cose + oCt , <P) sine] , 

sin2e,3 ,3 

(2 . 99) 

Il _~2 / R2 ly( t,<p)cose+ o(t,<p)Sine] (2. 100) 

( 2.101) 

Il - ~2LR2 (y(t, <p)cose+ o(t,<p )Sine j - Cotek 2 . (2 .1 02) 

Differentiating Eqs.(2.95) and (2 .96) with respect to rand t 
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respectively yield 

(2.103) 

1 (y(t, <p ),oocose+ O(t,<P),oosine] 
(1 _r 2jR 2)3 j 2 

(2.104) 

Comparing these two equations, we obtain 

which is satisfied if the coefficients of cose and sine are 

separately zero, i.e., 

1 
y(t,<P) oo -W y(t,<P) = 0 , (2.105) 

1 
O(t,<p) -R2 o(t,<p) = 0 

, 00 
(2.106) 

These equations can be solved to yield 

y(t,<p) = a(<p)cosh tjR + S(<p)sinh tjR (2.107) 

o(t,<p) = n(<p)cosh tjR + A(<p ) sinh tjR . (2.108) 

Rewriting equations involving y and 0, keeping in mind Eqs.(2.107) 

and (2.108), we obtain 

kl = Il-r 2jR2 ({a(~)COSh ~+ S (<p)sinh *}cose 

+ {n(<p)COSh ~+ A(<p)sinh *}sine] 

rjR2 ({ a( cp)cosh ~ + S( cp )sinh ~} cose 
11 - r 2 jR 2 

+ {n( <p)cosh ~ + A( <p)sinh ~}sine] , 

(2.109) 

(2.110) 



k 2 
, 1 

k 2 
2 

k 3 
, 1 

= I/R 3/ 2 ({ a ( CP) sinh ~ + S( CP)cosh ~}cos e 
( 1 - -r 2 / R 2 ) 

+ {nCCP)Sinh ~ + A(CP)cosh ~}sine] , 

1 ({a(cp)COSh ~+ S(CP)sinh ~}sine = 
r 2 v'1 _ r 2 / R 2-· 

- {n C cP ) co s h ~ + 'A ( CP) sinh ~ }co s e J 

- - v'1 - r'l.LR'2 
({ a CCP)COSh ~+ BC</»sinh ~}cos e 

= 

r 

+ {nCCP)COSh !+ 
R ACCP)sinh ~}sineJ , 

-1 
({ a( CP) COSh~ + BC cp) sinh 

r 2/1 - r '2/ R '2 sin 2 e ,3 ,3 

+ {n( CP) COSh~ + 1.( </» s i nh ~}sine J 
, 3 , 3 

, 

/1-~ 2/R2 ({ a(cp)COSh ~+ B( cp ) sinh ~}cose 

+ {n(cp)COSh ~ + ACCP)Sinh . ~}sineJ - Cotek 2 . 

Integrate e in Eq.(2.113) to obtain 

/1 - r 2/ R 2 ({ t t } k 2 - - r a( cp)cosh R + B( cp)sinh R sine 

- {n(\f»COSh ~+ A(\f»sinh ~}coseJ + D(t,r,\f» 
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(2 . 111 ) 

(2.112) 

(2.113) 

~}cos e 

(2.114) 

(2 . 115) 

(2.116) 

Differentiating this equation with respect to r and comparing 

with Eq . (2.112) it is seen that D cannot depend on r. Thus 

D = E(t,\f» . (2.117) 



Incorporating this value of D, Eq.(2.116) yields 

k 2 = _ /1-~2/R 2 ({a(<t»cosh i+ S(cp)sinh ~}sine 

- {l1(CP)COSh ~+ A(cp)sinh ~}coseJ +E(t,CP) 

Integrating e in Eq.C2.96) implies 

k ° = r / R ({ a ( cP ) sinh i + S C cP ) cos h ~}c 0 s e 
11-r 2/R2 
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(2.118) 

{ t t}. '\ r 2 e 
+ l1(cp)sinh 'R+ A(cp)cosh R slneJ +1_rZ/R2 E(t,cp) ,o 

+ F(t,r,cp) C2.119) 

Differentiating this equation with respect to r and comparing 

with C2 . 111) yields 

which is satisfied only if 

E(t,cp) 0=0 , F"Ct,r,cp) = 0 . , (2.120) 

Thus, Eqs. ( 2.120) imply that 

E = G(cp) (2.121) 

F = H(t,</l) C2.122) 

Incorporating these values of E and F, Eqs.(2.118) and (2.119) 

become 

k O = rjR l{a(cp)Sinh ~+ S(cp)cosh ~}cose 
/1 - r 2/R 2 

+ {l1(cp)Sinh ~+ ACcp)cosh ~}sin8J +H(t,CP) , (2.123) 



39 

k 2 __ 11_~2jR2 ({ a ( </»COSh i+ S( CP )sinh ~}sine 

{ t t} 1 - n( CP )cosh R + 1..( </»sinh R cos et G( CP ) (2.124) 

Integrating Eq.(2.114) in r, we obtain 

3 11 - r 2 jR2 ({ t t} 
k = r sin 2 e a ( </» , 3 cos h R + S ( CP) ,3 sinh R cos e 

+ {n(</» cosh ~+ A(</» sinh ~}sineJ +L(t,e,cp). (2.125) 
,3 ,3 

Using Eqs. (2.123) and (2.125) in Eq. (2 .0,7) yield 

which is satisfied only if 

L( t , e , </» 0 = 0 = H( t , CP) 3 , , (2.126) 

This equation implies that 

L = M(e,</» (2.127) 

H = N(t) (2.128) 

Inserting these values Eqs.(2.123) and (2.125) become 

k O = rjR ({a(</»Sinh ~+ S(cp)cosh · ~}cose 
11-r 2/R2 

+ {n(</»Sinh ~+ >'(CP)cosh ~}sineJ +N(t) . (2.129) 

k 3 = 11 -. r~/R2 ({a( cp) cosh Rt + s ( </» sinh Rt}cose 
rSln e ,3 ,3 

(2 . 130) 



Using Eqs . (2.124) and (2.130), Eq.(2.101) imply 

et ( <P ) = 0 = (3 ( <P ) 

} , 3 , 3 

M( e,<p ) = - G(<p) / s in 2 e . 
, 2 ' 3 

Thus , 

M ( e , <p ) = G ( <p) co t e + R ( <p ) • 
, 3 

} 
We rewrite k O, kl, k 2 and k 3 using Eqs.(2.132) to get 

k ° = r / R ( {c 1 sinh ~ + C2 co $ h ~}c 0 s e 
11 - r 2/R 2 

+ {n( </»S inh i+ A( <P )cosh i}s i n e J + N(t) , 

kl = 11_r 2/ R2 ({C1 COSh ~+ c2sinh ~}cose 

+ {n( <P)cosh ~ + 1. ( <p)sinh ~}sine) , 

k 3 = /1 - . r ! /R 2 ({n( <p) cosh Rt + ,\( <p) sinh 
rSln ,3 ,3 

+G(<p) cot e. 
, 3 

~}J +R(<p) 

4 0 

(2.131) 

(2.132) 

( 2. 133) 

(2 . 134 ) 

(2.135) 

(2.136 ) 

Differentiating Eq.(2.136) and comparing it with Eq.(2.102), 

we obtain 



Using Eqs.(2.124) and (2.130), Eq.(2.101) imp ly 

a (<p) = 0 = 13(<P) = G(<P) 
, 3 , 3 , 3 

M(e,<p) =0. 
,2 

Thus, 

M = R (<P) 
} 

We rewrite kG, kl, k 2 and k 3 using Eqs.(2.132) to get 

kG = rjR ({c1sinh ~+C2cosh ~}cose 
11 - r 2jR 2 

+ {n( <p)sinh }+ A( <P)cosh ~}sine J + N(t) 

kl = 11 _r 2jR 2 ({C1COSh ~+c2sinh ~}cose 

+ {n(<p)COSh ~+ A(<p)sinh ~}sineJ ' 

40 

(2.131) 

(2.132) 

(2.133) 

(2.134) 

(2.135') 

Differentiating Eq.(2.136) and comparing it with Eq.(2.102), 

we obtain 
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h _~2j H2 ({n(</»,33 + n(</»}COSh ~+ { A( </» ,33 + A(</» }Sinh ~J 

+ lG ( </» + G ( </> ) J co s e + R ( </» sin e = 0, 
, 33 ' , 3 

which is satisfied if 

n(</» + n(</» = 0 
, 33 

A ( </» + A( </» = 0 
, 33 

G( </» . + G( </» = 0 = R( </» j 
, 3::3 , 

These equations give 

C cos</> + Csin</> 
3 4 

A(</» = C5cos</>+C 6sin</> 

G( </» = C7cos</> + C8 sin</> 

R( </» = C9 . 

(2 .137 ) 

(2.138) 

Differentiating Eq.(2.133) with respect to t and comparing with 

Eq.(2.94) (using other results) gives that N is a constant CIO' 

Thus, relabeling the parameters the Killing vectors are 

k 0 = Cl + r jR [(c2sinh ~ + C3cosh ~J cos e 
11 - r 2/R 2 

+ {(C4COS</>+c5sin</>}sinh ~+ (c6co s</>+ c 7sin</>]cosh i} 
x Sine] , (2.139a) 

k' = n - r 2/ R2 [[ C2 eosh i + C3sinh if] eose + {(C4 eos~ + C5sin~ )eosh if 

+ (C6eos~ + C7sin ~ )sinh if}Sine 1 ' (2.139b) 



+ c3cose + R(~) = 0 , 
, 3 
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which is satisfied if 

n ( ~) 
, 33 

+ n( ~) = 0 

h( ~) 
,3·3 

+ 1.( ~) = 0 (2.137) 

C3 = 0 = R( ~) 
, 3 

These equations give 

(2.138) 

Differentiating Eq.(2.133) with respect to t and comparing with 

Eq.(2.94) (using other results) gives that N is a constant C9 . 

Thus, relabeling the parameters the Killing vectors are 

k 0 = C1 + r j R [(c2sinh ~+ C3cosh ~) cos e 
11 - r 2 jR 2 

+ {lC4CoS~ +C5sin~ J sinh ~+ lC6COS~+C7sin~ )co sh i} 
x sinal , (2.139a) 

kl = ~1 - r 2/R2 [[ C2 cosh * + C3sinh ~ 1 cos a + {( C4 cos 0 + C5sino )cosh * 

+ (C6 coso + C7 sin o)sinh *}Sina 1 ' (2.139b) 
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11 - r 2 / R2 [( t . t 1 . k 2 - - r C2cosh 'R+C3s1 nh 'RJsJ:ne 

- {(C4 COSO + C5sinolcosh ~ + (CScoso + C7sin olsinh i}cose] 

+ (C 8 cos cj> + C9 s j n cj> ) ( 2 . 139 c ) 

k 3 C
lO

+ Ilr-sI~~R2 (c - c4sincj>+ C5 coscj»cosh ~ 

+ C-C6 sincj>+C7 coscj» si nh ~J+CotB(-C8sincj>+c9 cosc»). (2.139d) 

§2 .6 A METRIC WITH SCHWARZSCHILD SYMMETRY 

Choosing a = 0 we must have B > 0 so that ever) > O. In 

this case Eqs.C2.26) and (2.27) give 

(2.140) 

g(t,e,cj» = 0 ( 2 .141) 
, 22 

Here the space-time metric becomes 

(2 .142) 

Now Eq.(2.141) gives 

g(t,e,c») = A(t, cj» + eD(t, cj» (2.143) 

Using this equation and Eq.(2.140) we can write the Killing 

equations for this metric as follows 

(2.144) 
,0 

(2.145) 
, 1 
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k 2 - - r C2cosh R+C3s1nh RJs~n8 11 - r 2 / R2 [( t . t I . 

- {(C4 COS<P + C5sin<Plcosh ~ + (C6 COS<P + C7Sin<Plsinh ~}cose]. 
(2.139c) 

k 
3 11 - r 2/R 2 

= Cs + rsin8 

(2.139d) 

§2.6 A METRIC WITH SCHWARZSCHILD SYMMETRY 

Choosing a = 0 we must have S > 0 so that ever) > O. In 

this case Eqs.(2.26) and (2.27) give 

ever) = sr2 ( 2.140) 

g( t, 8, <j» = 0 (2 .141) 
, 22 

Here the space-time metric becomes 

(2.142) 

Now Eq.(2.141) gives 

g(t,8,<j» = A(t,<j» + eD(t,<j» (2.143) 

Using this equation and Eq.(2.140) we can write the Killing 

equations for this metric as follows 

(2.144 ) 

(2.145) 



k O = !. k 2 
,2 a ,0 

k O = sin 2 e k 3 
, 3 a ,0 

kl = IS rlA(t,cj» + eD( t , cj» J 

k 2 =_ D(t,cj» 
, 1 IS r 3 

k 3 - - 1 (A(t,cj» + 
, 1 IS r3s in 2 e d 

k 2 - - IS (A(t, cj» + eD( t , cj» ) 
, 2 

k 2 = -sin 2 ek 3 
, 3 ,2 

'\ 
k 3 (A( t,cj» + = -IS eD(t, cj» J ,3 

Integrating r in Eq.(2.149) gives 

k 2 = D(t,cj» + 
21S r2 

E(t,e,cj» 
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(2.146 ) 

(2.147) 

(2.148) 

(2.149) 

eD(t,cj» J ,3 
(2.150) 

(2.151) 

(2.152) 

- Cot ek 2 . (2.153) 

(2.154) 

Differentiating this equation with respect to e and comparing 

with Eq.(2.151) yields 

Integrating e in th i s equation gives 

Thus 

E ( t, e, cj» = -IS (eA ( t , cj» + e2
2 

D ( t , cj»] + F ( t , cj> ) • 

k 2 = D(t,cj» _ IS (eA(t,cj» + e
2

2 
D( t ,cj»] + F(t,cj». 

21S r2 

(2.155) 

(2.156) 

(2.157) 
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We now integrate r in Eq.(2.150) which implies 

k 3 = 1 . (A ( t , </» + 8D ( t , </» J + G ( t , 8, </» 
21S r 2sin 2 8 ,3 ,3 

(2.158) 

Inserting Eqs.(2.157) and (2.158) in Eq.(2.152), it 1s clear 

that 

A(t,</» = 0 = D(t,</» 
, 3 , 3 

G(t, 8, </» 
,3 

1 
sin 2 8 F(t,</»,3 

These equations imply that 

A = H(t) , D = N(t), 

. } G(t,8,</» = Cot8 F(t,</» + pet,</»~ 
, 3 

Thus , kl, k 2 , k 3 can be rewritten as 

kl = IS rlH(t) + 8N(t)] 

k 2 = N(t) _ IS (8H(t) + ~2 N(t)] +F(t,</» 
2 ISr 2 

k 3 = Cot8F(t,</» + pet,</»~ 
, 3 

Using these results in Eq.(2.153) and comparing, imply 

F(t, </» = Q,(t)cos</> + m(t)sin</> 

pet,</»~ = Q(t) , 

H(t) = 0 = N(t) . 

(2.159) 

(2.160) 

(2.161) 

(2.162) 

(2.163) 

(2.164) 

(2.165) 

(2.166) 

(2.167) 
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Thus, using these results in Eqs.(2.162) to (2.164), we obtain 

(2.168) 

k 2 = ~(t)cos~ + m(t) sin~ (2.169) 

k 3 = (-~(t)Sin~ + m(t)cos~JCot 8 + Q(t) (2.170) 

We now use Eq.(2.168) in Eqs.(2.144) and (2.145) to get 

k 0 = R( 8 , ~) . (2.171) 

Differentiating Eqs.(2.169) and (2.171) with respect to t and 

e respectively and using Eq.(2.146) gives 

R( e, cp) = ~ (~(t) cos~ + met) sin~J 
,2 iJ,O , ,0 

(2.172) 

Integrating e in this equation yields 

R(e,~) = ~ (~(t) coscp + met) sincp) + u(~) . 
iJ ,0 ,0 

Thus, Eq.(2.171) becomes 

k O = i ( ~ (t) cos~ + met) sin~J + u(~) . 
iJ , 0 , 0 

(2.173) 

It is easily checked that Eqs.(2.170) and (2.173) along with 

Eq. (2.147. ) imply 

u = C 1 Q, = C 2 

} (2.174) 

Using these results, the Killing vectors for the metric given by 
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Eq.(2.142) become 

(2.175) 

k 2 = C2cos~ + C3sin~ 

k 3 = C4 + ( -C2sin~ + C3coS¢)Cot8 J 

Notice that the Schwarzschild and Reissner-Nordstrom geometries 

possess the same four Killing vectors. 

This analysis of symmetry reduction shows the reduction of 

the number of independent Killing vectors from Minkowski to a 

metric with symmetries corresponding to the Schwarzschild (or 

Reissner-Nordstrom) metric. In the De-Sitter metric the number 

of Killing vectors reduce to eight. The metric which results 

from the choice a = 0 admits of four Killing vectors. 

The K.N. space-time is more general than the Schwarzchild 

(or Reissruer-Nordstrom) space-times. Here the spherical 

symmetry reduces to axial symmetry. This reduction of symmetry 

leads to a further reduction of Killing vectors in the K.N. 

metric down to only two. 
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§2.7 CONCLUSION 

It is observed that by reducing symmetry we can obtain 

the Killing vectors for different geometries. For this reduc-

tion in symmetry (for the parti cular form of the metric 

considered here) from Minkowski t o the Schwarzschild metric 

the number of Ki llin g vectors goes down by the sequence 

10 ~----~) 4. For a ge neral spherically symmetric static 

me tric 

(2.176) " 

the symmetry reduction has still to be worked out. Clearly it 

will contain the Friedmann case of 6 Killing vectors and cannot 

go lower than 4 (for time-like and spherical symmetry to hold). 

The metric with local Schwarzschild symmetry satisfies the 

Einstein field equation with cosmological constant (with A = 3) 

and stress-energy tensor 

(1 0 0 
01 

0 -4 0 1 - r 01 
T ( 2. 177) 

jlV 8n l: 0 0 

:J 0 0 

We s hall be using the procedure detailed above to workou t t he 

conformal Killing vectors in various relevant situations. IW 
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§2.7 CONCLUSION 

It is observed that by reducing symmetry we can obtain 

the Killing vectors for different geometries. For this reduc-

tion in symmetry (for the particular form of the metric 

considered here) from Minkowski t o the Schwarzschild metric 

the number of Killing vectors goes down by the sequence 

10 -+ 8 -+ 4. For a general spherically symmetric static 

metric 

(2.176) 

the symmetry reduction has still to be worked out. Clearly it 

will contain the Friedmann case of 6 Killing vectors and cannot 

go lower than 4 (for time-like and spherical symmetry to hold). 

The metric with local Schwarzschild symmetry satisfies the 

Einstein field equation with cosmological constant (with A = 3) 

and stress-energy tensor 

(1 0 0 
01 

0 -4 O· 
1 -r 0

1 T = 87T (2.177) 
l1V 

l: 0 0 :j 0 0 

We shall be using the procedure detailed above to workout the 

conformal Killing vectors in various r e levant situations. 



Chapter 3 

A CONFORMAL EXTENSION OF PSEUDO-NEWTONIAN 
FORCES AND POTENTIALS 
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Classically, energy is define d in terms of a time trans ­

lational invariance of the Hamiltonian [1 ,22] . Relativistically, 

in a space-time which admits a time-like Killing vector, the 

energy of a test particle is defined by 

(3 .1) 

where k is a time - like Killing vector a nd £ t h e f our-mome ntum 

o f t he test particle. Generally, we do not expect a time-like 

Killing vector to e x is t i n a c o s molo g ical c ont ext . Howeve r , 

there may exist a conformal time-like Killing vector. Therefore, 

in these space - times (admitting conformal time - like Killing 

vectors) only a conformal analogue of the usual energy can b e 

defined 

E = ~ . ~ (3.2) 

where, k, is the conformal time - like Killing vec t or . 

The earlier programme[2,3,4,8] of re - introducing the 



concept of force in Relativity was implemented in space-times 

whose metric is a particular generalisation of Carter's 

circular metrics[13](still retaining the requirement of a 

time-like Killing vector). This chapter deals with the confor­

mal extension of the earlier programme [3, 4,8]. It is shown 

that a space-time whose metric is the corresponding conformal 

generalisation of Carter's circular metrics (requiring a 

conformal time - like Killing vector) can admit of a conformal 

analogue [14] of ~N-force[3] and ~N-potential[4,8]. These 

space-times have been called conformal pseudo - Newtonian (c~N) 

space-times. The conformal analogue of ~N-force and potential 

has been called the c~N-force and c~N-potential. 

§3.1 CONFORMAL CIRCULAR MATRICS 

To be able to deal with space-times which admit of a 

conformal time-like isometry, we need to extend the idea of 

Carter's circular metrics[13]. These are the metrics, as 

mentioned earlier, having at least one time-like and one 

space-like isometry and can be expressed in the block 

diagonal form such as given by Eq.(1.3). 

A conformal Killing vector, g, satisfies the conformal 

Killing equation 

( 3 .3) 

49 
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which can be written in the contravariant form 

- c - c - c 
gab, c k + gac k , b + gbc k a = 2 a gab . (3.4) 

The conformal transformation g = ~2 g reduces the above conformal 

Killing equation to give the Killing equation 

o . (3.5) 

CMs can be extended to space-times admitting only conformal 

time-like Killing vectors by requiring that the conformally 

transformed metric, g , be circular (or a GCM). Such a 

metric will be called a conformal circular metric (CCM) or 

conformal GCM (CGCM) . Such a metric has the following 

interesting properties. 

Theorem 

In a space - time whose metric is a CGCM, t here exists a 

conformal time-like Killing vector which is a f unction o f t i me 

only. The spatial components of the conformally transformed 

metric are time independent. 

Proof 

A time-like solution of Eq.(3.5) can be chosen to have 

only the time component 

- a i a k = f(t,x )00 (3.6) 

where t is time in these coordinates and i = 1,2,3. Eqs.(3.5) 
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and (3 . 6) give 

g f + 2g f = 0 
a a , a 0 a , 0 

(3 .7 ) 

On solving Eqs.(3 . 7), we get 

g a a = Ajf 2 (3.8) 

gOi = {Aa i + B. }jf 
1 

(3.9) 

gij = 2{Aa( i a j ) - fa(i b j ) dt 

- B( i a ')}+ c . . J 1 J 
, (3 .10) 

where A, Bi and Cij can depend o n space coordinates only and 

a i = - J( l j f ) ,i dt, b i = ai,o ( 3.11 ) 

Since the metric is a CGCM the right h a nd s i de of Eq.(3.9) is 

zero . Also, since a i is a function of time a nd A and Bi are 

not, a i and Bi must be separately zero. Now from Eq . (3 . 11), 

since a. = 0, f . = O. Hence f is a function of time only . 
1 ,1 

This completes the proof of the first part of the theorem. 

Using the fact that Bi = 0 = a i in Eq.(3.10), we see that 

-

C .. 
1J 

Now goo can be recast in CGCM form b y r;es cal1ing the t ime 

(3.12) 
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coordinate by 

T = Jdt/f , (3.13) 

t o give the zero-zero me t ric component equal to A, which is 

a function of spatial coordinates only. 

§3.2 THE CONFORMAL EXTENSION OF TIDAL FORCES 

In a space-time admitting a conformal time - like Kil l ing 

vector the accelerometer will register the effect of expansion 

as seen by a deflection of the needle. However, we can treat 

this deflection as a time - dependent shift of the zero-point 

of the accelerometer. Thus , even in the expanding Universe we 

can have a well-defined zero of the tidal force. 

The tidal force givenby Eq.(1.2) has the conformal analogue 

(3.14) 

where ka is the conformal time-like Killing vector and Ra
bCd 

is the Riemann Christoffel tensor defined by using the confor-

mally transformed met r ic . The conformal factor to be used must 

not disturb the ,spatial symmetries. Thus, it must be purely 

time dependent. It is clear from Eq.(3.9) that it must , there ­

fore, be simply f - 2 , i.e., the confor mal t i me - like Killing 

vector discussed earlier has as its only component the inverse 
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square root of the conformal factor. To b e able to deal with 

general space - times, we still use the Riemann - normal 

coordinates. In these coordinates the expression for the 

conformally transformed Riemann Christoffel curvature tensor 

reduces to 

-a -a 
R bcd = r bd , c 

-a r bc , d (3.15) 

-a 
where r bc are the Christoffel symbol s defined by the confor-

mall y transformed met ric. Taking ka to define the time 

direct i on, Eq . ( 3 . 14) becomes 

(3. 16) 

where £b is the separation vector. Eqs.(3.6) and (3.16) give 

(3.17) 

Consider an observer (equipped with the accelerometer 

shown in Figure 1) falling freely towards a gravitating source . 

He can detect the presence of the gravitating source by the 

dial effect of the accelerometer . The maximal effect of the 

tidal force is obtained by adjusting the di recti on of the 

accelerometer. Then the conformal analogue of the tidal f orce 

due to the source is obtained by solving the eigen-value 

problem 

(3.18) 
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In a local Lorentz frame £r = 0 and £i i 0 in general. The 

eigen-value problem given by Eq.(3.l8) reduces to a three-

dimensional eigen-value problem 

(3.19) 

which is well det ermined only if 

1 -o i - - j = 2 g (goo,ij + g ij,oo) £ o. (3.20) 

In a CGCM Eq.(3.20) is satisfied automatically. It may also be 

satisfied for non - CGCM's if (goo " + g .. 00) is orthogonal to 
,1J lJ, 

the separation vector. Thus, we get an additional constraint . 

A space-t ime for which Eq.(3.20) is satisfied is what we have 

ca led a c~N-space-time . 

In CGCM1, the eigen- value determined by Eq.(3.l8) is given 

by 

(3. 21 ) 

In CGCM2 one has to deal with a cubic equation in A. I n principle 

this problem can be solved as discussed in chapter one. However, 

we will not present the solution here as it does not provide any 

further insights. If the CGCM2 is diagonal, as in the case of 

Friedmann cosmologies, t he problem becomes much simpler, as will 

be seen later. In the case of a CCM, the conformal analogue of 

tidal force components become 
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- 1 (f2j2)gllg i 

} 
FT = Ii £ 00, 

(3.22) 
-2 (f2j2)g22g .£i FT = 00 ', 2l 

From Eq.(3.l9) maximum and minimum tidal forces are given by 

(3.23) 

The corresponding eigen - vectors are determined by 

(3.24 ) 

The discriminant in Eq.(3.23) is always positive outside the 

event-horizon o f the gravitating source. In the case that there 

is no event-horizon the discriminant is always positive. Thus, 

A+ > A always. A+ and A are equal if and only if the discri­

minant is zero. If the length of the accelerometer is L, then 

(3.25) 

Eqs . (3 .24 ) and (3.25) together determine £ 1 and £ 2 

(3.26) 
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Thus, we see that in a CCM, t he conformal analogue of the tidal 

force is given completely by Eqs.(3.23) and (3.26) since 

(3.27) 

Thus, AL is the magnitude of the conformal a nalogue of t he 

tidal force. 

§3.3 THE cwN- FORCE AND POTENTIAL 

It is easy to see, from Eq.(3.l7), that in a CCM or CGCM 

the conformal analogue of the tidal force is given by 

= 2 - i j - f roo .9. • 
, J 

(3 .28) 

Using the geodesic equation and removing the local Lorentz 

factor, the expression for . the conformal analogue of tidal 

force becomes, 

(3 .29) 

where x~ = d 2xijds 2 . Thus, it turns out that, as in the case 

of wN- forces, the conformal analogue of tidal force ~n a c wN-

space-time is proportional to the g radient along the separa-

tion vector of the second derivative of the position vector. 

However, here it has to be multiplied by the inverse of the 

conformal factor. The quantity of which the conformal analogue 

of the tidal force is the gradient i s t he desired cwN-force 
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(3.30) 

"-1. where x M is evaluated in the Minkowski space - time . 

.. -1 
The x M was introduced earlier[3,4] so that there should 

be no force in Minkowski space. Here we require that the cwN-

force be zero when the space-time is conformally flat. Using 

the geodesic equation we then obtain, from Eq.(3.30) 

F
-i i -i ) .. a .. b = f2(r - r ab x x M ab (3.31) 

i where rM ab are the Minkowski space Christoffel symbols evalua-

ted in the relevant coordinates. Thus, the expression for the 

cWN-force turns out to be the same as the expression for the 

-wN-force with r replaced by r and the total expression multi -

plied by the inverse of the conformal factor. 

Classically the Newtonian gravitational force is the 

gradient of a potential. It was found that [3,4] (reviewed in 

first chapter) in a GCM the wN-force is the gradient of a 

potential. This idea is extended to the space-times admitting 

only a conformal time-like Killing vector. Eq.(3.3l) gives 

Fl.. = (f 2/2) g . 
00 , l. (3.32) 

Since the conformal factor is given by f-2, Eq.(3.32) gives 

F. = go 0 . /2 . l. , 1 
(3.33) 



Thus, we can define the quantity of which the c~N-force is 

the gradient, the c~N-potential, ¢, by 
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~ = (k ok - 1) / 2 , (3.34) 

since goo = kok. Notice that ¢ is defined to be zero in a flat 

space-time, as usual. Further it should be borne in mind that 

we have been able to construct the c~N-force and potential only 

in CCM's or CGCM's. The c~N-force can be defined for a non-CCM 

(or non -CGCM) if Eq.(3.20) holds . Howeve r , this force will not 

be the gradient of a potential, in general, unless the space ­

time is a CCM (or CGCM) as there is an extra contribution from 

the space part of the metric tensor . The relativistic poten-

tial is then , the zero-zero component of the metric tensor. 

§3 . 4 APPL I CAT I ON TO THE FRIEDMANN GEOMETRY 

As an example we consider the three Friedmann cosmol ogical 

models. The closed Friedmann model of the Universe (K = - 1) has 

the metric, 

A time - like Killing vector exists if there is a non - zero 

solution of the Killing equations: 

k O = 0 . 
, 0 

(3 .35) 

(3 .36 ) 

(3 . 37) 
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aCt) ° k O 
+ aCt) kl o . (3.38) , 

Differentiating Eqs.(3.37) and (3.38) with respect to X and 

t respectively and comparing, gives 

kO 11 = {a 2(t ) - a(t)a(t) } k O 
, , 0 , a a ' (3.39) 

which gives 

(3.40) 

where 

a,2 = a 2 (t) - a(t)a(t) :> 0 , , ° , ° ° (3.41 ) 

Now differentiating Eq.(3.40) with respect to t, bearing in 

mind Eq.(3.41), Eq.(3.36) requires that k O = O. Thus, the closed 

Friedmann model does not possess any time - like Killing vector. 

This fact could have been anticipated by noticing that the 

density of the Friedmann Universe changes with time. Hence no 

time-like isometry should have been expected. The full set of 

Killing vectors for the closed Friedmann cosmological model 

is given in Appendix I. 

As no time-like Killing vector exists, we try to obtain a 

conformal time-like Killing vector satisfying Eqs.(3.5) for the 

metric given by Eq.(3.35). Now from the theorem in section 3.1 

(3.42 ) 
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and 

(3.43) 

as shown in Appendix II. 

The Friedmann models are of the type CGCM2. The cwN-force 

given by Eq.(3.31), in the case K = -1, has three components: 

p2 f 2 {2(r 2 _ -2 )( .... ) ( 2 r233)(cjJ)2} = r 12 X e + r M 33 M 12 

p3 = 2{ 3 2f (rM 13 - r3 )( "<jJ")+(r 3 
13 X M 23 r

3
2 3 )(e"<jJ")}. 

Now the geodesic equations 

.... -a b" c" 
Xa ' + r bc X X = 0 , 

become 

t .... + a( t) ,oj a( t) (t .. ) 2 = 0 , 

e .... + 2Cotx(x"e") - sinecose(<jJ .. ) 2 = 0 , 

where 

<jJ .... + 2Cotx(x"<jJ") + 2Cote(e"<jJ") = 0 . 

b" 
X = dxbjds and aCt) 

, 0 
= da(t)jdt = a(t)"jt ... 

(3.44 ) 

(3.45 ) 

(3.46) 

(3.47) 
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Taking e ' = ~' = 0, gives 

t' = Ca(t) , 

} (3.48) 

X = D 

where C and D are arbitrary constants. Eqs.(3.44) and ( 3.48 ) 

yield the c~N-force equal to zero as would be the natural 

requirement. In other words there is no c~N-force acting on 

a par ticle at r est in the closed Friedmann Universe. The 

c~N-potential given by Eq .(3 .34), for the closed Friedmann 

model , is a l s o zero (taking a o = 1) as required. 

In t he open and flat Friedmann models (K = 1 and 0) we 

replace sin X in Eq.(3.35) by sinhx and X, respectively. Again 

there dono t exist any time-like Killing vectors. The confor­

mally transformed metrics for these cosmological models, with 

the conformal factor given by Eq.(3.42), possess conformal 

time-like Killing vectors given by Eq.(3.43) . The full set of 

Killing vectors are given in Appendix III. I t can be easily 

verified that here again the c~N-force and potenti a l are zero . 



Chapte r 4 

A GRAVITATING SOURCE IN AN EVOLVING UNIVERSE 

The c~N-formalism, applie d t o the Friedmann cosmological 

models, give s the trivial result that, modulo the rescaling , 

particles in a Friedmann Universe experience no force. In this 

chapter a cosmological model is constructed which admits of 
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a conformal time - like Killing vector. It is s hown that a test 

particle in this cosmolog ical model simul t aneously experiences 

a g r av it a tional force and a cos mological expansio n. Such & _ 

situation does no t exist in the models available in the litera­

t u r e, like t he Einstein-strau s mo de l [1 , 15 ]. 

§4.l THE METRIC ANSATZ 

Standard cosmological models evolve with time but have no 

gravitational sources present. On the other hand, the more 

manageable metrics which represent gravitational sources are 

static. A "marriage" of the two types of met r ics has been 

managed by cutting a region out of the Friedmann Universe and 

replacing it by the Schwarzschild exterior metric[l]. At the 



boundary between the two regions a matching condition has to 

be met. Since the Schwarzschild metric does not change with 

time the matching condition is trivial in the coordinates used 

in that region. The metric of the boundary, in the coordinates 

relevant for the Friedmann region, is 

(4.1) 

where n is the cosmological time parameter and Xo the hyper­

spherical angle locating the boundary. 
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In this cosmological model each region has its own geometry 

and neither really influences the other. The boundary between 

the regions does appear to expand according to the Friedmann 

based- observer, but this expansion is no different from the 

expansion of any other hypersurface. A test particle in one 

region experiences only the geometry of that region and is not 

effected by the other region. Thus, the "marriage" does not 

appear to be very fruitful. Admittedly a test particle c ould 

go from one region to the other, but even then it would only 

experience one of the regions at any instant. There would be 

no way to consider a test particle experiencing a gravitational 

force and an expansion of the Universe simultaneously. This 

is an unsatisfactory model in that it does not permit an 

interplay of the effects in any significant way. Here we 

present an alternative way of constructi ng a cosmological model 



satisfactory for this purpose -- though it has weaknesses of 

its own, of course. 

To be able to deal with the effects of both, time-

evolution and a gravitational source, we construct ("by hand" 

as it were) a new metric. The spatial part of this metric is 

the same as the Schwarzschild metric , but multiplied by a 

time dependent scale factor. The time component is the usual 

Schwarzschild metric time component 

d s 2 = e 'J ( r ) d t 2 - a 2 ( t ) (e - 'J ( r ) dr 2 + r 2 ( d e 2 + sin 2 ed <p 2) } • 

(4.2) 

This metric admits of a conformal time-like Killing vector. 

The interesting feature (to be seen later) of this metric is 

that a test particle in this model Universe experiences the 

conformal analogue of the wN-force. 

§4.2 THE STRESS-ENERGY TENSOR 

The method adopted here is to use the metric given by 

Eq.(4.2) with 

e'J = 1 - 2m j r , (4.3) 

and use the Einstein field equations 

(4.4) 

t ·o define the stress-energy tensor . It is realised that this 
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procedure is not generally adopted because any metric would 

automatically yield some stress-energy tensor. Thus, the 

procedure is arbitrary and will, generally, yield a non-

physical stress-energy tensor. The justification for it is 

that we can mimic the features of the Friedmann cosmological 

model in a situation where we have an inhomogeniety and, in 

fact, a gravitational source. 

The surviving Christoffel symbols for the metric given 

by Eq.(4.2) are listed in Apprndix IV. Using these Christoffel 

symbols the expression for the Ricci tensor yields 

= 2a"2l ~VN (r) + v ~ 2 (r) + 2v~(r)/r}eLv (r). _ 3a . /a, 
a ~ , 0 u 

= {aa + 2(a )2}e- Lv (r) - {VN (r) + v~Z(r) 
, U 0 , 0 

+ 2v ~ (r) l 
r J 12 , 

(4.5) 

(4.6) 

R 2 2 = r 2 { a a, 0 0 + 2 ( a , u) 2 }e - v ( r) + (- {I + r v ~ ( r) }e v ( r) + 1 J ( 4 . 7 ) 

R 3 3 = R Z2sin 2e (4.8) 

a , 0 
R = -- v ~ (r) 

o 1 a 
(4.9) 

All other R .. are zero. Incorporating the value of e vCr) from 
lJ 

Eq.(4.3), the above equations reduce to 

1:. {a2a } a ,0 
, 0 

-2v e 

(4.10) 

(4.11) 



~ {a 2a } e-v(r) 
a ,0 0 , 

a 0 
= -1..- v"(r) . a 

In this case the Ricci scalar is 

R = -6 l aa , 00 + (a I Q )2J e - v ( r) 

a 2 
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(4.12) 

(4 .13 ) 

(4.14) 

(4.15) 

In view of Eqs.(4.4), (4 .10) to (4.15) the non-vanishing 

components of the stress-energy tensor are 

(3 / 8 IT)( a o/ a) 2 
TO 0 = ' 

( 1 - 2m/r) 2 
= A (say), 

TIl = -{Ii (Ii a, 0 J , o} 14 ITa 4 

T22 = TIll (r 2 - 2mr) (4.16 ) 

T33 = T22/sin 2e , 

TOI 
( - m 18 IT )( a 0 I a 3 ) 

B (say) = , = 
(r 2 - 2mr) 

§4.3 EVOLUTION OF THE UNIVERSE 

Since the Einstein field equations have been used to define 

the stress-energy tensor, they cannot be used to derive the 

time evolution of the cosmological model. Given the freedom 

of choice of the time evolution we could choose to get rid of 
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some of the components of the stress-energy tensor. The natural 

choice would have been to eliminate TOI, but this would also 

remove the other components. A convenient choice is to set 

TII= 0 (whence T22 = T33 = 0 also) by taking 

= 0 . (4.17) 

Integrating Eq.(4.17) , we obtain 

aCt) = C(t + b)2/3 , (4.18) 

where band C are the constants of integration. By appropriate 

choice of the origin of time we can set b = 0 to obtain the 

time evolution of the f lat Fri~dmann model 

a Ct ) = C t 2 / 3 . (4.19 ) 

We can also consider the choice that Eq.(4.18) is replaced 

by 

(4.20) 

where ~ is a positive o r negative constant. Then, with the 

appropriate choice of the origin of time, integrating Eq.(4.20) 

yields 

( 4.21 ) 

where s has the same s ign as ~. Clearly, if we have s < 0, we 



get a Universe which expands faster than the flat Friedmann. 

Thus, the choice of s here corresponds to the choice of K in 

the Friedmann models, giving a Universe of finite or infinite 

duration and a time evolution sufficiently similar to the 

Friedmann models. It is apparent from this discussion that 

generally we will have a time evolution analogous to the 

Friedmann models, which would be exactly the "flat" case if 

the diagonal stresses are chosen to be zero. For convenience 

we will restrict our attention mainly to the "flat" case. 

§4.4 DIAGONALISATION OF THE STRESS-ENERGY TENSOR 

Let us consider the stress-energy tensor we are left 

with in Eq.(4.l6). It has the zero - zero component A, the one­

one component zero and the zero-one component B. Thus, there 

is an energy and momentum with no stresses. In the appro ­

priate frame there should be no momentum. We can convert to 

a different set of coordinates, "comoving" in some sense, 

in which there would be no momentum, t.e., the off -diagonal 

terms would be zero. 

To find a matrix which diagonalises the stress-energy 

tensor consider the characteristic equation 
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A-A 

B 

B 

-;\ 
= 0 , (4.22) 
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which gives 

(4 . 23) 

The eigen- values corresponding to the abov e equation are 

The eigen-vectors corresponding to A+ and A can be obtained 

by solving 

[

A- A B [Xl = 0 . 

B -A Y 

(4.25) 

This equation readily yields the eigen- ve ctors given b y 

1 1 

x = and Y = ( 4.26 ) 

B/ A 

Normalizing these vectors gives the mat r ix which diagonalises 

the stress - energy tensor 

1 1 

Il+B 2 / A ~ 

(4.27) 

1 1 

11 + A~/B2 

where A± is given by Eq.(4.24). 
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The above coordinate transformation leads to a new set 

of coordinates (T,R) instead of (t,r) given by the transfor-

mation matrix (4.27) . Inverting it we obtain 

dt 1 1 

11 + A~ j B2 

= (4.28) 

dr 1 1 
dR 

11 + B2/ A~ 11+ A~j B 2 

The new coordinates are there fore related to the old coordinates 

b y the transfo rmati on equation 

dt = dT + dR 

11 + B2/ A~ 11 + A~ jB 2 

(4.29) 

dr - dT + dR = 
11 + B2j A~ 11 + A~jB 2 

In view of Eq.(4.19) and the above transformation equations, the 

metric, Eq.(4.2), in the new coordinates becomes 

( 4.30) 

where 

a = (1 - 2mLr) C2t
4j3 

L(1 - 2mLr) 
(1 + B2j A~) (I+B2jA~) 

(3 = C 2t 4 /3 L ( 1 - 2mL r ) (1 -2mLr) ( 4.31) (1 + A~ jB 2 ) (1 + A~ jB 2 ) 
, 

Y = 
C 2t 4 /3 / (1 - 2mL r) + (1- 2mLr ) 

12+BZ j A~+A~ / BZ 12+B2j A~ + A~ / B2 



In these messy coordinates the diagonalised stress-energy 

tensor takes the simple form 

"- "-

TIl = A(l - /1 + 4B2/A2)/2 

"\ 

l 
j 

Here the zero-zero component gives the energy-density as a 

positive quantity and the one-one component gives a negative 

radial pressure. Notice that 

B = - m 121TC2r 2 t (1 -2m/r) ' { 
7/3 }-l } 
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(4 .32) 

(4.33) 

Clearly, for large values of t , B/A is small. Thus asymptotically, 

we have 

T ll t-8/3 
'V • (4.34 ) 

Writing the stress-energy tensor in the form 

(4.35) 

where p is the energy density, ua the four-velocity and sat the 

stress-tensor, we have 

a a /;g:-;~ A 

U = S g 00 
(4 . 36 ) 

Thus, the energy-density becomes 

(4.37) 



Notice that the energy-density is a decreasing function of 

time ' and position in this model, as is the pressure. If the 

diagonal components of Eq.(4.l6) had not b ee n removed we could 

have had an anisotropic pressure with non -radial components as 

well. In that case the pressure would have "caused" the 

Universe to collapse if s < 0 or expand faster if s > O. It 

must be admitted that the dependence of density on the radial 

parameter makes the model unrealistic. 

§4.5 THE GRAVITATIONAL FORCE AND POTENTIAL 

To be able to discuss the gravitational force experienc~d by 

a test particle in the space - time given by Eq.(4.2), we look 

for a time-like Killing vector. Since the above metric, Eq.(4.2), 

possesses only a conformal time-like Killing vector (Appendix V) 

we must turn to the c~N-formalism[14) developed in the last 

chapter . 
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The complete set of conformal Killing vectors is, (Appendix V) 

o 
-a 
k = (4.38) 

for the conformal fae,tor a- 2 (t) .Here we can take a
1 

= a
2 

= a
3 

= 0 



and a o = I for the definition of the required time-like 

Killing vector. The c~N-potential given by Eq.(3.33) yields 

the value 

-
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<p = -mjr (4.39) 

giving the c~N-force 

F. = -m j r26~ , 
l l 

(4.40) 

which is the usual gravitational force. 

The c~N-force is the conformal generalisation of the relati-

vistic analogue of t he Newtonian force of gravitation. The fact 

that we get the usual Newtonian force, as happens for the 

Schwarzschild metric, shows that our metric does, infact, give 

the effect of a gravitating particle of mass m. However, to be 

able to define "force" we need to have a well-defined "energy". 

Since energy can only be well-defined if there is time-transla-

tional invariance, the usual definition of energy does not apply. 

Instead the energy of a test particle is defined in terms of a 

scale factor. In the sense in which the energy is defined with 

scaling, the gravitational potential, and force, are defined 

without that scaling. 

The choice of the Schwarzschild factor, taken in Eq.(4.2), 

was not forced on us. We could have taken for example, the 
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Reis s ne r - Nor d s t rom fact o r 

( 4.41 ) 

This would change the value s of A a nd B a nd also of the s t res s -

energy tensor components. However, the re would be no d i fference 

in the basic features of the cosmologi c al model. As such the 

undesirable feature of too much freedom of choice in the model 

extends to the r - dependence. Nevertheless, the model is useful 

to see how forces can be dealt with in genuinely time - evolving 

situations. The force corresponding to the choice given by 

Eq . ( 4 .41) is 

F . = - mj r 2 + Q 2 j r . 3 
1 

(4 . 42) 

a s was fo u nd f o r the Reissner-Nordstrom geometry [3,4] . Of course, 

no such model can be put forward seriously due to the global 

r equirement of ch arge neu trali t y. 



Chapter 5 

SUMMARY AND DISCUSSION 

In an attempt to understand Relativity in terms of forces 

and potentials the ~N-formalism was developed[3,4]. Thi s formalism 

provided an operational definition of the relativistic analogue 

of the gravitational force as would be seen by a freely falling 

observer (Chapter 1). It required t h e existance of a time-like 

isometry. However, there are space-times which do not have any 

time-like Killing vectors but do possess conformal time-like 

Killing vectors. Therefore, the energy of a test particle is not 

well-defined. However, a conformal analogue of energy was defined 

in these space-times ( Chapter 3). It provides t he usual definition 

of energy with, however , a time depe ndent scale factor. 

This (c~N) formalism has been developed for those s pace­

times whose met rics are a conformal generalisation of Carter ' s 

circular metrics[13]. This generali sation led to an interesting 

result (Chapter 3) regarding these metrics. The conformally 

generalised circular metrics admit of a conformal time - like 

Killing vector which could be chosen to depend only on time. It 
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turned out that these space - times admit of a conformal analogue 

of ~N-forces and potentials[14]. 
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These results were applied to the three Friedmann cosmological 

models which possess only a conformal time-like isometry. It was 

found (Chapter 3) that the c~N-force exper ienced by a stationary 

particle is zero, exactly as would be required. 

To obtain a non -zero c~N-force a new cosmological model 

needed to be constructed. For this purpose we considered a gravi­

tational source in a time-evolving situation. The metric of this 

cosmological model was obtained by constructing a cross between 

a Friedmann metric and a Schwarzschild metric [16] (Chapter 4). The 

result was a metric which could be chosen to evolve like a flat 

Friedmann Universe. The distribution of matter was unsatisfactory 

for any realistic cosmological model. In appropriate, comoving, 

coordinates we found that there was a radial pressure acting 

inwards. The appropriately scaled (conformal) definition of the 

gravitational force is just the Newtonian gravitational force. 

Here the model Universe constructed has a single gravita­

tional source with a distribution of dust throughout the r~_st of 

the Universe. If a more realistic model were sought it would have 

to allow many gravitational sources with a distribution of dust 

between them. Our purpose, here, was not to construct a realistic 

cosmological model, but merely a toy model showing some essential 



features. As such we have not computed, for example, the volume 

of the model Universe in any of the cases, etc. 

It would be of interest to extend our analysis to the 

Reissner - Nordstrom metric crossed with the Friedmann metric, as 

indicated earlier. The problem here is the requirement that the 

Universe be charge neutral. Thus, two sources would have to be 

taken, one positively and the o the r negatively charged. Of stOll 

greater interest would be an attempt to use the Kerr metric 

instead. New features of the c~N-force could be expected to 

emerge there and the pressure structure should be particularly 

interesting. It is also necessary to look a t the gl obal aspects 

of such models. 

A question which still remains open is to consider a more 

realistic model which has many discretely distributed gravita­

tional sources in it. One of the possible ways to try this 

problem is to consider two source patched together . The gravi ­

tational effects of each of the sources can then be looked at. 

A hope has been expressed [4] that a theory of gravitation 

depending on the variation of a scalar field could be developed. 

Such a theory would have to incorporate time variation of the 

scalar field. As such the c~N-formalism would ultimately have to 

be used in such attempts . 
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Also of interest is the connection between the reduction 

of symmetry and the number of independent Killing vectors (Chapter 

2). Can one reduce symmetry steadily from 10 to 9 etc. down to 

l? The approach to answer this question would be to restrict 

our attention to the case of spherically symmetric and static 

metrics and see if we can proceed steadily down to 4. If not 

we can then remove the restrictions and then see if the gaps 

can be filled in. It is hoped that such a procedure would lead 

to fresh insights into the structure of space-times. 
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APPENDIX I 

In the Friedmann cosmological mode ls kO = 0 (section 3.4). 

Therefore, for the met r ic tensor given by Eq.(3.35), the 

Killing equations give 

(i =1,2,3. ) ; (I .1) 

kl = 0 
, 1 

( I .2) 

kl + sin 2 x k 2 = 0 
,2 , 1 

(1.3) 

kl + ,sin 2 X sin 2 e k 3 = 0 , 3 , 1 
(1.4 ) 

k 2 + Cot X kl = 0 
, 2 

( I .5) 

(1.6 ) 

k 3 + Cot e k 2 + Cot X k 1 = 0 
, 3 

(I .7) 

Eqs.(I.l) and (1.2) give 

( I .8) 

Differentiating Eqs.(1.3) and (1.4) with respect to X and using 

Eq.(I.2) yields 

k 2 = -b (e,~) Cotx + C(e,~) (1.9 ) 

k 3 = - d ( e , ~) Cot X + f ( e , ~ ) . (1.10) 



Now (to check consistancy ) Eqs.(1 . 3) and (1.4) give 

b(e,cp) = _ aA ( e,cp) 
ae 

aA ( e, cp) 
d (e , cp) > = - sin 2 e a cp 
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(1.11 ) 

(1.1 2 ) 

Eqs.(1.11) and (1.12) with Eqs.(I.9) and (1.10) together give 

k 2 = aA( e, cp ) Cot x + C( e, cp ) 
a e 

A( e , CP ) Cot xcosec 2 e + f( e, cp ) 
acp 

Now differentiating Eq.(1.15) with respect to X and using 

Eqs.(1.12) and (1.13), we get 

A(e,cp) = g ( cp )cose+ h( cp)sin e , 

(1.13 ) 

( I .14 ) 

( I .15 ) 

and C is a function of cp only. Using Eq.(I.15), Eqs.(1.8), 

(1.13) and (1.14) yield 

kl = g( cp)cose + h( cp ) sina 1 

k 2 = (- g(cp)Sin e+ h(cp)COS e)cot x+C( CP ), l (1.16) 

k 3 = l ag(<j» cos e + ah(cp) sineJ)cotxcosec2e 
3CP a cp 

+ f( e , cp ) . J 

Then Eq.(I.6) gives 

f ( e , cp ) = a ~ ~ cp) Co t e + j ( cp ) , (1.17) 

and g is a constant, a l . Now Eq.(1. 7) g ives 
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} (I .18) 

and j is a constant, ao' Using Eqs.(I.18) and (I.16) yield the 

six Killing vectors 

kl = (a1cose + (a 2 c oscp + a 3s in cp )sin e J 

k 2 = l-a1sine + ( a 2coscp + a 3sincp)COse)cot x 

+ ( a
4
coscp + assi n cp) , 

k 3 = (- a 2s incp + a
3
coscp)cotxcosece 

+ (-a 4 sincp + asCoscp)Cot e + ao ' 

(I.19) 

j 
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APPENDIX II 

Consider the conformally transformed (with the conformal 

factor given by Eq.(3.42)) clo sed Friedmann metric. The 

conformal Killing equations are 

kO I kO = aCt) la(t); , ° , 0 
(11.1) 

(11.2) 

(11.3) 

(11.4) 

kl = 0 
, 1 

, (11.5) 

kl + sin 2 x k 2 = 0 
,2 1 

( 11.6) 

kl + sin 2 xsin 2 e k 3 = 0 3 , 1 
(11.7) 

k 2 + Cotx kl = 0 
, 2 

(11.8) 

k 2 + sin 2 e k 3 = 0 
, 3 , 2 

(11.9) 

k:l + , 3 
Cot e k 2 + Cot x kl = 0 (11.10) 

Eqs.(II.l) and (11.5) give 

(11.11) 

(11.12) 

Differentiating Eq.(II . 6) with respect to X and using Eq.(II.5) 
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gives 

k 2 = - Cot x C(t,e,~) + D(t, e,~ ) . (1 1.13 ) 

Eq.(11.7), when differentiated with respect to X, and compared 

with Eq.(1I.5) gives 

k 3 = - Cot x E(t,e, ~ ) + F(t, e,<p ) . (I1.14) 

To check consistancy use these results in Eqs.(1I .6) and 

(IL7) to get 

C(t, e, <p) = - aB(t,e,~ ) 

} 
a e 

E(t,e,~) = - B(t, e,~ ) 
a~ 

Using Eqs.(11.15) in Eqs.(11.13) and (11.14) give 

k 2 = aB (t, 8,~ ) Cot x + D(t, e, <p ) 

} 
a e , 

k 3 = aB ( t,e,~) Cot xcoseC' ~ e + F(t, e, <p ) a<p 

Eq.(11.8) together with Eqs.(11 . 12) and (11.16) give 

Thus, 

B(t, e,<p ) = G(t,<jl)COS 8 + H(t, <jl )sin e 

} 
, 

D(t ,e,~) = j(t ,<jl ) 

Eqs . ( I I .16 ) and (11.17) give 

k 2 = l-G(t, ~ ) Sine + H( t,~ )CO S8) cot x + j(t, cp ) , 

k 3 = ( a G(t,~) cose + aH(t ,cp ) sin eJcot xcosec2 8 + 
a<jl a<jl 

(IL15) 

( 11. 16) 

(11.17) 

t(Ir .18) 

F(t, e,<jl )J 
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Eqs.(II.9) and (II.18) imply that 

G(t,<j» = i(t) , 

F(t,e,<j» = Cote aj~~,<j» + t(t,<j» . 

'\ 

J 
(II.19) 

Thus, using Eqs.(II.17 ) and (II.19) in Eqs.(II.12) and (II.18) 

give 

i(t)cose + H(t, <j»sine , 
'\ 

k 2 = l - i(t) Sine+H(t,o)Cosejcotx+ j( t,o) l 
k 3 = aH~~, <1» Cotxco.sece + aj~~, 0 ) Cote + i tt, 0 ) · J 

Taking Eq.(II.IO) and using Eq.(II.20), we get 

H(t,<j» = m(t)cos<j> + n(t)sin<j> 1 

I 
J 

j(t,<j» = p(t)cos<p + q(t)sin<j> , 

t(t, <p) = r (t) . 

Using Eqs. ( II.21) in Eqs.(II.20) give 

kl = i(t)cose+ (m(t)cos <P+n (t)Sin<pJsine 

k 2 = (-i ( t ) Sin e+ {m(t)coG<P+n ( t ) Sin<p}coseJcotx 

+ {P( t)cos<P + q(t)Sin<j>} , 

k 3 = {- m(t)Sin<P + n ( t)cos<j>}cot xcosece 

+ {-P (t)Sin <P + q(t)COS<P}cot x + ret) . 

1 

l 

(II.20) 

(II.21) 

( II.22) 
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Consider Eqs.(11.2) which gives 

A( e A.. ) = (t) (ai(t) c e + Samet) A.. + an(t) x,,'!' xa at os l at cos,!, at 

x sin<j> }sine J + u( s, <j» (II.23) 

Eq.(11.23) implies that 

i(t) f 
a dt + 

1 
= aCt) a 1 

met) = J 
(3 dt + aCt) a 2' 

I 
J a (\) dt n( t) = + a 3 • 

J 

(11.24) 

Using the values of k O and k 2 [keeping in view Eqs.(II.23) and 

(II.24)] into Eq.(II .4 ) we obtain 

({-aSine + «(3cos<j> + YSin<p)COsS}(X-XinxCOSX) + au~~,<j»)cosec2x 

- l ap (t) cos<p + aq(t) sin<p)Ja(t) = 0 . 
at at 

This equation is satisfied if 

a = (3 = y = 0 

~ (II .25) 
ap(t) = aq (t) = au(s , <j» 

= o . J at at ae 

Thus, p = (l,4 and q = (l,s ( I I .26) 

and u is a function of <j> only. Eq.(II.4) gives the constraint that 

ret) and u(<j» are constants. Choosing ret) = Ct 6 and u = ao' the 

Killing equations give 
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k O = aOa(t ) 

kl = a 1 cos e + ( a2c os~ + a3sin~ )sin e , 

( ) 
k 2 = l - a1sine + ( a2cos~ + a 3sin ~) cos 8 J Cot X 

l (II. 27) 
+ (a4cos~ + a5sin~) , 

I 
k 3 = ( -a2si n~ + a3c os~)Cot xcosece 

+ (- a 4sin ~ + a5cos~ )Cote + a
6

, 
J 
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APPENDIX III 

The complete set of Killing vectors for the flat Friedmann 

(k = 0) model are 

kl = a 1 cos e + ( a 2COS </> + a 3sin</»sine 

k 2 (-a1sine ( a 2COS</> 
11 

= + + a 3sin</»cose Jx 
(11I.l) 

+ ( a
4

CoS</> + assi n </» , 

k 3 = ( -azsin</> + 1 
a 3c OS </» cosec 8 ·x 

+ (-a 4 s in</> + asCOS </»Cot 8 + a G· 

The complete set of Killing vectors for the open 

Friedmann (k = 1) model are 

( 111.2 ) 

J 

The complete set of conformal Killing vectors for the flat 

Friedmann model , with the conformal factor given by Eq.(3.42), are 



k O :::: a(t)la o + {a1cose + ( a 2c os ¢ + a 3Sin¢ )Sine}x), 

kl :::: 3/a(t)la1COSe + ( a 2c os ¢ + a 3Sin¢)SineJ 

+ ( a
4
cose + (a

5
cos¢ + a 6Sin ¢)Sine) , 

k 2 :::: 3l:a(f)l-a 1sine + (a 2cos¢ + a3Sin¢)COse)~ 

+ l -a 4 Si ne + (ascos ¢ + a5Sin¢ )COseJ~ 

3 ~t ( .' ,!,)cosec e + ( .,!, :::: Va~~) -a 2s1n¢ + a3Cos~ X -assln~ 

+ a 5Cos¢) co~ece + ( -a
7
s in¢ + ascos¢)Cote + a

9
. ] 
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(111.3) 

The complete set of conformal Killing vectors for the open 

Friedmann model, with the conformal factor given by Eq.(3.42), 

are 

k O :::: aoa(t) , 

kl ::::la1cose + (a
2
COs¢ + a3sin¢ )sine J , 

(-a 1 sin e + 
1 l k 2 :::: (a

2
COS ¢ + a3sin¢ )CoseJCothx 

I 
(111.4) 

+ (a
4
COS¢ + assin¢) , 

k 3 :::: (-a sin¢ + 
2 

a3cos¢)Cothxcosece 

] 
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APPENDIX IV 

The non -vanishing christoffel symbols for the metric 

given in Eq.C4.2) are: 

r O = v'"Cr)/2 
1 1 

, 

r0
22 = r 2 aCt)aCt) e - vCr ) 

, 0 

rO = rO sin 2e 3 3 22 , 

r 1 
ou = v'" Cr) e2v Cr)/2a 2Ct) 

r 1 1 ° = r 2 = r3 = aCt) o/ a Ct) 20 30 , 

r 1 1 1 -v'" Cr)/2 

r 1 = -re vC r) 
22 , 

r 1 33 = rl sin 2e 
22 , 

r 2 = r 3 3 1 = l / r 
L 1 

, 

r 2 = -sinecose 
33 , 

r 3
32 = Cot e J 
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APPENDIX V 

The conformal Killing equations for the zero component of 

the conformal Killing vector of the metric conformally related, 

by the conformal factor a- 2 (t), to the metric given by Eq.(4.2) 

(suppressing the tilde) are 

kO , vCr) 1 kO 
aCt) a 3 (t) + v ( r )e k + ,0 = 0 , ° 2 a 2 (t) , (V.l) 

kl = a- 2(t)e 2v (r) kO 
, Q , 1 

(V .2 ) 

k 2 = a- 2( t ) r- 2 e V( r ) kO 
, ° ,2 

, (V.3) 

(V.4 ) 

The Killing equations for spatial components are: 

(V .5) 

These Killing equations are exactly the same as the Killing 

equations of the s patial components of the Schwarzschild met ric. 
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Thus, the Killing vectors of the spatial compon e nts for the 

conformally transformed metric 

(V . 6) 

are 

o 

(V . 7) CL 1COS <jJ + CL2 sin <jJ j 
l< -a jSin . + a,cos. leot a + a, 

In view of Eq.(V.7) , Eqs.(V . l) to (V.4) g i ve 

aCt) , ° (V .8 ) 

(V .9 ) 

Integrati n g t in Eq.(V.8 ) readily yields 

k O = f(r ,e , <jJ ) a (t) (V.lO) 

Eqs.(V . 9) and (V.lO) imply that f is a c onst a nt CL
O

' Thus , t he 

conformal time - like Killing vector, for the conformally trans -

formed metric, Eq.(V.6), is 

(V . ll) 

Now the conformal transformation, since i t on l y involves 

a time factor, does not change the spatial Ki lling vectors [14 ] . 
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Using this fact in the one-one Killing equation for the metric 

given by Eq.(4.2), we see that in the untransformed case, we 

get 

(V.12) 
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A prescription for n-dimensional Vierbeins 

By Ashfaque H. Bokhari , Mathematics Dept. , Q uaid-i-Azam University, 
Islama bad, Pak istan, and Asghar Qadir *), Internationa l Centre 
for Theoretical Physics, Trieste, Ita ly 

Wit h the advent of supe r gravity theories [1] the Vierbein fo rmalism [2] has come into 
ex tensive use. Basically a Vierbein , e;" converts a fl a t metric in Ca rtes ia n co-ordi nates, g ij' 

into a genera l metric, {J ab ' acco rding to the eq uat ion 

(1 ) 

In some sense, then, the Vierbein may be regarded as a "four-di mensio na l sq ua re roo t" 
of the genera l metric tensor. In fact this a pplies in mo re or less the same sense tha t the 
Di rac spinor is rega rded as "the square root of the M inkowski 4-vet:tor". The curved 
space-time generaliza tion of the fl a t space- time Dirac matrices, Yi' given by the commuta­
lion rela tions, 

(2) 

tra nsform accord ing to the rule 

(3) 

T hese generalized ')I-matrices are freq uency used when deali ng wi th spinor fie lds in 
genera l rela ti vity [3]. It wo uld be useful to be able to write dow n Vierbeins in an a rbitra ry 
space-time. Furt her, highe r di mensiona l Vierbeins would be useful when deal ing, for 
example, wi th the eleven-dimensional supergravity which reduces to SU (8) supergravi ty 
[4], or in higher d imensiona l theories of the Kaluza-Klein variety such as those of Chodos 
and Detweiler or Halpern [5]. In this paper we provide a prescription to be able to write 
down a Vicrbein given a metric in any number of dimensions. 

Before going on we need to introduce certain notation. To make that notation clear 
we shall first discuss the Vicrbein prescription in 2-dimensions in full detail , in 
3-dimensions in somewhat less detai l, and in 4-dimensions in much less detail. F irst we 
notice that fo r a diagonal metric tensor in an arbit ra ry number of di mensions the 
Vierbei n can always be written as 

(4) 

where we have d ro pped the summation convention fo r the present. Notice tha t we could 
have other solutions in which the Vierbein need no t become the identity when we revert 
to fl a t space in Cartesian co-ordina tes. We shall no t be much concerned with such 
prescriptions, but shall require that our genera l prescription reduces to Eq. (4) in the case 
tha t the metric tenso r tends to the diagona l form. 

+) Permanent address: Mathemat ics Department, Q ua id-i-Azam U nivers ity , Islamabad, Paki-
sta n. Also, the Centre or Basic Sciences (UGC), Islama bad, Pakis tan. 
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For a two-dimensio nal Riemannian metric the re are two prescriptions for the Vier­
be in whieh sa ti sfy o ur c rit e ria 

ei = (± JYI I ± !J 1 21IYI ~ - - ) (i (/ = I 2) 
" 0 ±j("I/I I !I 22- !J~ 2 )/(J11' , 

(5) 

and the equival en t ex pressio n o btained by interchangin g {l ll and {l 22' An example of the 
type of Vierbein which we a re not bothering about here, is 

(5') 

Notice tha t the diagonal elements of the metri c tensor cannot be zero here. Notice, a lso, 
that the signs of each row must go together (positive wi th positive and negative with 
negative) but for separat e rows are independent. 

If the metric is non-Riemannian (writing the co-ordina tes as 0 and 1 co-o rdinates), 
the Vierbein will now be written as 

,i = (± JO::o ± ?iol l J'ioo __ ) (. = 0 1) (5") (" 0 ( 2 ) I, (( ,. ± 001 - 900011 1000 

In thi s case the diagonal e lements of the metric tensor call be zero. If !J II = 0 no problem 
arises, but if goo = 0 we have to interchange goo and - {}II in Eq. (5"). (H ere we ha ve 
taken the conventio n that the metric is positive for a time-like vector). In th e ease that 
both the diagona l components are zero, the Vierbein components mLl st sat isfy the equa­
tions 

(5''') 

none of whose infinit e ly many solutions can satisfy our earlier requirement s. 
We now present some nota tion whieh will be used shortly. Consider the en tire 

(sy mmetri c) matrix Yo" (a, b = 1, ... , /1). We sha ll denote the determinant o f the submatrix 
composed of the first m rows and m co lu mns by D (/11) . The determina nt of the submatrix 
obta ined by replacing the p'h row (p ~ 11/) by the correspo ndin g part of the j'1t row of the 
entire matri x will be denoted by D (11/), and the determinant o f the submatri x obtained by 

p -j 

replacing th e q'h column (q ~ m) by the co rresponding part of the k'lo column wIll be 
'I ·k 

denoted by D (11/). We are now in a positio n to ge llera li/.e the two-dimensional pre-
scription to higher dimensions. 

The required three-dimensiona l Vierbeins in a Riemannian space are 

± D(l) ± D(l) ± D(I) 
1 - I I - . 2 I - . J 

yfD(l) --:jD (1' ) j D(1) 

± D(2) ± D(2) 

ei = 0 2-2 2-+3 (6) a 
J D(1) . D(2) J D(l). D(2) 

± D(3) 

0 0 3-3 

J D(2). D(3) 

provided that D(l), D(2), D(3) 4= O. Clea rl y D(3) 4= 0 if the metric is nonsing ular. We a lso 
have prescriptions which inte rcha nge the 1,2,3 co-o rdin ates. Even if one of the prescrip­
tions goes singula r, one of the others must be non-singul a r in the Riemannian space. For 
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a pseudo-Riemannian space thi s need not be true. Nevertheless, there will ex is t the 
sol utions which we arc di scardin g on aeco llnt of ollr criterion. Fo r example 

eg = 2Yo l YOZ / (J03 = ± e~; e6 = e: = d = a;} (6') 
e? = Y03/2 Y02 = ± et; e~ = (J 03 / 2 Yo I = += e~ , 

where goo = gil = g22 = 0 and the Cartesian metri c signature is (+, - , - ). We will not 
discuss such soluti ons further. 

For the four-dimensional Vierbeins in a Riemannian space t he required prescri p­
ti on is 

f) (I) f) (1) f) (1) f) (I) 
I - I 1 ~2 I • J I ' 4 

JD(1) j D(1) forD D (I) 

D (2) D (2) D(2) 

0 2- 2 2-3 2 ·4 

e i = 
j D (1) . D (2) j D(I). D(2) J D(I) . D(2) 

(7) II 

D (3) D(3) 

0 0 3 - . 3 3 - 4 

j D(2).D(3) J D (2) . D (3) 

D (4) 

0 0 0 4 '4 

where the sign ambiguity is left implic it for convenie nce. Again, the required prescriptions 
will be given by Eq. (7) a nd all possible relabellings of the co-ord ina tes. We assume that 
there will exist one prescription, at least, which is non-si ngular, i.e. we are not dea ling with 
the cases where thi s assumption does not ho ld . 

To be able to write the formulae for the Vierbeins more compactly we deflnc 
D(O) = + 1 in a Riemannian space and - 1 in a space-tim e. More general cases can be 
similarl y dealt with . The pattern emerging leads us to expect that , given an n-dimensional 
metric tensor, go'" such that for some suitable numbering o f co-ordinates D (1/1) '1= 0 fo r all 
It! ~ n, our Vierbeins will be given by 

,~ : :~(:)I j D (i - t) D (i) : ~ : } (8) 

To verify th is conjecture co nsider the expression 

(9) 

where Yij = 1 ifi = j and 0 otherwise (or with - 1 ins teacl of I for the space co-orcli nat es 
in a space-time metric). We want to verify that G"" = y",}, This would be done by ex pand ­
ing Eq. (9) using Eq. (8) and verifying that the coefficient of (f"" is unity a nd of all (f"" (' '1= a, 
d =r h is zero. Now, from Eq . (8), the sllmmation is over al l i ~ II and j ~ h. Thus 

inf(u.") D (i) . D (i) 
Gab = L i • (l ;. b 

i ~ I D(i - 1) · D(i) 
(10) 

Let a = inf. (a, b) . Then, expanding out for i = a we have 

D (a) a - I D (i) . D (i) 
G = u -+ b L i - a i - It 

ab D (a - 1) + i ~ I D (i - J) . D (i) . 
(11 ) 
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Now the first term on the ri ght-hand side of Eq. (11 ) can be ex panded to give 
tI 1 i 'a 

f) (a ) -- 11 ,, /, . f) (a - I ) + L l1il>' f) (a - I )· ( - I )" , 
t/ . /1 i - I 

Inserting Eq. (1 2) inlo Eq. (II) we sec that 

" I 1 f) (a - I ) 
(;",, = 1/,,/, + iL, ( - I)" i· yd,· f)/a '~ I ) 

f) (i) , O(ij 1 

t- f)/i ~'I)'.·;;(i) . 
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(12) 

(U) 

We now have to demonstrate tha t the te rm in the bra ckets, call it N,,/» is zero. Aga in 
ex panding fo r i = (f - I 

O(a - I ) 0 ((/ - 1)·0((/ - 1) 

""I> = - (/ " 
I '(I 0 - 1 ' l i tI I ./, 

I I> I + -( 2 . O (a - ) Oa - )· O(a - I ) 

J 1- D ((f - I ) D (i) . D (i) 1 

+ :~~ I1d,' ( - I)" i O(;,- '~ I) + O/i ~ I)i . ";(i) . (14) 

Using Fq. (1 2) with (f rcplaeed by (f - 1 for the second term in Eq. (14), we ~ee that the 
coefficients of iJ" 1.11 cancel and we get 

(15) 

This procedure can be repeated for the coefficients of [/,, - 2. b' fI,, - 3.b and so on by 
expanding out i = (f - 2, i = (f - 3, and so on, successively. In the first case we ge t a 
determinant which is zero, in the next two determinants which cancel , in the nex t a 
determinant of determinants which is zero, and so on. We can continue thi s proced ure 
till we reach {f 3'" for which we already know the formula works, fro m Eq. (7). Thus we 
see that G,,/, = I/"h and so the Vierbeins a re given by Eq . (8). 

Apart from the main theme of this paper there a re two poi nts of mat hemati ca l 
interest in a prescripti on fo r writing down Vierbeins. The fi rs t po in t is tha t we have 
provided a procedu re for eva lua ting the "square roo ts" of a symmetric ma tri x. It is 
immediately appa rent that there a rc many li nea rl y independent square roo ts of symmet­
ric matri ces. It would be interesting to find out the number of linea rl y independent 
Hermiti a n square roots of unit y fo r an 11 x 11 identit y mat rix. Fo r the 2 x 2 case there a re 
the four Pa uli spin matrices. What do we have fo r higher dimensions? 

The second point of interes t is the fact tha t the Vierbein may be rega rded as a 
co-ordinate t ransformation. Thus we can write 

1:';, = 'O lli/OX" . (16) 

Reading Eq. (16) with Eq. (I), we would ha ve a se l of 11 ( 11 + 1)/2 non-linea r, partial 
differentia l equations of the 11 fun ctions '/, of the II va ri a bles x", in terms of the 11 (II + 1)/2 
fun ctions (/,,/, (.\1" )(11 ~ (f). In the case of a Riemann ian met ri c we ge t ellirtical equations 

" L (aui 10.\")(01/ /oxb) = iJ" II (XC) (17) 
i = I 


