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PREFACE 
The modular group PSL(2 ,Z) has a long and rich history. It is'one of the most useful linear groups. It 
is a free product of two cyclic groups of orders 2 and 3. The finite presentation of PSL(2 ,Z) is 
< x,y : x2 = y3 = 1 > where x and y are the linear-fractional transformations defin ed by z ~ -=1 

and z ~ z~ 1 respectively. By adj oining a new element t : z ~ + with x , y, we obtain a finite 
presentation < x, y , t : x 2 = y3 = t2 = (xt)2 = (yt) 2 = I > of the extended modular group 
PGL(2,Z) . 
The actions of PSL(2 ,Z) on various sets and spaces have produced enormous bulk of significant 
results. Graham Higman has defined coset diagrams specifically for PSL(2 , Z) which are extensively 
used by a number of researchers to study the actions of PSL(2, Z). The coset diagrams for the action 
of PSL(2,Z) on the projective lines over Galois fields Fp are finite and give interesting and useful 
group-theoretic information. 
In this dissertation, we have used these diagrams to find the number of subgroups of a given index in 
the modular group. 
Our dissertation consists of four chapters. 
In the first chapter we have given definitions. We also describe some related groups which are 
referred to in the work. 
The second chapter consists of the graphica l aspects of the groups and a brief historical description 
of evolution of coset diagrams. We have given here the coset diagrams for PSL(2, Z), action of 
PSL(2,Z) on projective line over Galois fields Fq, q is power of prime and parametrization by G. 
Higman. 
In chapter three we have defined coset diagrams for the action of PSL(2,Z) on PL(Fp) and proved a 
number of theorems wh ich help us to count subgroups of PSL(2,Z) through the use of coset 
diagrams for the action of PSL(2,Z) on PL(Fp). Our main result is also contained in this chapter. 
In chapter four we have formulated a program written in TC++ to find p'ermutation representations 
of the actions of PSL(2, Z) on PL(Fp). This program also, helps us to obtain coset diagrams. 
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Chapter 1 

Groups and Actions 

In this chapter we have given the definitions referred to in this work along with a few examples 

to illustrate these definitions. A particular emphasis is placed on the modular group PSL(2, Z). 

Moreover, we have described Galois fields , Free product , Kurosh subgroup theorem, Modular 

group, Triangle groups, Projective line over the Galois fields and Transitivity. 

1.1 Galois F ields 

The ring Z of integers induces a natural ring structure on Zn = Z/nZ, the integer modulo n; 

if n is a prime p, then Zn is, in fact, a field under this structure. They are known as Galois 

fields also. Now the set (ZnY of sequence (aa, aI, ... , ar-l), eLi E Zn, has an additive structure 

in which addition is performed coordinate-wise, and when n is a prime p , this set may be 

given a multiplicative structure which makes it a field. This is done by identifying the sequence 

(aa, eLl, ... , ar-l) with the polynomial aa + alt + ... + ar_Itr- 1 in the ring Zp [tJ. 

Choosing a polynomial f (t) E Zp [tJ of degree T which is irreducible over Zp (that is, has no 

zeros in Zp ), and defining multiplication to be polynomial multiplication in Zp [tJ followed by 

reduction modulo f (t). The polynomial t, or the sequence (0 , 1,0, ... ,0) , has the property that 

it is an element of the field, which is called GF (pr), can be written as 0, t, t 2 , .. . , tpr 
-2, tp" - l = 1. 

For example, to construct GF(32), note that t 2 + 2t + 2 j's jrred ucjbl~ over Z3 = {O, I , 2}. Thus 

GF(32 ) may be listed as follows. 

2 



i 0 t t2 t 3 t 4 t 5 t 6 t 7 t 8 

1:/, 0 t t + 1 2t + 1 2 2t 2t + 2 t + 2 1 

'/,'/,'/, (0,0) (0 , 1) (1,1) (1,2) (2,0) (0,2) (2,2) (2,1) (1,0) 

We summarize the relevant properties of the Galois fields as follows. 

1.1.1 Remarks 

1. There is a Galois fi eld with q elements if and only if q is a priI:ne power , q = pro 

2. If F is a Galois field with pr elements, F = GF (pr) , in partjcular , the construction 

GF (pr) is independent of the choice of irreducible polynomial. 

3. The multiplicative group of G F (pr) is the cyclic group Zpr - 1 . A generator of this group 

is called a primitive element of GF (pr) . The group of field automorphisms of GF (pr) is 

cyclic group generated by the automorphism x I----) xP . 

1.1.2 Example 

Let Fq be a fi eld of order q, the mul t iplicative group F; of non-zero elements of Fq is a cyclic 

group of order q - 1. The elements of Fq are roots of the polynomial xq - x. For example, 

F; = {1 , 3,2, 6, 4,5} = {a6 = 1,a,a2 ,a3 ,a4 ,a5 } , where a = 3 is the primitive element of F; . 

1.2 Projective Line over the Galois Fields 

Let q be a power of a prime p, that is, q = pn for some positi ve integer n. Then PL (Fq) , the 

projective line over the Galois field Fq contains the elements of Fq , together with the additional 

point 00. If n = 1 then Fq is {I, 2, .. . ,p}. Let V be a vector space over a field F, V * = V - {O} , 

and suppose x, y E V *, then the statement " for some .A E F* = F - {O} , x = /\y" defines 

an equivalence relation on V *, and the set of equivalence classes is called the proj ective space 

PG(V). We shall denote the class of x E V * by [x] E PG(V) , and define a subspace [U] of 

PG(V) , to the image of a subspace U of V under the map x -'> [xl. For geometric reason it 
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is convenient to say that if U has dimension k then [U] has (projective) dimension k - 1; in 

particular if V = V(n,,g), we write PG(if) = PG(n - I , q). 

As an example, consider V = V(3, 2). This has 7 non-zero points, each of which is equivalent 

only to itself, since F* has only one element. A plane (2-dimensional subspace in V(3, 2)) 

contains 3 non-zero points and defines a line (I-dimensional subspace) again with three points 

in PG(2,2). If we choose a basis in V(3,2),that a point x has coordinates (XO,XI,X2) , then 

writing [x] = [XO, X l , X2] we may represent. the points and lines of PG(2, 2) as in t he diagram; 

[1,0,0] 

[0,1,0] [0,1,1] [0,0,1] 

Figure 1.1 

which gives a representation of the project ive plane PG(2, 2). 

vVe take V = V(2, q) for a vector space of dimension 2 over a Galois field Fq . V has 

q2 elements. The projective space over if = V(2,q) is the PG(l,q) (called the projective 

line P L(Fq)) has q + 1 points. It may be represented by q symbols [1, z], (where z runs 

through Fq) and the additional symbol [0, 1]. We often think of PG(l,q) = PL(Fq) as the 

set Fq U {oo}, where 00 is image of [0 , 1] under the bijection [XO,X I] t----t i;. Thus PL(Fq) = 

PG(l, q) = Fq U {oo} = {O, 1, 2, 3, ... , q - I} U {oo}. 

Let q = pr where l' > 0 and p is a prime number. Then an element W E Fq is said to be a 

non-zero square in Fq if w == a2 (mod p) for some non-zero element a in Fq. For example, if we 

have Fll = {O, 1, 2, ... , 10} then 130 == 32 (mod 11), thus 130 is a non-zero square in F ll · 

4 



1.3 Free Product 

A group' G is said to be the free product of its subgroups HCi (a: ranges over some index set.) if 

the subgroups HCi generate G, that is, if every element 9 of G is the product of a finite number 

of the elements of the H Ci , 

(1.1 ) 

and if every element 9 of G, 9 =1= I , has a unique representation in the form equation(1.1 ) 

subj ect to the condition that all the elements ai are different from the unit element and that 

in equat ion(1.1) no two adj acent elements are in the same subgroup HCi although the product 

equation (1.1) may, in general, contain several factors from one and the same subgroup. 

The free product is denoted , by the symbol 

(1.2) 

and if G is t he free product of a fini te number of subgroups H I, H 2, ... , fI,. , by t he symbol 

The subgroups HCi are called the free factors of the free decomposition equation(1.2) of G. 

Let A and B be subgroups of a group G. B is said to be conjugate of A in G if B = g-1 Ag 

for gEG. 

1.4 Kurosh Subgroup Theorem 

If 

and if H is an arbi trary subgroup of G, then there exists a free decomposition of H 

H = F * II *Bf3 
f3 
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where F is a free group and every B{3 is conjugate in G to a subgroup of one of the free factors 

Her.. 

1.5 General Linear Groups 

Let F be a field and n a positive integer. We write lVln(F) for the ring of all n x n matrices 

with entries from F. Then GL(n,F) = {A E lVln(F) : A is invertibleh the set of all n x n 

invertible matrices, with entries from F forms a group under the matrix multiplication. The 

group GL (n, F) is known as the n-dimensional general linear group over F. The n dimensional 

special linear group S L (n, F), is defined to be the group of all n x n matrices with entries from 

F and determinant 1, that is, SL (n , F) = {A E GL(n, F) : det (A) = 1J The group SL (n , F) 

is a normal subgroup of GL (n, F) . 

Since the determinant map det : GL(n, F) ----> F *, where F* denotes the multiplicative 

group of non-zero elements of F , is a group epimorphism and has SL (n, F) as its kernel, we 

have GL(n,F)/SL(n,F) ~ F*. 

If F is a fini te field having q elements, then F can be denoted by Fq . In this case, the general 

linear group of dimension n, over the field Fq is GL (n, Fq). Similarly we define SL (n, Fq). 

Since all finite fie lds of the same order are isomorphic, therefore GL (n, Fq) and SL (n, Fq) 

are written as GL(n,q) and SL(n,q) respectively. 

Let V be an n-dimensional vector space over a field F. Then an isomorphism of V into 

itself is called an automorphism of the vector space V. The general linear group GL (n, q) can 

be considered as the group of all automorphisms of n-dimensional vector space over the field 

Fq of q elements. The special linear group SL (n, q) is its normal subgroup consisting of t he 

automorphisms of determinant 1. The centre of either of t hese groups consists of t he operations 

of the form x 1---7 kx where k E Fq and we obtain the corresponding projective groups, namely 

PGL (n, q) and PSL (n, q) , by factoring out these centres. 

The modular group PSL (2 , Z) is the group of all linear-fractional transformations z 1---7 

(a z + b) / (cz + d) where a, b, c, d are integers and ad - bc = 1. PSL (2 , Z) is generated by 

two linear-fractional transformations x : z 1---7 -l/z and y : z 1---7 (z - 1) /z vv hich satisfy the 

relations 
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(1.3) 

The extended modular group PCL (2 , Z ) is the group of all the linear-fractional transfor­

mations z ~ (az + b) I (ez + d) where a, b, e, d are integers and ad - be = ±1. If t is the 

linear-fractional transformation z ~ liz, which belongs to peL (2 , Z) but not to P5L (2, Z) . 

then x, y , t satisfy the relations 

(1.4) 

These relations are the defining relations for peL (2, Z) which is generated by x, y and t. 

The modular group has the property that every alternating and -symmetric group is its 

homomorphic image except A6 , A7 , As, 55, 57 and 58 [7]. 

The group peL (2, q) is the group of all the linear-fract ional transformations 

z ~ (az + b) I (ez + d) where a, b, e, d are in Fq and ad - be =I- 0 ;while the group P 5L (2 , q) 

is its subgroup consisting of all those linear-fractional transformations where ad - be is a non 

zero square in Fq. 

Every element of PC L (2, q) gives a permutation of the points of P L (Fq), and so PC L (2 , q) 

is a subgroup of the symmetric group 5q+1 . The elements of P5L (2 , q) give Only~eVen - :J.>!;,-
S ~A Ll~ 

tations, so P5L (2, q) is a subgroup of the alternating group Aq+1 . ~. t' 'l.\ 
.r.:J :- '\ 

. r . .<. \ 

. ! A,.. ' . . '. i: 
I ' ' . ' , 

1.6 Triangle Groups \ ' - ,: Ij 
\ of.> /; 

In [1] , a group is called a triangle group if it can be presented in the form '~':-:~>/ 

6. (l , m, k) = (x,y: x l = yffi = (x y) k = 1) . (1.5) 

where l, m, k > 1. For l = 2 and m = 3, triangle groups are, therefore, quotients of the modular 

group [4]. Every countable group occurs as a subgroup of some quotient of the modular group. 

The symmetric group of degree n (n =I- 5, 6, 8) is itself a quotient of the modular group . Similar 

properties are true even if the triangle groups with k ? 7, From [6], we come to know that 

triangle groups are infinite if and only if t + ~ + i ~ 1. 

7 



In our dissertation, we are interested in triangle groups 6. (l, m, k) where l = 2, '171 = 3 in 

equation (1.5) . So, now onwards by the triangle groups 6. (2,3, k) we shall mean the groups 

(x,y: x2 = y3 = (xy)k = 1). (1.6) 

Let IvI denote a 2 x 2 matrix, 6. and Tits determinant and trace respectively. Then the 

characteristic equat ion of the matrix 11,11 is defined as 

where 0 and I are respectively the null and the identity matrices of order 2 x 2. A homomor­

phism 0: : PGL (2, Z) --) PGL (2 , q) is called a non-degenerate homomorphism if x, y and t do 

not lie in the kernel of 0:, so that x = xo:, fj = y o: and t = t o: are of orders 2,3 and 2 respectively. 

As always two non-degenerate homomorphisms 0: and (3 are called conjugate if there exists an 

inner automorphism p of PGL (2, q) such that (3 = o:p. 

The conjugacy class as thus obtained contain all those homomorphisms from PGL (2 , Z) to 

PGL (2, q) which are conjugate to each other. If the natural mapping GL (2 , q) --) PGL (2, q) 

maps a matrix 111 to the element 9 of PGL (2, q), then e = (tmce (l\II)) 2 
/ det (ill) is an invariant 

of the conjugacy class of g. vVe refer to it as the parameter of 9 or the conjugacy class of which 

9 is the representative. Of course every element in Fp is the parameter of some conjugacy class 

in PGL (2, q). It has been shown in [13] that there is a one-to-one correspondence between 

conjugacy classes of elements of order greater than 2 in PGL (2, q) and the non-zero elements 

of Fq , such that the class corresponding to an element e E Fq consists of all the elements 

represented by matrices l\II with e = 1'2/6., where as described earlier l' = tmce(M) and 

6. = det( l\II). 

The conjugacy classes of 0: are in fact conjugacy classes of the act ions of PGL (2 , Z) on 

P L (Fq ). 
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1. 7 Transitivity 

Let G be a group and 0 a set. By an action of G on D we mean a function Il : 0 X G ----t D 

such that for all w EO and all g, hE G, 

((w,g)/-l,h)/-l= (w ,gh)ll 

and for all w E 0 

(w,l)/-l=w 

where 1 denotes an identity element of the group G. In practice one finds it convenient to 

do without an explicit name for the action Il and we write wg for (w, g) /-l whenever there is no 

risk of confusion. In this notation the axioms look rather simpler: 

and 

for all wE 0 and all g,h E G. 

If G acts on a set 0 , then 0 is called G-set or a G-space. By a permutation group on the 

set 0 we mean simply a subgroup of Sym(O) . Such a group G has a natural action /-l on 0 

defined by 

(w,g)/-l=wg 

where right hand side of the definition means, of course, the image of w under the permutation 

(bijective mapping on 0). Here definition of the action will become the statement 

(wg) h = w (gh) 
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and 

wI =W 

and these are certainly true, the former, by definition of composit ion of mappings (the group 

multiplication in G) and the latter, by definition of the identity function on D. i\lIore generally 

a homomorphism P : G --t Sym (D) gives rise to an action I- t of G on D defined by 

w9 = (w, g) J-t = w (g p) , \;j wED and 9 E G. 

vVe call a homomorphism P : G ----) Sym (D) a permutation representation of G, or a rep­

resentation of G as a group of t ransformations of D. There is a useful relat ionship between 

a permutation representation and an ac tion. The relationship is established in t he fo llowing 

theorem. 

Theorem 1 Every perrmdation representation P : G --t Sym(D) gives rise to an act'ion of G 

on D and that, conversely every action gives rise to a permutation representation. 

Proof. Define a mapping I-t : D x G --t Sym(D) as follows w9 = (w, g)l-t = w(gp) for all 

wED and 9 E G. This is an action because, (w9 )h = (w(gp))(hp) = w((gp)(hp)) = w((gh)p) = 

w9h for all wED and g, hE G. Also, wI = w(lp) = wI == w. 

Conversely, suppose that J-t is an action of G on D. For a fixed' 9 E G, define a mapping 

Pg : D ----) D by Pg : w f---t wg. T his is bij ective: it has two sided inverse, which is Pg-l , 

because, for all wED, WPgPg-l = (w9)9-
1 

= wI = wand similarly, WPg-1 Pg = w, which shows 

that PgPg- l = Pg- 1P9 = 1. 

In this way each element of G acts as a permutation of D. Furthermore, the map P : G ---> 

Sym(D) , defined by P : 9 ----) Pg is a homomorphism . This is the first axiom descri bing act ion 

because for all wED we have WPgh = wgh = (wg )h = (WPg)Ph = W( PgPIJ , and so for all g, h E G 

we have Pgh = PgPh' • 

If a group G acts on itself then the corresponding permutation representation P : G ----) 

Sym (G) of G is said to be regular permutat ion representation of G and the G -space G is 

called regular G -space. 

10 
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Let 0 be a G-space. We define a relat ion of equivalerice under G by the rule a == ,6(mod G) 

if and only if there exists 9 in G such that a 9 = ,6. Under this equivalence relat ion, let Di , 'i E I 

be the equivalence classes as subsets of 0 then each one of these is called an orbit where Di is 

called a G-orbit for a particular i. If a E 0 we define a C (or aG where G consists of mappings 

of D) by the set {a9 : 9 E G}. This is called a G-orbit that contains cr. For a E aC , if wE a C 

then w = a h for some h E G and so w9 = a h9 E a C for all 9 E G. Thus a C is a subspace of D. 

Let G be a group and n be a set, we say G acts on 0 transitively if 0 i- ¢ and for any a,,6 

ED there exists 9 EG such that a.9 = ,6. Of course, such an element 9 ",ill depend upon a and 

,6 that is , a regular G-space is transitive for if a,,6 E 0 = G, and if we take 9 = a- 1,6, then 

a9 =,6. 

Theorem 2 Every G-space can be expressed in just one way as the disjoint union of a family 

of orbits. 

Remark 3 If a G-space has one orbit then the action of G on 0 is trans'itive. 
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Chapter 2 

Parametrization of the Actions 

.. ' 

In this chapter we have defined a diagrammatic argument , called c9se~ diagrams for the modular 

group PGL(2 , Z) and explain the method of parametrization. Also explain the action of the 

modular group on projective line over finite field Fq with example. 

2.1 Definitions 

The group P GL(2, q) has a natural permutation representation on PL(Fq), and therefore any 

homomorphism 0' : PGL(2, Z) ---7 PGL(2, q) gives rise to an action of PGL(2 , Z) on P L(Fq). 

We denote the generators xC\', yO' and to' of PGL(2 , q) by x, y and t. If neither of the generators 

x and y for PSL(2, Z) lies in the kernel of 0', so that x and yare of orders 2 and 3 respectively, 

then 0' is said to be a non-degenerate homomorphism. T wo such homomorphisms 0' and (3 

are said to be conjugate if (3 = O'p for some inner automorphism p,of PGL( 2, q) . It has been 

proved in [13] that the conjugacy classes of non-degenerate homomorphisms of PGL(2, Z ) into 

PGL( 2, q) correspond in a one-to-one fashion with the conjugacy classes of non- t rivial elements 

of PGL(2, q) , under a correspondence which assigns to the non-degenerate homomorphism 0' 

t he class containing the element (x Y)O'. This of course , means that we can actually parametrize 

the conjugacy classes of non-degenerate homomorphisms 0' : PGL(2,Z) ---7 PGL( 2, q) , except 

for a few uninteres ting ones, by the elements of Fq . That is, we can in fact parametrize t he 

ac tions of PGL( 2, Z ) on P L(Fq) .Action of PSL( 2, Z ) or of PGL(2, Z ) on P L(Fq) via the 

homomorphism 0' is depic ted by a coset diagram. This is a graph whose vert ices are labelled 
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by the elements of P L(Fq). 

2 .2 Correspondence between Fq and the Setof Conjugacy Classes 

of the Actions 

If a is any such non-degenerate homomorphism, and X, Y and T denote elements of GL(2, q) 

which yield the elements x, fj and t in PGL(2, q), where Fq is not of characteristic 2 or 3, 

then because of this and the fact that x, fj and t are of order 2, 3 and 2 respectively, then 

letting e = ~, where T = tmce(XY) and 6. = det(XY), we associate the parameter e with the 

homomorphism a. vVe can take the matrices X, Y and T to be: 

X = [a kc 1 
c -a 

where a, c, d, f, k E Fq . 

vVe shall write 

and require that 

, Y= 
[ 

d kf 1 and T= 
f -d - 1 . [~ -: 1 

(2.1) 

(2.2) 

This certainly yields elements satisfying the relations X2 = y3 = T2 = AI, where A is some non­

zero scalar and I is the identity matrix. The non-degenerate homomorphism a is determined 

by xfj because the one-to-one correspondence assigns to a the class ,containing xfj. So we only 

have to check on the conjugacy class of xfj. The matrix XY has the trace 

T = a(2cl + 1) + 2kcf (2.3) 

If trace (XYT) = ks, then, 

s = 2af - c(2cl+ I} (2.4) , 
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so that 

(2.5) 

and set 

(2.6) 

Thus, given the values of q and e we can always find the matrices X and Y by using the 

equations (2.1) to (2.6). 

2.3 Coset DiagralTIS for the Modular Group 

The theory of graphs has a wide applicat ion in several branches of mathematics. Graphs provide 

methods by which various algebraic and topological structures can be visualized. Graphical 

methods have been explicitly used to study the fini tely generated groups. The graphs have 

proven themselves as an economical mathematical technique to prov~ certain important results 

(see for example, [2], [3], and [5]). For finite groups of small order the graphs can be used instead 

of multiplication tables. They give the same information but in a much more efficient way ( see 

for example, [3], [14]). 

The method of representing group actions by graphs has a long and rich history. The 

first paper that appeared on this subject in 1878 was by A. Cayley [3]. Later, mathematicians 

W. Burnside [2], H.S.M. Coxeter and W.O.J. Moser [5], J. Whitehead, [16], etc., contributed 

seminal papers containing graphical representations of groups. 

A coset diagram is, in fact, a graph whose vertices are the (right) cosets of a subgroup of 

finite index in a finitely generated group. The vertices representing cosets v and u (say), are 

joined by an Si -edge, of "colour i" directed from vertex v to vertex 'U , \vhenever VSi = 'l.L. 

V ---4 V Si = U 

It may well happen that VSi = v, in which case the v-vertex is joined to itself by an Si- loop 

and is called a fixed point of Si also. 
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Formally a coset diagram, corresponding to a subgroup H of finite index in a finitely gen­

el'ated group G, is .~ directed edge, coloured graph, whose vertices are the (right) cosets of H 

in G and whose edges are defined as follows: we take a specific set of generators for G, and for 

each generator x and each vertex H g, for some 9 in G, draw an edge of colour EX from H 9 to 

H gx . This is very similar to the notion of a Schreier coset graph whose vertices represent the 

cosets of any given subgroup in a finitely-generated group , and also to t hat of a Cayley graph 

whose vertices are the group elements themselves, with trivial stabilizer. These di agrams may 

be drawn for any finitely generated groups depicting actions on any arbitrary sets or spaces. For 

example, take the group < x, y , z : x2 = y3 = z5 = 1 >, and consider a transitive p ermutation 

representation on a set containing 15 points given by assigning permutations 

x acts as: (5,7)(10,12), 

y acts as: (1 , 6, 11) , and 

z acts as: (1,2 ,3, 4, 5)(6, 7,8, 9, 10)(11,12, 13,14,15). 

This can be represented by the following diagram. 

13 

Figure 1.3 

A. Cayley [3] used graphs to study certain groups in 1~78 . He represented the multiplication 

table of a group with given generators by a graph, and proposed the use of colours to distinguish 

the edges of the graphs associated with different generators. The Cayley diagram for a given 

group is a graph whose vertices represent the elements ,of the group, which are the cosets of 
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the trivial subgroup. O. Schreier generalized this notion by considering a graph whose vertices 

represent the cosets of any subgroup . In 1965, H.S.M. C~xeter and \ iV.O .J. Moser [5] used both 

Cayley and Schreier diagrams to prove some results on finitely generated groups . Then in 1978, 

G. Higman introduced the coset diagrams for the modular group PSL(2, Z). Coset diagrams 

defined by G. Higman for the actions of PSL(2 , Z) are special in a number of ways. First, they 

are defined for a specific group, namely PSL(2, Z), which has a presentation in terms of two 

generators x and y. Since there are only two generators, it is possible to avoid using colours 

as 'well as t he orientation of edges associated with the involution x. For y, which has order 3, 

there is a need to distinguish y from y2. The 3-cycles of y are therefore represented by small 

triangles, with the convention t hat y permutes t heir vertices counterclockwise, while the fixed 

points of x and y , if any, are denoted by heavy dots. Thus t he geometry of the figure makes the 

distinction between x-edges and y-edges obvious. \iVe illustrate this concept in the following 

section. 

2.4 Action of the Modular Group on P L(Fq) 

PGL( 2, Z) acts on P L(F19 ) by the function ~l : P L(F19 ) x PGL(2 , Z) --t P L(F19 ) such that 

for all ZEP L(F19 ) and all gEPGL(2, Z ) 

and for all ZEP L(F19) 

(Z, 1)~l = Z. 

(Z)g is the image of Z under the map g. This action is called t he natural ac tion of PGL(2 , Z) 

on PL(H9) . For infinite grouI~s we consider only generators of the group, not all elements . 

We can calculate the permutation representat ions of x, y and t as x(z) = ~l , y(z) = z~ l , 

t(z) = ~, where Z E P L(F19) . 

x: (0 (0)(118)(2 9)(3 6)(414)(515)(78)(1017)(1112)(1316) , 

'fJ : (000 1)(2 10 18)(379)(4 156)(5 1614)(8)(12)(131711) , and 

16 



t: (0 (0)(1)(210)(313)(45)(616)(711)(812)(917)(1415)(18). 

17 0 

12 13 3 

5 4 
16 

<]6 

------14 15 

Figure 1.4 

Every connected coset diagram for a finitely generated group ' G'on a set of n poiri.ts corre­

sponds to a transitive permutation representation of G on that set, which is in fact equivalent 

to the natural action of G on the cosets of some subgroup H of index n. H.S.M. Coxeter and 

W.O.J. Moser [5] attribute these diagrams to O.Schreier. 

2.5 Example 

We parametrize in the following the action of PGL(2 , Z) on P L(Fu) as an illus tra tion . Choose 

e = 4 from Fll . We can find a coset diagram D(4 , 11) associa ted with the non-degenerate 

homomorphism 

ex : PGL(2, Z) --7 PGL(2, 11) as follows. 

By equation (2.6), e = ~ and so e = 4 implies that r2= 4,6. Since 4 is a square, therefore 

6. is a square also. So, we can assume that ,6 = 1 so that T = ±2. Let us choose T = 2 and 

substitute these values of ,6 and T in equation (2.5) to obtain 82 = ,/. By letting k = - 1, we 

can make the right hand side of this equation a square so that we can choose 8 = 1. Similarly, 

if we let d = 0, the equation (2.2) yields f = ±1. Without any loss of generality, we can choose 

f = 1 and substitute the values of r , 8, d, k and f in equations (2.3) and (2.4), to obtain 

2 a - 2c 
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1 = 2a - c 

solving these equations for a and c, we get a = 0 and c = -1. Thus, 

and y = [0 -1 1 
1 - 1 

So we can take x as the transformation z --t ~l, Y as the transformation z --t :-\ and t as the 

transformation z --t ~. vVe can calculate the permutation representations of x , y and t as 

x: (0 (0)( 110)(2 5)(3 7)(4 8)(6 9), 

and 

y: (000 1) (2 10 6)(3 5 8)(4 7 9) , 

t: (0 (0)(2 6)(3 4)(5 9)(7 8). 

The associated diagram D( 4, 11) is given below. 

9 

4 3 

Figure 2.3 
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Chapter 3 

Number of Subgroups of PSL(2, Z) 

3.1 Coset Diagrams for the action of PSL(2, Z ) on PL(Fp) 

We have considered transitive actions of PSL(2 , Z) on P L(Fp), where p is prime. The coset 

diagrams for the action of PSL(2, Z) on PL(Fp) and their one to one correspondence as the 

conjugacy classes of non-degenerate homomorphisms a : PSL(2, Z) ---> PSL(2,p), discussed 

in chapter 2 are an alternative description of the legitimate pairs and the equivalence relation 

in [15] and [8]. 

By D(e,p) we shall mean a coset diagram depicting the conjugacy class of actions of 

PSL(2 , Z) on P L(Fp) corresponding to e E Fp. 

A coset diagram which consists of (p + 1) vertices labelled by the elements of P L(Fp), 

together with fixed points of x and y, triangles and edges such that 

(a) each vertex has a fixed point of y or is a vertex of precisely one triangle, 

(b) each vertex has a fixed point of x or is an end of precisely one edge, 

(c) the edges and triangles give a connected figure , 

is called a diagram of order (p + 1). We will consider only connected coset di agrams. 

Let r be the set of diagrams of order (p + 1). A permutat ion (J of PL(Fp) induces a map 

r --) r , which we also denote by (J. For D, D' Er, we say D is equivalent to D'if there is a 

permutation (Jof PL(Fp) with (J(l) = l, (lEPL(Fp) as the special eleinent) and (J(D) =D' . 

We take PSL(2, Z) as the free product of C2 and C3 , the cyclic groups of order 2 and 3. 

By the Kurosh subgroup theorem, a subgroup of PSL(2, Z) is the free product of Lx copies of 
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c2 , Ly of C3 and Lex:; of Cex:; . If a subgroup has a finite index, t hen Lx , Ly and Lex:; are fini te, 

and the index p + 1 is given by 

p + 1 = 3Lx + 4Ly + 6(Lex:; - 1) . (3 .1 ) 

A subgroup will be free if and only if Lx = Ly = O. 

We have t aken action of P S L(2, Z) on PL(Fp). If 7r = {Va ,el ,vl ,e2, .. . , ek,vd is an al­

ternating sequence of vertices and edges of a coset diagram, then 7r is a path in the diagram, 

joining Va and Vb if ei joins Vi - l and Vi for each i and ei =f. ej(i =f. j) . 

A coset diagram is called connected if any two vert ices in the diagram are joined by a path . 

The order of coset diagram obtained by the action of PSL(2 , Z ) onFL(Fp) has order p+ 1. 

We will prove that the number of triangles that is., rn is l ~ J with vertices labelled by elements 

of P L(Fp). For Lex:; such that 2m + 2 ~ Lex:; ~ 0, we can make a connected figure by adding 

edges between 711 + Lex:; - 1 disjoint pairs of vertices. Let r(Lex:; ,m) be t he set of such figures, 

in which there are no fixed points of y, two being distinct if a pair of vertices are joined by an 

edge in one, but not in the other. Let T(Lex:; , 711) = Ir(Lex:; , rn) l. 

For FE r(Lex:; ,m) , the vertex x of F is free if it is not involved in an edge. 

In t he language of diagrams, [15] and [8] contains the following results: 

Theorem 4 (i) T here is a one to one correspondence. between subgroups of index p + 1 in 

PSL(2, Z) and equivalence class es of diagrams of order p + l. (ii) If a subgroup has Lx copies 

of C21 Ly copies of C31 then a corresponding diagram has Lx fixed points of x and Ly fixed 

points of y . 

Lemma 5 An equivalence class of diagrams of order p + 1 has p! elem ents. 

Lemma 6 Suppos e that 711 and Loo are positive integers with 711 ~ 2Lex:; - 2. Th e number of 

subgroups of type (3711 ,711 - 2Lex:; + 2, 0, Lex:; ) is 

T(Lex:;,m) 
3m - 1(rn - I)!' 
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Proposition 7 FaT m 2: max{2, 2L= - I}, 

DiTec tly from the definition , T(O , 1) = 1 and T(I , 1) = 3. 

Proposition 8 Th e number of elem ents in T(O , m) are 

1 
T(O, m) = 3m(2m)!/(m + 2) !, T(I, m) = -12111(17'1- - I)! . 

4 

vVe put Nf(P + 1) for the number of free subgroups of index p + 1. Such a subgroup has 

Lx = Ly = 0, so that p + 1 = 6k, k is positive integer, with m = 2k , L= = k + I , from equation 
'. ' 

(3.1) .Thus 

by lemma (6) . 

T(k + I , 2k) 
Nj(p + 1) = 32k-1(2k _ I)! 

For Loo 2: 2, we put TL= = N j (6(L= - 1)). By [15] T2 = 5. 

Proposition 9 FaT Loo > 2, 

Loo-2 
TL oo = 6(L= - I)TL=- l + L TiTLoo - 1 ' 

i=2 

Theorem 10 No non-trivial linear fractional transfoTmat'ion of PGL(2, Z) can fix mOTe than 

two elements of PL(Fp) [11] , 

Theorem 11 The linear jTactional transformation x: z ---t ~l has fixed vertices in D(e,p) if 

and only if -1 and e are either both squaTes or both non-squares in Fp [12] . 

From above results following results are deduced: 

Proposition 12 Let p be a pTime number, Let D(e,p) be a coset diagram, faT the transiti ve 

action of PSL(2, Z) on PL(Fp), with m triangles and p + 1 - 2m + Loo - 1 edges. then 
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l.m=l~J, 

2. if one of -lor e is a square in Fp and other is not, then Loo = ~ {4l ~ J - p + I} , 

3. if -1 and e are ei ther both squares or both non-squares in Fp , then Loo = H 4l ~ J -p-1 }. 

Proof. (1) Since each vertex has a fixed point of y or is a vertex of precisely one triangle, 

the triangles are distinct , m :::; ~, the remaining vertices that cannot be a vertex of triangle 

has a fixed point of y . So (p + 1) - 3l ~ J vertices not in triangles must have fixed points of 

y , this shows m = l ~ J . 
(2) From theorem(ll) coset diagrams contains fixed point of x that is, Lx if and only if - 1 

and e are either both squares or both non-squares in Fp , so when it is not then Lx = O. 'vVe 

have 

Put Lx = 0, 

This implies that 

p+1 
(p + 1) - 2{p + 1 - 2l-

3
-J + Loo - I} 

p+1 4l-
3
- J - 2Loo - p + 1 

p+1 4l--J - 2Loo - p + 1 = 0 
3 

1 p+ 1 
L oo = 2{ 4l-

3
- J - p + I} 

(3) Since m = l ~ J, the (p + 1) - 3l ~ J vertices not in triangles n~ust have fixed points of y , 

that is, 

p+1 
Ly = p + 1 - 3l-3-J. 

Since we are considering connected coset diagrams , there must be at least l ~ J - 1 edges 

joining vertices of distinct triangles and p + 1 - 3l ~ J further edges each joining a vertex with 

a fixed point of y to a vertex of a triangle. The fixed points of x are 

p+1 
Lx = (p+ 1) - 2{p+ 1- 2l-

3
-J + Loo -I} 
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p+l 
= 4l-

3
- J - p - 2Loo + 1 (3.2) 

According to theorem (11), D(B,p) contains fixed points of x because -1 and B are either both 

squares or both non-squares in Fp. From theorem (10) since no non-trivial linear-fractional 

transformation fixes more than tvvo vertices of PL(Fp) , we have Lx = 2. 

• 

L x cannot be one due to vertical symmetry. By substituting Lx = 2 in equation (3.2) , 

Hence 

p+ l 
2 = 4l--J - p - 2Loo + 1 

3 

L __ 4 l=-E.:tl..."'-!......:1 J,--_p_-_l 
00 - 2 . 

Theorem 13 Let D(e ,p) b e acosetdiagramfortheactionofPSL(~,Z) onPL(Fp) . Then the 

number of subgroups fo r the coset diagrams of order p + 1 are: 

1. 

2. 

p+l 1 p+l p+ l 
N(p+l)= ll'.±!J W JIT( "2 {4l-3- J -P+l}, l-3-J) , 

3 3 l 3 . 

provided -1 or e is a square in Fp. 

N ( + 1) = (p + 1) (p + 3 - 3l E.:}!- J) I T ( ~ { 4l p + 1 J _ P _ I} , l p + 1 J ) , 
P 2x3 l9=lJ lE.:}!-Jl(p+I- 3lE.:}!-J)! 2 3 3 

provided - 1 and e are either both squares or both non-squares in Fp . 

Proof. (1) From proposition (12) we have 

1 p+l p+l 
L oo = "2 {4l - 3- J - p + I} , m = l- 3- J. 

Using the elements of P L( Fp), we can label l E.:}!- J oriented triangles in 

(p + I)! 
3L9=lJ lE.:}!- J!(p+I - 3l?¥J)! 
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ways. Let FET(Loo, m) for these triangles. We take (p + 1) - 3l ~ J new vertices, each with a 

fixed point of y, labelled by the unused ele.~nents of P L( Fp). Now, F has 4l ~ J - p - 2Loo + 1 

free vertices, as p + 1 is 3l ~ J for T(Loo, m), so l ~ J - 2Loo + 2 free vertices, so we can join 

the new vertices to (p + 1) - 3l ~ J of these by edges . J'his can be done in (p + 1 - 3l ~ J)! 
ways. The resulting figure becomes a diagram of order p + 1 when 'we add an x- loop at each 

vertex still not involved in an edge. Clearly, each choice of labelling of triangles, of an element 

of the T(Loo, m), and of addition of new vertices leads to a different diagram. Taking 

1 p+1 p+1 
Loo = 2{4 l- 3-J - p+ l} ,m = l-3-J 

and applying lemma (5) gives the result: 

N(p + 1) 

(2) From proposition (12) we have 

1 p+ 1 p+1 
Loo = 2{4l-3-J - p - I} , m = l-3-J· 

. Using the elements of P L(Fp), we can label l ~ J oriented triangles in 

(p + I)! 

ways. 

Let FE T(Loo, m) for these triangles. We take (p + 1) - 3l ~ J new vertices, each with a 

fixed point of y, labelled by t he unused elements of PL(Fp) . Now, F has 4l ~ J - p - 2Loo + 1 

free vertices, as p + 1 is 3l ~ J for T(Loo, m) , so l ~ J - 2Loo + 2 free vertices, so we can join 

the new vertices to (p + 1) - 3l E.:f J of these by edges. This can be done in 

(p + 3 - 3l E.:f J)! 
2 
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ways. The resulting figure becomes a diagram of order p + 1 when we add a fixed point of 

x at each vertex still not inv<;>}ved in an edge. Clearly, each choice of labelling of triangles, of 

an element of the T(Loo, m), and of addition of new vertices leads to a different diagram. 

Taking 
1 p+1 p+1 

Loo = "2{4 l -
3
- J - p - l} ,m = l-3-J 

and applying lemma (5) gives t he result : 

N(p + 1) 

• 
Above t heorem can be restated as: 

Theorem 14 Let D( e, p) be a coset d'iagram for the action of P SL(2 , Z) on P L(Fp) . Then the 

number of subgroups, N(p + 1) , of PSL(2 , Z) aTe 

N(p+1) = 1 (p + l)(l ~ J - 2Loo + 2)! T(Loo, lP;- 1 J). 
3L~JlE±.!.J I (71+1-3lE±.!.J)I(4lE±.!.J -71-2L + 1)1 3 

Loo == H 4 L ~ J -p-l} 3' r 3 ' 3 rOO' 

H4L ~ J-p+l} 

L 

Theorem 15 For any pTime p =I- 2 the action of PSL(2, Z) on PL(Fp) is intransitive when 

e = O. 

Proof. From the table given in [13] , when e = 0 the order of xy is 2. The only connected 

diagrams in which xy is of order 2 are: 

(a.) (b) 
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D(O,2) is (b) which is connected. In D(O,5), by theorem (11), the fixed points of::r: exist in 

D(e,p) if and only if - 1 and () are either both squares or both non-squares in Fp. For e = 0 , 

o is a square in Fp and -1 is congruent to 4 is a square in F5 , so D(O,5) contains fixed points 

of x, which means that D(O, 5) is not the diagram (a), so is disconnected. 

Obviously D(O,p) for p > 5 contains diagrams (a) or (b) as disconnected circuits, since for 

this case D(O , p) contains more than 2 triangles, if not as in case of p = 7 where number of 

triangles is 2 but it contains fixed points of y, which cannot be connected with diagram (a) or 

( b), since in t hat case the order of (a) or (b) will not remain 2. 

Thus it is also disconnected. _ 

Theorem 16 For a prime p i= 2,3,5 or 11, the action of PSL(2, Z ) on P L(Fp) is intransitive 

whenever e = 1. 

Proof. From [13] , we note that the order of x y is 3 if () = 1. The only connected coset 

diagrams in which xy is of order 3 are: 

(a) 

(a) exists for D(l, 2). 

(b) exists for D(l, 3) . 

(c) exists for D(1 , 5) . 

(d) exists for D(l , 11) . 

(b) (c) (d) 

For other primes the above diagrams also exist but in form of two or more copies, so they 

are disconnected, since any above circuits cannot be joined by an edge because it wi ll change 

the order of xy. Thus the act ion is intransitive. -

Theorem 17 FaT any prime p i= 2,3,5,7 or 11 , the action of PSL(2, Z) on P L(Fp) is intmn­

sitive if e = 2. 
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Proof. From [13], we have that the order of xy is 4 when e = 2. The only connected coset 

diagrams in which xy is of order 4 are: 

T -----~---------~~---~ - "J------------~~ 

(a) (b) (c) 

since e = 2 so we will not consider p = 2, since e = 2 is congruent to O. 

D(2 ,3) is (a) . 

D(2 ,5) is (b) . 

D(2 ,7) is (c) . 

D(2 ,11) is (d) . 

( d,~ 

For other primes , the above figures also exist but in form of two or more copies, so they are 

disconnected, since any of the above circuits cannot be joined by an edge because it wi ll change 

the order of xV. Thus the action is intransitive. _ 

Theorem 18 For any prime p > 5, the action of PSL(2, Z) on P L(Fp) is intransitive when 

e = 3. 

Proof. Obviously, in F2 or F3 , e = 1 and 0, respectively, discussed earlier. From [13], we 

have that the order of xy is 6 when e = 3. 

In this case the only connected coset diagram for xy of order 6 is: 

which is D(3,5). For other primes, the above figure also exists but consisting of two or more 

copies of D(3 , 5), so they are disconnected, because any of the two circuits cannot be joined by 

an edge as it will change the order of xy . Thus the action is intransitive. _ 
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Chapter 4 

Subgroups of Sp+l as Homomorphic 

Images o f PSL(2 , Z) 

In order to determine whether an action of P SL( 2, Z ) on P L(Fp) is transit ive or not, we consider 

its coset diagram. 'vVe take a prime p and an element e of Fp and parametrize the action to 

get permutations of x, y and t as discussed in chapter 2 and t hen apply these permutations on 

elements of P L(Fp) to make t he corresponding coset diagram. We can also check the t ransit ivity 

by using the permutations and obtaining the orbits of the group action. 

To compute the orbits in PSL(2, Z)-space P L(Fp) , one therefore can begin with any element 

z of PL(Fp) , apply to it the generators x, y of PSL(2, Z), each in turn unti l one has reason 

to know that no new elements of P L(Fp) resul t . By ZX or zY we mean x and y acti ng on z re­

spectively. T hen {z, zX, zY, ... } is a PSL(2, Z)-orbit t hat is, 01'b1 (P L(Fp)). If OTb l (P L(Fp)) = 

PL(Fp ) t he process is finished . Otherwise we choose Z2 from PL(Fp) \ OTb1(PL(Fp)) and we 

list the set {Z2, z2', z~, ... } which will be our second orbi t OTb2(PL(fp)) . 

The action of PS L(2, Z) on PL(Fp) is of course transitive if we get just one orbi t . 

For t his procedure we have created t he program as follows. 

/ / This program takes values of prime and theta and calculates permutations of x, y , and t. 

/ / infini ty is denoted by -l. 

# include<iostream.h > 

# include<conio.h> 
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#include < math.h> 

int iscomplete(int val) 

{ 

} 

int getint=sqrt(val); 

float resul t ,getfloat=sqrt (val); 

result=getfloat-getint; 

return result==O?l:O; 

void main() 

{ 

clrscr() ; 

int p= 1,a,a1,c,c1,th,f1 = O,f2 = O,s1=O,k=O,s=O,f= O,dt= O,r=O,d=0,nu ,de,count , 

z=-1; 

int no,n01; 

do{ 

} 

cout«"Enter Prime No as a value of P : " .. ; 

cin » p; 

n01=0; 

for (int i=1;i < p;i++) 

} 

{ no=p%i; 

if(no==O) 

n01=n01+1 ; 

while(n01> 1) ; 

do{ 

} 

cout< <"\nEnter the value of Theta from o·to "< < p-1 < <"\t"; 

cin» th ; 

while(th < 0 11th > p-1 II (p==3 && th==O)); 
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if (th==O //iscomplete(th)) 

{ 

dt=l j 

} 

else 

dt=thj 

cout«" \n delta = "«dtj 

r=sqrt( dt*th) j 

if (p==3) { r=-rj r=r+pj} 

cout«"\n r = "«rj 

sl =3*dt-(r*r) ; 

while( sl < 0) 

{ 

sl =sl+p j 

} 

if(sl==O//iscomplete(sl) ) 

k=l; 

else 

k=sl ; 

cout«"\n k = "« k; 

s=sqrt(sl/k) j 

if (p==3) 

{ S=-Sj 

s=s+p; 

} 

cout«"\n s = "«s; 

for(d = Ojd < p;d++ ) 

{ 

£1=-(d*d)-d-1; 

while (£1 < 0) £1 = £1 +p; 
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while ((£1/k) <=(p-1)*(p-1)) 

{ 

} 

if(£1%k!=O) 

£1 = £1 +p; 

else 

break; 

f2=£1/k; 

while (f2 < 0) 

f2=f2 + p; 

while(!iscomplete(f2)&&f2<= (p-1 )*(p-1)) 

{ 

f2=f2+p ; 

} 

if (iscomplete(f2)) 

break; 

} 

f=sqrt(f2); 

if (p==3) 

{ f=-f; 

f=f+p; 

} 

cout«"\n d = "«d«"\n f = " « f; 

nu= (2*d+ 1)*r+2*k*f*s; 

while (nu< O) nu=nu+p; 

if (p==3) 

nu=nu/3; 

else 

nu=nu%p; 

de=4 *d *d +4 *d + 1 +4 *k*f*f; 
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while (de<O) de=de+p; 

if (p==3) 

de=de/3; 

else 

de= de%p; 

al=nu%de; 

if (al==O) 

a=nu/de; 

else 

. { while (nu%de!= O) 

} 

nu=nu+p; 

a=nu/de; 

int nuc ,dec; 

nuc=2*f*a-s; 

while (nuc<O) nuc=nuc+p; 

dec=2*d+l; 

while (dec< O) dec=dec+p; 

nuc=nuc%p; 

dec=dec%p; 

c1=nuc%dec; 

if (c1==O) 

c=nuc/dec; 

else 

{ while (nuc%dec!=O) 

} 

nuc=nuc+p; 

c=nuc/dec; 

cout«"\nThe value of a = "«a; 

cout< <" \nthe value of c = "< <c; 
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/ / mapping x 

const int arraysize= 100; 

cout< < " \n \nx:-"; 

int x,x1,j ,q ,v ; 

int val arraysize][2]; 

int nux,dex; 

v=(p+3)/2; 

z=-l; 

for (j = O;j <=v;j++ ) 

{ if (z==p) 

break; 

va[j][O] =z; 

if (z==-1) 

{ 

nux=a; 

if (c==O) {x=-l; goto again;} 

else 

goto ag1; 

} 

nux= a*z+k*c; 

while (nux< O) 

nux=nux+p; 

dex=c*z-a; 

while (dex<O) 

dex= dex+p; 

nux=nux%p; 

dex=dex%p; 

if(dex==O) 

{ x=- l; 

goto again ; 
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} 

while (nux%dex!=OL 

nux= nux+p; 

x = nux/dex; 

again: va[j][l]=x; 

cout« " (" « va[j][O] « " " « va[j][l]«" )" ; 

agl: z=z+ l; 

count= O; 

while (count<=j) 

{ 

for (q=O;q<=j ;q++) 

{ if (z==va[q][l]) 

z=z+l; 

} 

count=count+ 1; 

} 

} 

/ /mapping y 

cout < <" \n \ny:-"; 

int va2[68][3]; 

int y,vl,v2,v3,fty=O,count2=O,j2,nux2,dex2,q2; 

z=- l ; 

vl=(p+l)/3; 

v2=(p+1)%3; 

v3=vl+v2; 

for(j2=O ;j2<v3;j2++ ) 

{ fty=O; 

va2[j2][O]=z; 

if (z==p) 

break; 
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again3: if (z==-l) 

{ nux2=d; 

} 

dex2=f; 

while(nux2%dex2!=0) 

nux2=nux2+p; 

y=nux2/ dex2; 

gata again2; 

nux2=cl *z+ k*f; 

while(nux2< 0) 

nux2=nux2+p; 

dex2=f*z-d-l; 

while( clex2 < 0) 

dex2=dex2+p; 

nux2=nux2%p; 

dex2=dex2%p; 

if( dex2==0) 

{ y=-l; 

gata again2; 

} 

while( nux2%dex2! = 0) 

nux2=nux2+p; 

y=nux2/dex2; 

if(fly==l) va2[j2][2]=y; 

again2: if (fly== O) 

{ va2[j2][1] =y; 

z=y; 

} 

if(fly==0&&y!=va2[j2] [OJ) 

{ fly=l ; 
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goto again3i 

} 

else 

va2 [j 2][2]=Yi 

cout < <" (" < < va2[j2][0] < <" "< < va2[j2][1] < <" "< < va2[j2][2] < < " )" ; 

z=j2; 

while( count2 < = j2) 

{ for( q2=0;q2 < = j 2;q2++) 

{ if(z==va2[q2][0]) 

z=z+l ; 

if(z==va2[q2][1 ]) 

z=z+l; 

if( z==va2[q2][2]) 

z=z+l; 

} I l end of for 

count2=count2+ 1; 

} I I end of while 

count2=0; 

} I lend of for 

Ilmapping t 

cout < <" \n \nt:-" ; 

int t ,j1,nux1 ,dex1 ,countl ,q1; 

int val [arraysize][2]; 

z=O; 

for (j1 = 0;j1 <v;j1++) 

{ if (z== p) 

break; 

va1[j1][0]=z; 

nux1 =-k; 

while (nux1<0) 
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nux1 = nux1+pj 

dex1=zj 

. nux1=nux1 %Pj 

if(dex1==O) 

{ t=- lj 

goto again1 j 

} 

while (nux1 %dex1!=O) 

nux1=nux1+pj 

t =nux1/dex1j 

again1: va1[j1][1]=tj 

cout«" ("« va1[j1][O]«" "« va1[j1][1] « ")"j 

z=z+l j 

countl= Oj 

while (count1 <=j1) 

{ for (q1= Ojq1 < =j1jq1++) 

{ if (z==va1[q1][1]) 

z=z+ l j 

} 

countl =countl + 1 j 

} 

}/ lend of for 

getchO j 

}//end of main . 
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