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Prefatorial Note 

~ instein's theory of general relativity is among the most active fields of research, 
advancing on theoretical, observational and experimental fronts. Like other fields of 
mathematical physics symmetries play an important role in this theory also. The Einstein 
field equations (EFE), which provide the foundations for this theory are highly nonlinear 
partial differential equations and it is very difficult to obtain their exact solutions. 
Spacetime symmetries not only make it possible to obtain exact solutions of the EFE but 
some of these also provide invariant bases for the classification of spacetimes. Isometries, 
homothetic motions, Ricci collineations (RCs) and matter collineations are some of these 
symmetries. 

The spacetime metric, the Ricci and the curvature tensors play a significant role in 
understanding the geometric structure of spacetimes in relativity. While the isometries, 
which are the symmetries of the metric tensor, provide information of the symmetries 
inherent in the spacetime, the Ricci collineations, which are the symmetries of the Ricci 
tensor, are important both from the geometric as well as physical points of view. In this 
thesis cylindrically symmetric space times have been classified according to their RCs. 
This has been done both for the degenerate as well as the non-degenerate Ricci tensor. 
The Lie algebras of the RCs have also been given. It is found that while the RC algebras 
for the non-degenerate tensor are always finite dimensional , those for the degenerate 
cases are mostly, but not always, infinite dimensional. The RCs have been compared with 
the isometries. It is well known that every isometry is an RC, but the converse is not true 
in general. Numerous cases of these non-isometric RCs have been found . In the course of 
finding the RCs, constraints on the components of the Ricci tensor are also obtained, so 
that the various cases of the RCs are characterized by these constraints. Solving these 
constraints give the metrics of the manifold. The EFE are used for the physical 
interpretation of the results. 
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Abstract 

Symmetries are used in general relat ivi ty not only to find the exact solutions of the Einstein Field 
Equations (EFE) , but some of them provide invariant bases for the classification of spacetimes 
as well . Killing vectors (KVs), homothetic motions (HlVls) and Ricci collineations (RCs) are 
some of these symmetries. In this thesis RCs are used to serve both of these purposes. A 
complete classification of cylindrically symmetric static spacetimes according to their RCs is 
provided. After the introductory chapter, where a survey of the related literature is given, we 
have obtained the RCs for the non-degenera te as well as the degenerate Ricci tensor. \Ale have 
also provided their Lie algebras . It is found that the Lie algebras of the RCs of these spacetimes, 
for the non-degenerate Ricci tensor have dimension ranging from 3 to 10 excluding 8 and 9. 
For the degenerate case the Lie algebras are mostly infinite dimensional. However , cases of the 
algebras of dimensions 3, 4, 5 and10 have also been found. The comparison of the RCs with 
the KVs and HMs has given rise to numerous interes ting cases of proper (or non-isometric) 
RCs. Corresponding to each Lie algebra there arise differential constraints (mostly non-linear) 
on the metric coefficients. We have solved these constraints to construct examples of metrics 
which include some exact solutions admitting proper RCs. Their physical interpretation is also 
given. The classification of plane symmetric static spacetimes emerges as a special case of 
this classification when the cylinder is unfolded. Some resul ts are summarized in the form of 
t.heorems in the concluding chapter. 
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Chapter 1 

Introduction 

Symmetries play an important role not only in arts but in mathematics and theoretical physics 

also. We quote from Daniel Rockmore's review [1], on the book: The Univ erse and the Teacup: 

The Mathematics of Truth and Beauty by K C. Cole. 

"The connections between symmetry and beauty are a well-trodden area, with 

Hermann Weyl's Symmetry the classical reference. NIs. Cole sees invariance and 

symmetry as a way to get from truth to bea1dy, adding that deep truths can be defined 

as invariants - things that do not change no matter what; how invariants are defined 

by symmetr'ies, which in turn define which prope'l't'ies of nature are conseT'ved, no 

matter what. These are the selfsame symmetries that appeal to the senses in art and 

music and natural forms like snowflakes and galaxies. The fundamental truths are 

based on symmetry, and there's a deep kind of beauty in that. " 

The Einstein Field Equations (EFE), which playa central role in Einstein's theory of general 

relativity, have symmetry consideration as one of the most important mathematical properties 

apart from their applications and implications for astrophysics and cosmology. This is why 

these equations have been a subject of extensive and intensive study both by mathematicians 

and physicists ever since they ,vere put on paper in 1915. In the words of A. Trautman [2], 

"One of the many unsolved problems connected 'with the ge-neral theory of rela­

t'iv'ity 'is whetheT the theoTY belongs to physics or ratheT to mathematics. One of my 
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colleagues... sa'id that those who 'tUm),; 'in the theoTY of Telativity do so because of 'its 

mathematical beauty mther- than because they want to make pTedictions which could 

be checked against experiment. I think theTe is some truth in this statement, and 

pmbably I am no exception to it. " 

The situation today may not be the same as it was in the sixties (when this was written) 

because in the recent decades research in general relativity (GR) has seen a tremendous growth 

on observational and experimental fronts also, But, this does not mean that the theory has 

been deprived of its mathematical beauty. From a physical point of view, however , some of the 

most important solutions of the field equations, include the Schwarzschild, Reissner-Nordstrbm 

and Kerr solutions for black holes, the Friedmann solution for cosmology and the solutions 

for gravitational waves. On the Qther hand if no particular matter distribution is assumed, 

then the solutions can be obtained by imposing symmetry conditions on or by restricting the 

algebraic structure of the metric, the Ricci tensor or the Riemannian tensor. Isometries, which 

are the symmetries of the metric, and Ricci collineations (RCs), which are the symmetries of the 

Ricci tensor, are two important examples of such symmetries. Apart from their significance in 

obtaining the exact solutions of the field equations, these symmetries provide various invariant 

bases for the classification of spacetimes also. The techniques used for this purpose include: 

application of groups of motions; algebraic classification of the Weyl tensor and spinor methods 

developed by Penrose [3] for what are called the Petrov types [4]. Since the Ricci tensor and the 

energy-momentum tensor are mathematically similar, the study of RCs is important from the 

point of view of the study of symmetries of matter (called matter collineations) also, apart from 

their geometrical significance, Other important symmetries in GR include homothetic motions 

(HIvls), which are obtained when the Lie derivative of the metric is proportional to the metric, 

and curvature collineations - symmetries of the Riemann tensor which has an all important 

role in GR. 

In this thesis we classify cylindrically symmetric static spacetimes according to their RCs, 

In the first chapter , we d iscuss different geometric symmetry properties, found in the li terature 

on general relativity, and review different approaches to obtaining symmetries and classifying 

space times. vVe briefly explain cylindrical symmetry and the relevance and significance of 

cylindrically symmetric solutions for astrophysics and cosmology. In Chapter 2 we construct 
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and solve the RC equations for cylindrically symmetric static spacetimes for the non-degenerate 

as well as the degenerate Ricci tensor. In the next chapter we give the symmetry algebras for 

these spacetimes. Some physically interesting spacetimes are discussed in Chapter 4 where 

their RCs are also compared with the KVs and the spacetimes admit ting non-isometric RCs 

are given. Some general observations on the results of the thesis and the theorems are given 

in the concluding chapter where the results are also summarized in the form of tables . There 

are three appendices also. Appendix A contains some definit ions for the sake of completeness. 

Appendix Band C consist of the detailed calculations of which only the results are given in 

Chapter 2. 

1.1 The Einstein Field Equations 

We consider a four dimensional Lorentzian manifold 1"\1 with signature (+ , -, -, - ) and metric 

tensor gab, which is a functi on of the posit ion given in coordinates by xa , (a , b, ... = 0, I , 2, 3) . 

If R ab is the Ricci tensor and R is the Ricci scalar , the EFE (without cosmological constant) 

are [5] 

(1.1 ) 

where Tab is the energy-momentum tensor of the matter and K is called the Einstein gravitational 

constant. These are the basic equations of the general theory of relativity set up by Einstein 

in 1915. By virt ue of these equations GR becomes the theory of the dependence of the metric 

of a Riemann manifold 

(1.2) 

on the distribution and motion of matter. 

Since R ab is a non-linear function of gab and its first and second derivatives, the EFE are 

a system of 10 coupled highly non-linear second order partial differenti al equations for the 6 

independent functions gab of four spacetime coordinates, xa. Solving these equations amounts to 

determining the 10 components of the energy-momentum tensor , as well as the 10 components 
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of gab of four variables; this makes the system undetermined. This problem of intractability is 

tackled by either making certain assumptions on the matter contents of the space (i .e. Tab) or 

assuming some geometric symmetry properties of the metric tensor and/or the Ricci tensor. 

1.2 The Lie Derivative 

For each point p in a manifold NI, a vector field V on 11/1 determines a unique curve O:p(t) 

such that O:p(o) = pand V is the tangent vector to the curve. Now, consider a mapping h t 

dragging each point p, with coordinates xi, along the curve O:p(t) through P into the image point 

q = ht(p), with coordinates yi(t). If tis very small the map ht is a one-one map and induces a 

map h'tT of any tensor T. The Lie derivative of T with respect to V is defined by [4, 6] 

lim 1 * 
£vT = -(htT - T). 

t ~ 0 t 
( 1.3) 

If Tis of type (1',8) , its Lie derivative is also a tensor of type (1',8). Using the coordinate bases 

{axd and {ayi}, the Lie derivative of a vector V with respect to V in component form can be 

written as 

[ 
auj dym axi . a (dxi )] a £vV = -----+uJ - - -Ip aym dt ayj ayj dt t=O axi ' 

/ , 
(1.4) 

because we have 

1 *VI _ j ( ( ' )) ax
i 

a 1t p -u Y x, t ~~. 
uyJ uxt 

Thus , we can write 

£ V m a ( i a) m a ( i a) [V V] v =v axm u axi - lL axm v axi = , , (1.6) 

where the commutator [V, V] is called the Lie bracket. It has the following properties : 

(a) it is bilinear; 

[aV+bV, W] ~ a [V, W] + b [V, W] , a and b are scalars. 
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(b) it is antisymmetric: 

[V,U]= -[U,V] , (1.7) 

(c) the Jacobi identity: 

[U, [V, W J] + [V , [W , UJ] + [W, [U, V]] = o. (1.8) 

A vector space together with a product [ , ] satisfying (a), (b) and (c) is called a Lie algebra. 

Let {Xi, i = I , ... , n} be a basis for the Lie algebra, then we can always write 

Cj - C j 
kl - - lk' (1.9) 

where, we have assumed the summation convention. The Lie algebra is completely characterized 

by C~l' called the structure constants . If all the structure constants vanish, the Lie algebra is 

said to be Abelian. Every Lie algebra defines a unique simply connected Lie group and vice 

versa. Naturally the basis {Xd is not unique, and under a change of basis the numbers Ckl 

transform as components of a tensor. Every Lie group and algebra has a unique 'structure 

tensor' C . 

Lie derivatives are used in theoretical physics to express the invariance of a tensor field 

under some transformation . , life say that a tensor field T is invariant under a vector field V if 

the tensors h7T and T coincide for t in some interval around 0, i.e., the Lie derivative vanishes 

£vT = 0, (1.10) 

If T has physical importance - e.g. , it might be the metric tensor , or a scalar field describing the 

potential energy of a particle, or a vector field of force - then those special vector fields under 

which T is invariant will also be important. For example, we know t.hat angular momentum will 

be important in a physical problem only if the problelll is invariant uuder rotations associated 

with a t least one of the vector fields. For instance, if the system is invariant under rotations 

in some plane, it is said to be axially symmetric and the angular momentum associated with 

the vector generating those rotations is conserved. Suppose we have a set F = {T1 , T 2, .. . } 
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of tensor fields whose invariance properties are being studied. Then the set of all vector fields 

V under which all fie lds in F are invariant is a Lie algebra. 

The manifolds of interest in theoretical physics have metric tensors. It is of interest to know 

when the metric i~ iuvariaut with respect to !::lome vector field. The vector fields along "vhich the 

metric remains invariant are called Killing vector (KV) fi elds or isometries. After the spacetime 

metric, the curvature and the Ricci tensors are other important candidates which playa signif­

icant role in understanding the geometric structure of spacetimes in GR. While the isometries 

provide information of the symmetries inherent in the spacetime, the Ricci Collineations (RCs) , 

vector fields along which the Ricci tensor is invariant under Lie t ransport , are important from 

the physical point of view as well . These symmetry proper ties are descri bed by continuous 

groups of motions or collineations and they lead to conservation laws . 

It may be sta ted t hat besides using the symmetry groups admitted by the metric and the 

existence and structure of preferred vector fields as the bases for classifying exact solut ions, 

there are other classification schemes which include algebraic classification of the conformal 

curvature (Petrov type), t he algebraic classification of the Ri cci tensor (Plebanski type) and 

the physical characterization of the energy-momentum tensor [4]. 

1.3 Symmetries in General Relativity 

The EFE are the fundamental equations of the theory of gravitation as developed by Einstein, 

which relate the geometry of the space to its matter contents. The heart of the classifica­

t ion schemes for the solu tions of these equat ions are the symmetry methods based on the Lie 

derivative. Here we formally define some of the symmetries used in general relativity [7, 8], 

particularly from the point of view of classifying the solutions. 

1.3 .1 K illing Vectors 

A manifold !l1 is said to admi t a Killing vector (or motion) ~ if the Lie derivat ive of g with 

respect t o ~ is conserved , i.e. 

(1.11) 
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This equation , called the Killing equation, in a torsion free space and in a coordinate basis, can 

also be written as 

(1.12) 

Its solutions are KVs. The set of all solu tions of Eq. (1.12) forms a Lie algebra and generates 

a Lie group of transformations. Many explicit solutions of EFE have been found using Killing 

symmetries [4] . KVs can be used to derive the most general axially symmetric stationary metric 

[9] . These symmetries leave all the curvature quantities invariant and t hey help in describing 

the kinematic and dynamic properties of spaces. 

Soon after Killing's discovery of the Killing equations at t he end of the nineteenth century 

and Lie's classification over the complex numbers of all Lie algebras up to dimension 3, Bianchi 

[10] classified all 3 dimensional Riemannian manifolds according to their isometries. In this 

classification Bianchi deri ved the full Ki lling vector Lie algebra fo r each possible symmetry 

class of group actions and solved t he Killing equations to derive the metric . He also gave a 

representative line element for a given symmetry type. 

The attempts to classify all solution of the EFE on the basis of KVs faced problems ini­

tially because the energy-momentum tensor is arbitrary. A procedure was needed which could 

provide a list of all metrics according to a given isometry group and a complete list of all 

isometry groups. This is an alternate approach to solving the EFE for given Tab. Using this ap­

proach Eisenhart succeeded [7] in classifying all 2 and 3 dimensional spaces. He also developed 

important general theorems concerning groups of motions . Petrov [11] gave an invariant clas­

sification of Riemannian space times admitting groups of motions on the basis of their detailed 

group structure. But his extension to 4-dimensional spaces was incomplete as admitted by him. 

However, Bokhari , Qadir and Ziad [12] classified all static spherically symmetric spacetimes 

by solving the Killing equations for both gab and KVs. Qadir and Ziad [13] gave a complete 

classification of all spherically symmetric spacetimes according to their isometries and metrics . 

Using these methods, this work was extended to the plane symmetric [14] and t hen to the 

cylindrically symmetric static Lorentzian manifolds according to their KV sand metrics [15] . In 

these classifications metrics with their KVs and Lie algebras were given explicitly. 
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1.3.2 Homothetic Motions 

The vector e is said to be an HM [16 , 17] if the right hand side of Eq. (1.11) is replaced by ¢g, 

I.e. , 

(1.13) 

where ¢ is a nonzero constant. 

As in the case of KVs, all the curvature quantities (except the scalar curvature which is 

preserved up to a constant factor) are invariant under a homothetic vector field. 

Hall and Steele [16] investigated the Segre and Petrov types of spaces that admit proper 

homothety groups - HMs which are not KVs. They classified all such gravitational fields for 

homothety groups, Hm , m 2: 6, and gave some remarks for m ::; 5. Hall [17] has also discussed 

the relation between homotheties and singularities of spacetimes. 

The spherically symmetric [18], the plane symmetric static [19] and the cylindrically sym­

metric static [20] Lorentzian manifolds have already been classified according to their homo­

theties and metrics. In these classifications, homothetic vector fields and the corresponding 

metrics were obtained explicitly. In the case of cylindrical symmetry, the global extension 

of some local homotheties was also considered . Later , Hall in a private communication [21], 

pointed out a few errors in the Segre and Petrov types in some of t he cases of [20]. These errors 

have been rectified in [22] . 

1.3.3 Ricci Collineations 

A vector field B is an RC if the Lie derivative of a Ricci tensor R with respect to B is conserved, 

i.e. 

(1.14) 

or in component form 

(1.15) 
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Since the Ricci tensor is built from the metric tensor , it must inherit its symmetries . Thus 

if the Lie derivative of g vanishes, it must vanish for R also . Hence every KV is an RC but 

the converse may not be t rue. We call the RCs which are not KVs "proper RCs" . For Einstein 

spaces, R ex: g , therefore, in this case the RCs and isometries coincide . 

As regards the physical significance of RCs , Davis, Green , Katzin and Norris [23] did the 

pioneering work on the important role of RCs and the related conservation laws that are ad­

mitted by particular types of matter fields. They showed that the existence of isometries and 

collineations leads to conservation laws in the form of integrals of a dynamical system. They also 

considered the application of these results to relativistic hydrodynamics and plasma physics. 

Oliver and Davis [24] obtained conservation expressions for perfect fluids using RCs. The prop­

erties of fluid spacetimes admitting RCs were studied by Tsamparlis and Mason [25]. They 

have studied perfect fluid spacetimes in detail and have also considered a variety of imperfect 

fluids with cosmological constant and with anisotropic pressure. 

Nunez, Per coco and Villalba [26] gave the RCs of the Robertson-Walker spacetime. Melbo, 

Nt1l1ez, Percoco and Villalba [27] studied RC symmetry in Godel-type spacetimes and Hall , Roy 

and Vaz [28] studied Res for various decomposable spacetimes and discussed the relationship 

between the RCs and the matter collineations. Bokhari and Qadir [29] and later Amir , Bokhari 

and Qadir [30] did some work on the RCs of static spherically symmetric spacetimes. Later 

Bertolotti et. al. [31] pointed out a few errors , and Qadir and Ziad [32] completed this work 

rectifying t he earlier errors. Contreras, Nunez and Percoco [33] claimed to extend this to the 

non-static (and non-degenerate) case. Ziad [34] has recently completed the earlier attempts 

on classification of spherically symmetric Lorentzian manifolds according to their Res. Plane 

symmetric static spacetimes were classified according to the Res by Farid, Qadir and Ziad [35]. 

Plane symmetry may locally be thought of as a special case of the cylindrical symmetry [4], 

therefore , we will see that this classification can be obtained as a special case of the present 

work. 

Apart from the symmetries described above, there are other symmetries discussed in the 

literature on GR. Conformal motions preserve angles between two directions at a point and 

map null geodesics into null geodesics. HMs scale all distances by the same constant factor, 

therefore, they lead to self-similar spacetimes. HMs also preserve the null geodesic affine para-
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meters. Projective collineations map geodesics into geodesics and affine collineations preserve, 

in addition , the affine parameters on geodesics. vVe briefly define these spacetime symmetries in 

Appendix A and the relation between them is described in a di agram there. It is clear from the 

diagram, for example, that motions, affine collineations, and HMs are automatically curvature 

collineations which are in turn RCs, but the converse is not true in general. \ lYe see that Ricci 

collineations (and contracted Ricci collineations) are the most general of all the symmetries . In 

the next chapter we will set up the RC equations and solve t hem for t he vector fields under 

which the Ricci tensor remains invariant . 

1.4 Cylindrical Symmetry 

Cylindrically symmetric fields are axisymmetric about an infinite axis (KV, 00) and transla­

tionally symmetric along that axis (KV, oz) [4]. The two KVs 00 and Oz are spacelike and 

genera te an Abelian group G2 . The stationary cylindrically symmetric fields are hypersurface­

homogeneous spacetimes and admit three Killing vectors, at" 00, az , as the minimal symme­

try which has t he algebra JR 0 SO (2) 0 JR. These admit an Abelian group G3. \lYe take 

(x~x~x~x3) = (t , p, e, z), so that , the most general cylindrically symmetric static metric can be 

written as [4] 

(1.16) 

It may be pointed out that Carot et. al. [36] have proposed another definition of cylindrical 

symmetry which may prove useful in some situations, but for our purpose we keep the above 

definition. 

Ever since the first investigations of cylindrically symmetric spacetimes by Levi-Civita [37] 

and vVeyl [38] and, later by Lewis [39], these spacetimes have been studied extensively for their 

mathematical and physical properties . Here we give some examples of well known cylindrically 

symmetric astrophysical and cosmological solutions discussed in the literature. 

Levi-Civita gave a st atic vacuum solution of EFE. Some other vacuum solutions [40], gravi­

tational field inside a rotating hollow cylinder [41] and static gravitational fields [42] have been 

discussed in li terature. A number of Einstein-Maxwell fields [43] which consist of angular and 
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longitudinal magnetic fields and radi al electric fields are prominent examples. Some dust solu­

tions [44] and a large number of perfect fluid solutions with and without rigid rotations are also 

cylindrically symmetric, see for example [45]. Islam [9] has discussed solutions with axial and 

cylindrical symmetry in detail. He has studied the cylindrically symmetric solutions for rigidly 

rotating charged as well as neutral dust and even given a global cylindrically symmetric solut ion 

of the field equations. Since the time of Einstein, cylindrical gravitational waves [46, 47] have 

been an active field of research in General Relativity. Interest in cylindrically symmetric space­

times has seen a tremendous growth particularly in the context of black holes [48], gravitational 

waves, magnetic strings [49] and cosmic strings [47, 50, 51]. A renewed interest in Levi-Civita 

spacetimes has been seen quite recently. 
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Chapter 2 

Ricci Collineations of Cylindrically 

Symmetric Static Spacetimes 

In this chapter a complete solution of RC equations is provided for the cylindrically symmetric 

static Lorentzian manifolds. This gives RC vector fie lds explicitly along with the constraints 

on the components of the Ricci tensor. The solution is divided into two sections; first we solve 

the equations for the non-degenerate Ricci tensor, i. e. when det(Rab) =f. 0, and then for the 

degenerate case , when det(Rab ) = O. The results for the RCs of finite dimensional Lie algebras, 

obtained here, are also summarized in the form of tables at the end of Chapter 5. 

2.1 The Ricci Collineation Equations 

The RC equations will be written explicitly in this section. Vve consider the most general 

cylindrically symmetric static metric (Eq. (1.16)). As the metric is diagonal and the metric 

coefficients depend only on p, the only non-zero components of the Ricci tensor are 

Roo = e; ~2V" + V
,2 

+ Vi X + Vi pi) , 

_ v/l )../1 ~ v,2 )..,2 ~) 
Ru - - '"2 + '"2 + 2 +""4 + ""4 + 4 ' 

R22 = - a
2t (2),," + Vi X + X2 + X pi) , 

(2.1) 

R33 = _e; (2~/, + V'~/ + Xli + ~/) . 
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Here ,I, denotes differentiation with respect to p. The Ricci scalar is given by 

R = Rg + Rt + R~ + R~ 
1( 2 2 2 ) V" + A" + p," +"2 Vi + A' + ,i + Vi A' + Vi ~/ + A' ~/ 

Using the EFE (Eq. (1. 1)), the general form of the stress-energy tensor, T/:, is 

T8 = - t (2A" + 2~,," + )/ + ~l + A' ~/) , 

Tl = - t (Vi A' + Vi ~/ + A' ~/) , 

Ti = -t ( 21/' + 2~,," + 1./2 + ~l + 1./p,/) , 

Tl = - ~ (2v" + 2A" + V/2 + A'2 + Vi A') . 

(2.2) 

(2.3) 

For the sake of brevity writing R ii = ~ , V 'i = 0, 1,2,3 the RC equations (Eq. (1.15)), by 

dropping the summation convention , can be written as 

R~BI + 2RaB~ 

RaB/; + RbBba. , , 

0, 

0, (a,b = 0,1,2,3) . 

(2.4) 

(2 .5) 

Eqs. (2.4) give four equations and Eqs . (2.5) are six equat.ions. These constitute together 

ten first order, non-linear coupled partial differential equations involving four components of 

the arbitrary RC vector B = (BO, BI, B2, B 3 ), four components of the Ricci tensor Ro, R I , 

R2 , R3 and their partial derivatives. The Bis depend on t, p, f) and z; and the ~ on p only. 

2.2 Ricci Collineations for the Non-Degenerate Ricci Tensor 

We will solve Eqs. (2.4), (2.5) in this sect ion to obtain the components of the nc vector B, for 

the non-degenerate Ricci tensor i.e., when Ri =f. 0, i = 0, 1, 2,3. The procedure adopted will 

be as follows. We will first consider Eqs . (2.5) , for a = 0, b = 2,3 and for a = 2, b = 3 and 

solve them sill1ultaneou~ly to obtain the components of B in terms of arbitrary functions of the 

coordinates . Using this form of B in the remaining RC equations will give conditions on these 
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arbitrary functions. We will go back and forth in this way until these functions are determined 

explicitly and we get the final form of B involving arbitrary constants . In the course of finding 

these solutions we will get constraints on the components of the Ricci tensor. Thus we will arrive 

at various cases of RCs corresponding to these constraints . Solving these constraints, which 

are often difFerential in Ilature, wi ll give Wi t he l1letrics of the spacetimes. Solution of these 

const.raints ami extract ion of mctrics from them will be the subj ect of discussion for Chapter 

4. In the beginning we give the calculations in detai l, in order to explain the procedure, and 

later on we only give the results. However, the detailed calculations are given in Appendix B. 

We differenti ate Eq. (2.5) for a = 0, b = 3 with respect to e, and for a = 0, b = 2 

with respect to z and subtract the latter from the former. Compare this equation with the 

derivative of Eq. (2.5) fo r a = 2, b = 3 relative to t, and the first of these equations to obtain 

B~3 = B203 = B 3
02 = O. Similarly, differenti ating Eq. (2.4) for a = 0, with respect to e and z , , , , 

and using the above results we see that 

This equation gives rise to two cases. Either 

(A) 

(B) 

R'o -I- 0 (and B~3 = 0), or , 

R'o =0. 

'vVe consider these cases one by one here. 

2.2 .1 Case A: 

(2.6) 

Here, B,~3 = 0, and we get from Eqs . (2.5) for a = 1, b = 2, 3, B~13 = B~12 = O. Therefore, Eq. 

(2 .5) for a = 2, b = 3 implies 

(2.7) 

Here "ve have two possibi li ties. Either 

(I) ( ~ ) I -I- 0 , or 

(II) ( ~ ) I = 0 . 
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Case A(I) 

Eq. (2 .5) for a = 2, b = 3 implies that B~2 = 0, and so fro111 Eq. (2.4) for a = 2,3 we get 

Now, there are three possibilities. 

( a) 

(b) 

(c) 

R~ = 0, 

R~ 1= 0, 

R~I=O, 

Rs:l= 0, 

Rs = 0 , 

vVe consider these one by one. 

Case AI( a) R~ = 0, Rs 1= 0 

(2.8) 

In this case the RC equations imply B?2 = B,~ = B~o = B~I = B~2 = B~ = B?12 = O. Thus 

(2.9) 

where CI is a constant, and, therefore, integrating Eq. (2.4) for a = 1, with respect to p we get 

1 1 
B = ~AI (t,z) . 

yRI 
(2.10) 

where Al (t, z) is a function of integration to be determined. Using this value of BI in Eqs. (2.4), 

for a = 0, b = 3 and (2.5) for a = 0, b = 1, and a = 1, b = 3, respectively, gives 

o R~ A ( ) B 0 = - VRl 1 t, z , , 2Ro Rl 
(2.11) 

o VRl . 
B} = --R Al (t, z) , 

, -0 
(2 .12) 

3 VRl B I = --R A I ,3 (t, z) , 
, 3 

(2.13) 

(2.14) 

where dot represents partial derivative with respect to t. Now, differentiating Eq. (2.11) with 
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respect to p and Eq. (2 .12) with respect to t and equating, we get 

R 
( 

R
' )' .. 0 D 

/ tJ ( /"z )- rD ' .JRi A 1(/.,z)=O . 
VRI 2Ro RI 

(2 .15) 

Similarly differentiating Eq. (2.13) with respect to z and Eq. (2.14) with respect to p and 

equating gives 

_ R3 ( R~)' _ AI,33 (t, z) - rD .jJ[l Al (t, z) - O. 
yRI 2R3 RI 

(2 .16) 

Here we write 

(2. 17) 

where a and (3 are separation constants. The Eqs. (2. 15) and (2 .16) now become 

Al (t,z) - aA I (t,z) = 0 , (2. 18) 

AI,33 (t,z) - (3AI (t,z) = o. (2.19) 

Here arise four cases depending upon whether one, both or none of the these constants is/are 

zero. VVe discuss them in turn. 

Case Ala(l) a = 0, (3 = 0 
R' R' 

In t his case, we let 2Ro~ = -kl and 2R3~ = -k2 , where kl and k2 are nonzero constants. 

From Eqs. (2 .18) and (2.19) t his means that 

(2 .20) 

where Cll, C5, C6 and Cs are arbit rary constants. Putt ing this value of Al (t, z) in Eqs. (2 .11) and 

(2.14) , and integrating with respect to t and z respectively, we get 

(2.21) 
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(2 .22) 

Eqs. (2.12) and (2 .13) in view of Eqs . (2 .20)-(2.22) on integration yield 

A2 (p, z) = - (csz + c,t) /. VR1 clp + B3 (z) , 
. Ro 

(2.23) 

/
' VR1 A:J (t, p) = - (cst + C5) -clp + B4 (t) . 

. R3 
(2.24) 

Now, using Eqs . (2 .21) and (2.22) with Eqs. (2.23) and (2.24)in Eq. (2.5) for C/, = 0, b = 3, we 

get 

(2.25) 

Vie note that 

/

. JJ[; 1 
--clp = -k-- and 

. Ro 2 'I Ro 
(2.26) 

From Eq. (2.25) we need to discuss Lwo cases. 

(i) (&)' - 0 R3 - , 

(ii) (Ro)'=lO. 
R3 

Case AlaI (i) (~)' = 0 

We put Rol R3 = -k and note that in this kl = k2' and therefore Eq. (2.25) yields 

(2.27) 

(2.28) 

so that Eqs. (2.23) and (2 .24) become 
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Therefore , Eqs. (2.21), (2.10) , (2.9) and (2.22) give the final form of the RC vector as 

BO = C4 ( ~t2 - J 1fdp + ~z2 ) + k1c5tz + k1c6t + C7Z + Cl, 

B 1 = k (C4 t + C5 Z + C6) , 

B2 = C2, 

B 3 = C4 k ltz + C5 (~ t2 - .r v;{fclp + k21 z2) + k jC6Z + /,;C7t + C3 . 

Case Ala l(ii) 

Here from Eq. (2.25) C4 = C5 = Cs = 0, and therefore, 

So, Eqs. (2.23) and (2.24) become 

and, finally, we get from Eqs. (2.9), (2 .10) and (2 .20)-(2.22) 

BO = C4k l t + Cl , 

Bl _~ 
- VRl' 

B 2 - C - 2, 
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(2.29) 

(2.30) 

(2 .31) 

(2 .32) 

(2.33) 

(2.34) 

(2 .35) 



Case Ala(2) 

Now, ex can be greater or less than zero. VVe discuss both of these cases in turn. 

Case Ala2(i) ex > 0, (3 = 0 

Here Eq. (2 .18) gives 

and the result is the minimal Res 

Case Ala2 (ii ) 

In this case Eq. (2.18) yields 

EO = CI, 

BI = 0, 

B2 = C2, 

E3 = C3. 

ex < 0, (3 = 0 

So, Eq. (2 .11) on integration with respect to t gives 

(2.36) 

(2 .37) 

R' 
EO = - ~ va [BI (z) sin,fO:t - B 2 (z) cos vat] + A2 (p, z) , (2.39) 

2Ro RI ex 

where A2 (p , z) is a funct ion of integration which from Eq. (2.12) on integration is given by 

[ ; . VRl R' ] A2 (p, z) = va -R 1 dp + ~ va [BI (z) sin vat - B2 (z) cos vat] +B3 (z). (2.40) 
. 0 2Ro RI ex 

Eq. (2.39) becomes 

B O = va ; . v: dp [BI (z) sin vat - B2 (z) cos ,fO:t] + B3 (z) . (2.41) 
. 0 
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Eq. (2.13) on integration gives 

B3 = - ./ v:: clp [B1,3 (z) cos rat + B2,3 (z) sin rat] + A3 (t, z) . (2.42) 

Using this in Eq. (2. 14) and integrating with respect to z gives 

A3 (t, z) j. V;; clp [B1 ,3 (z) cos rat + B 2 ,3 (z) sin fot] 
. 3 

+k ['/ BI(Z)clzcosfot+ '/ B2(Z)clZSinfot] +ALl(t). (2.43) 

Therefore, Eq. (2.42) becomes 

B 3 = k [./ BI (z) clz cos fot + ./ B2 (z) clz sin fot] + ALl (t) , (2.44) 

and from Eq. (2 .10) we have 

1 . 
BI = ro [BI (z) cos vcY.t + B2 (z) S111 rat] , 

VRI 
(2.45) 

(2.46) 

Now, from Eqs. (2.44)and (2.5) for a = I , b = 3, clearly B~I = 0, B,1 = 0, and Eq. (2.45) yields 

Bl (z ) = CLl, B2 (z) = C5 . SO, Eqs. (2.41), (2.45) and (2.44) become 

j'v'R! 
B O = vcY. Tclp [CLl sin vcY.t - C5 cos rat] + B3 (z) , 

. 0 

1 . 
B 1 = ro (CLl cos vcY.t + C5 S111 vcY.t) , 

yRl 

B3 = k (C4ZCOS v'at + cszsin rat) + A4 (t) . 

Eq. (2.5) for a = 0, b = 3, in this case gives 

23 

(2.47) 

(2.48) 

(2.49) 



(2.50) 

This equation leads to two possibilities . 

Case AIa2 (ii ) a (~~)' =1= 0 

Here B 3 (z) = Cl, A4 (t) = C3, and we have the minimal symmetry (from Eqs. (2.47)-(2.49)) . 

Case AIa2 (ii ) (3 (~~)' = 0 

In this case we put ~ =constant = -')' (say). Therefore, from Eq. (2.50) 

(2.51 ) 

(2.52) 

Therefore, from Eqs. (2.47)-(2.49) we get 

EO 1 = ;:yCtI Z + Cl , 

Bl = 0, 
(2 .53) 

Case AIa(3) a=O, (3=1=0 

vVe obtain this case just by interchanging the role of t and Z in the previous case, Case 

AIa(2). 

Case AIa(4) a =1= 0, (3=1=0 

Now a and (3 can be positive or negative which gives rise to four further cases depending 

on whether one or both of these constants are greater than or less than zero. Now we discuss 

them. 
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Case AIa4(i) a>O, {3>0 

The solution for Eq . (2. 18) in this case is 

Al (t, z) = BI (z) cosh JO.:t + B2 (z) sinh fot. (2.54) 

Using this in Eq. (2.19) implies that 

B 1,33 (z) - (3Bl (z) = 0 , (2.55) 

B2,33 (z) - {3B2 (z) = O. (2.56) 

These can be solved to give 

BI (z) = C2 cosh /i3z + C3 sinh /i3z , (2.57) 

B2 (z) = C4 cosh /i3z + C5 sinh /i3z, (2 .58) 

so that Eq. (2.54) becomes 

Al (t, z) (C2 cosh /i3z + C3 sinh /i3z) cosh fot 

+ (C4 cosh /i3z + C5 sinh /i3z) sinh fot . (2.59) 

Now, from Eqs . (2.11) and (2 .12) we get 

-fo[ ( C2 cosh /i3z + C3 sinh /i3z) sinh fot (2.60) 

+ ( C4 cosh /i3z + C5 sinh /i3z) cosh fotl ./ v:: dp + B3 (z) . 

Eqs. (2.13) and (2 .14) yield 
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R' - Jk v11 [(C2 sinh Vf3z + C3 cosh Vf3z) cosh fot 
2R3 Rl (3 

+ (C4 sinh Vf3z + C5 cosh Vf3z) sinh j"G.tj + A4 (t) , 

and from Eq. (2.10) 

~ [( C2 cosh Vf3z + C3 sinh Vf3z) cosh fot 

+ ( C4 cosh Vf3z + C5 sinh Vf3z) sinh fotj . 

Now, satisfying Eq. (2.5) for a = 0, b = 3, gives 

x 

[( C2 sinh Vf3z + C3 cosh Vf3z) sinh fot 

+ (CI). sinh /f3z + C5 cosh /f3z) cosh j"G.tj 

[ 
r:ti j' .Jl[; ~ R~ 1 . - Roy ex.(3 . Ro clp - V P 2.Jl[; + RoB3,3 (z) + R3 A4 (t) = o. 

In order that Eq. (2.63) be satisfied, there are two possibilities. 

Either 

(ex.) C2 = C3 = C4 = C5 = 0 and RoB 3,3 (z) = - R3 A4 (t), or 
I 

((3) (3Ro I 1l!clp + 2k = 0 and RoB3,3 (z) = -R3 AI). (t) . 

We discuss these cases here. 

Case AIa4 (i) ex. 

(2.61) 

(2.62) 

(2.63) 

I 

Here if (~) oF 0 we get minimal Res. Otherwise we take ~ = - ,)' , a constant and the 

result is 

BO = C4 Z + Cl , 

Bl = 0 , 

B2 = C2, 

B 3
=')'C4 t + C3' 
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Case Ala4(i) ,6 

Here 

,6 J' VJ[; clp + R~ = 0 . 
. Ro 2RoVJ[; 

(2 .65) 

Also we can write .r 1!fclp = ~ ( 2~JRl ) .This case again gives minimal symmetry. 

Case Ala4(ii) cx > O , ,6 < 0 

The result will be similar to that obtained in the previous case, Case Ala4(i). The difference 

will be that in the solution of Eq. (2.19) the trigonometric funct ions involved will be circular 

instead of hyperbolic. 

Case Ala4(iii) cx<O, ,6>0 

The result will be similar to that obtained in Case Ala4(i). The difference will be that 

in the solution of Eq. (2.18) the trigonometric funct ions involved will be circular instead of 

hyperbolic. 

Case Ala4(iv) cx < 0, ,6 < O. 

The result will be similar to that obtained in Case Ala4(i). The difference will be that in 

the solution of Eq. (2.18) and Eq. (2.19) the trigonometric functions involved will be circular 

instead of hyperbolic. 

Case AI(b) 

Note that the RC equations , (2.4) and (2.5) , are symmetric with respect to the interchange 

in e and z (i. e. the indices 2 and 3). Thus this case is similar to the previous case, Case AI(a), 

except for the interchange of e and z in all the equations. 
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Case AI(c) 
In t his case Eq. (2.8) implies that B,~ = B,13 = B~I = B:I = O. So, we have 

B O = BO (t ,p,e,z) , 

BI = BI (t,p) , 

B2 = B2 (t ,e) , 

B3 = B3 (t, z) . 

vVe further have the following constraints from the RC equations . 

Now, integrating Eq. (2.4) for CL = 1 gives 

Therefore, Eqs. (2.5), for CL = 0, b = 1, and (2 .4) for CL = 2,3 on integration give 

(2 .66) 

(2.67) 

(2.68) 

(2.69) 

(2.70) 

(2.71) 

Now, we note that either both the terms in the brackets in Eqs. (2 .70) and (2.71) are constants 

or otherwise Al (t) will be zero. We discuss both of these possibilities here . 

Case Alc(l) Al (t) = 0 

Here, from Eq. (2.68) we get BI = 0 , and therefore, from Eqs. (2.69) and (2 .4) for CL = 0, 

we get A3 (t) = CI . Now, using Eqs. (2.69), (2.70) and (2.71) in Eqs. (2.5) for CL = 0, b = 2,3, 

gives 
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These imply that 

RoA4,2 (B) + R2 A6 (t) 

RoA5,3 (z ) + R3 j17 (t) 

Therefore, Eqs. (2 .72) and (2.73) take the form 

A4 ,2 (B) 

A5 ,3 (z) 

0 , 

o. 

(2.72) 

(2.73) 

(2 .74) 

(2 .75) 

(2.76) 

(2.77) 

Here, we have three fur ther cases depending upon whether one or none of ~ and ~ are 

constants. vVe note that both of these cannot be constants as in that case we will get ~ as a 

constant, which will be a contradiction. 

Case AIcl(i) 

In this case R2/ Ro = -kl and Cs = 0 , and we get from Eqs. (2.68), (2.69), (2.70) and 

(2 .71) 

Case AIcl(ii) 

B O = klC4B + Cl, 

Bl = 0 , 

B2 = C4t + C2, 

B3 = C3. 

T his is similar to the previous case; just the indices 2 and 3 are interchanged. 

Case AIcl(iii) 
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Here, we have from Eqs . (2.76) and (2.77) Ct( = C8 = 0 , and Eqs. (2.68), (2.69), (2.70) and 

(2.71) give minimal symmetry. 

Case Alc(2) 
I I 

vVe put 2n~ = k1, and 2R~ = "'2 , where k1and k2 are nonzero constants and k1 f= k2, 

because otherwise R2 and R3 will become proportional which will be a contradiction. Therefore, 

we have 

-k1Al (t) e + A6 (t) , 

-k2Al (t) z + A 7 (t) . 

(2.79) 

(2.80) 

Now, Eqs. (2.5) for a = 0, b = 2,3, on integration with respect to e and z respectively give 

(2 .81) 

(2.82) 

and so Eq. (2.69) becomes 

(2.83) 

where C1 = C6 +C7. Now, the value of B i, 'i = 0, 1,2 ,3, as given by Eqs. (2.83), (2 .68), (2.79) and 

(2 .80) identically satisfy all the RC equations except Eq. (2.4) for a = 0, and Eq. (2.5) for 

a = 0, b = I , which take the form 

(2.84) 

30 



(2.85) 

Prom Eq. (2.85) W0. S0.0. 1.hR.l. we hav0. to disc llss three fmther cas0.S dep0.nding 11 pon whether 
I I 

one or none of (R2/ Ro) and (R3/ Ro) is/are equal to zero . We note that both of these cannot 
I 

be equal to zero as it would contradict one of the conditions of this case, namely, (R2/ R3) =I- O. 

Case Alc2(i) ( ~)' = 0, ( ~~)' =I- 0 
I 

Let R2/Ro = -k3Which implies that 2Ro~ = k l . In this case Eq. (2.85) yields 

Al (t) = c4 , A7 (t) = c3 . (2.86) 

Therefore, Eq. (2 .84) takes the form 

(2.87) 

which implies that 

(2.88) 

(2.89) 

With values from Eqs. (2.86), (2.88) and (2.89), we finally get from Eqs. (2.83), (2 .68), (2.79) and 

(2.80) 

Case Alc2(ii) 

B O = -k l C4 t + k3 C5() + CI , 

BI_~ 
- JRl' 

B2 = -kIC4() + C5t + C2 , 

B3 = -k2C4Z + C3 . 

(&) I =I- 0 (&.) I = 0 
Ro ' Ro 

(2.90) 

This is similar to the previous case; only indices 2 and 3 (i.e . coordinates () and z) are 

interchanged . 
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Case AIc2(iii) (&)' =f 0 (&)' =1= 0 no ' Ro 

In this case Eq. (2.85) yields 

Al (t) = c" , A6 (t) = c2 , A 7 (t) = c3 , (2 .91) 

ami Eq. (2.84) take:::; the frolll 

(2.92) 

Here again , as before, we have two cases. 

Case AIc2(iii)a ( 
R~ )'-0 

2Ro..JRl -

Putting ~ = k4 , and proceeding as previously, Eqs. (2.83), (2 .68), (2.79) and (2.80) take 
2Ro RI 

the form 

Case AIc2 (iii) (3 

We have minimal RCs here. 

Case A(II) 

BO = -k4c4t + Cl , 

Bl_~ - ..fT[; , 

B2 = -k1C4e + C2, 

B3 = -k2C4Z + C3 . 

( 
R~ ) =1=0 

2Ro..JRl 

(~)I = 0 

(2.93) 

This means that RdR3 =constant= l (say),l =1= O. We put R2 = lR3 in the RC equations 

and solve them as previously to get 

(2.94) 

(2 .95) 

(2 .96) 
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In order to evaluate Bi , i = 5, ... 9, we substitute Bi from Eqs. (2.94)-(2.97) into Eqs. (2.4), for 

a = 0, 1, 2, (2 .5) for a = 0, b = 1, and compare the coefficients of g2 , gl , gO, z2, Z and zO in the 

equH'\,ions thus obt,a inrx\. This gives 

R~ , .. . 
R1Bj(t , p)+2Bj (t , p) = 0, j=5 ,6,7; 

R~Bg (t , p) + 2Ro 13s (t, p) = 0, 

., (R2)' . 2R2Bj(t,p)+Ro Ro Bj(t , p)=O , j = 5,6,7; 

RoB~ (t, p) + Rl 13g (t, p) = 0 , 

( 
R2 )' '( ) R2 " () . rrs-- B j t, P + rrs--Bj t, p = 0, J = 5,6,7; 

VRI VRI 

R~Bg (t,p) + 2RIBb (t,p) = 0, 

R2 '( ) lRl B5 t , P + 2cg = 0 , 

R2 , 
lHl B5 (t,p) - 2cg = 0 , 

R2 '( 
iR 

BG t,p) - 2C7 = 0, 
. 1 I 

R,2 '( lRl B7 l: , p) + 2cs = 0 , 

R2Bg (t , p) + 2H2B5 (t , p) = O. 

Solving these simultaneously yields 

R' J-R;h (t) + 2B5 (t, p) = 0 , 
R2 Rl 
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(2.98) 

(2.99) 

(2.100) 

(2.101) 

(2. 102) 

(2. 103) 

(2.104) 

(2 .105) 

(2.106) 

(2. 107) 

(2. 108) 

(2. 109) 

(2. 110) 

(2 .111) 



Now Eqs. (2. 109)-(2. 111) give rise to two possibilities. 

(a) ( R2 ~)' # 0 , 

(b) (R2Jnt) , = O. 

, Ve consider them novv. 

Case AII(a) 
In this case R; # 0 and we arrive at the following two cases . 

(1) ( / Ro I R2)' = 0 , 

(2) (/Ro IR2)' # 0. 

Case AIIa(l) (~)' =0 

Let / Rol R2 = k , so that Eqs. (2.94)-(2.97) become 

Case AIIa(2) 

B O = -k (C6} Z + c58) + Cl , 

Bl = 0 , 

B2 = C4 Z + kC5t + C2 , 

B3 = - tect[ + /.;C6t + C3 . 

Eqs. (2.94)-(2 .97) in this case give 

Case AII(b) 

B O = Cl , 

Bl = 0 , 

B2 = Ct[ Z + C2, 

B3 = -C4te + C3 . 

R' 
Let ~ = a , a constant, which can be zero as well as nonzero. 
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(2.113) 

(2.114) 



(1) R;-I-O, 

(2) R; = O. 

Case AIIb(l) 

In this case from Eqs. (2.109) and (2.110) we have 

and there arise further two cases. 

(i) (R2/ Ro)' -I- 0 , 

(ii ) (R2/ Ro )' = O. 

Case AIIbl (i) 

Now, we again have two possibilities. 

(Cl' ) ( 
R' )' Ro~ -I- 0 , 

((3) ( 
R' )' ~ = 0. 

Case AlIb I (i) Cl' ( 
R' )' Ro~ -I- 0 

Eqs. (2.94)-(2.97) in th is case take the form 

Case AlIb l(i) (3 (~)' - 0 Ro..,!R; -
R' 

Let ~ = (3 -I- Cl', so that Eqs. (2.94)-(2.97) give the Res as 

EO = ~c5t + Cl , 

El = -C5a~' 

B2 = C4Z + C5e + C2 , 

E3 = -C4le + C5Z + C3 . 
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Case AIIbl(ii) 
Here we write R2 = - oRo . The RCs from Eqs. (2.94)-(2.97), in this case are 

B O = C{ (t2 - a'2~ + oe2 + toz2) + c6toz - cgWt + Cgtz + C50e + clOt + Cl , 

Bl = - 7n (C7t - CgW + Cg Z + ClO) , 
avRl 

B2 = C7et + ~ ( _1~2 + ath2 - W2 + z2 ) + C5 t + cgez + clOe + C4 Z + C2 , 

B3 = C7 zt - csWz - c~ (_l~2 + ath2 + W2 - z2 ) + C6 t + ClOZ - C4W + C3. 

Case AIIb(2) R~ = 0 

This means that R~ = 0 and t his gives rise to two possibili ties. 

(i) Cj)/)'=o , 
(ii ) C~/), ~ O. 

vVe discuss each in turn. 

Case AIIb2(i) (~)I =0 
~ 

(2.118) 

Let ($0) I /.jJ."[l = ')' ,a constant, which cannot be zero, because othenvise Ro becomes 

constant. 

Eqs. (2.94)-(2 .97) give the RCs as 

B O = vko [t z ( C7 sin ')'t - Cg cos I't) + e (C5 sin I't - C6 cos I't) - (cg Sil1')'t - ClO cos ')'t) ] + Cl , 

B 1 = - k [t z (C7 cos I't + Cg sin I't) + e (C5 cos ')'t + C6 si n I't) - (cg cos I't + C 10 si n ')'t) ] ' 

B2 = {RQRRo (C5 cos I't + C6 sin ')'t) + C4 z + C2 , 
'Y 2 

B3 = :(Jlf (C7 cos I't + Cs sin I't) - C4 W + C3 . 

(2.119) 

Case AIIb2(ii) [( ~/ ] I ~ 0 

In this case we have further two cases. 

(a) 2Jk ( Ro~) I = constant = f/ (say), 
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Flo ( Fl~ )' ((3) 2.,fRl Floj7'?; of. constant . 

Case AIIb2(ii) a 

Here we again discuss two cases depending on whether 7] is zero or nonzero. 

Case AIIb2(ii) al 77 = 0 

This implies that Ho~ =const ant = A of. O. Here, Eqs. (2.94)-(2 .97) yield 

Case AIIb2(ii)a2 

B O = C5 (A ~ - ~ t2) - C6 4 t + Cl , 

B 1 = k (C5 t + C6) , 

B2 = C4 Z + C2 , 

In this case Eqs . (2.94)-(2.97) give the Res as 

Case AIIb2(ii) (3 Flo R~ 0 [ '] , 
v'Rl (Flo v'Rl ) of. 

Eqs. (2 .94)-(2 .97) give the result as 

B O = Cl , 

Bl = 0, 

B2 = C4 Z + C2 , 

B 3 = -cl[lB + C3 . 
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2.2.2 Case B: R~ = a 

Let Ro = -ex, where ex is a nonzero constant. In this case we observe from the RC equat ions 

that 

Eq. (2.4) for a = 1 can thus be written as 

Using this in Eq. (2 .5) for a = 0, b = 1 and integrating with respect to p gives 

Similarly, Eqs. (2 .5) for a = 0, b = 2,3 yield 

3 ext 
B = R3A5,3(Z)+A7(P,B, z ) , 

Putting these values in Eqs. (2 .5) for a = 1, b = 2,3, we get 

R~A5,3 (z ) = 0 . 

These equat ions suggest the following four cases. 

(I) 

(II) 

(III) 

R~ = 0, 

R~ = 0 , 

R~ = 0 , 

R~ f: 0 , 

R~ = 0 , 
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(IV) 

VYe discuss each in turn here. 

Case B(I) 

Vve put R2 = {3 and R3 = "y. Followi·ng the same procedure, the solution of the RC equations 

in th is case is 

Case B(II) 

B O = - ~ I .JRl dp + C7 B + CsZ + CI , 

BI = k (C6 t + cg B + ClOZ + C5) , 
2 Q I j. ro-d B = 73C7t - 73cg. V RI P + C4 Z + C2 , 

B3 = Q.Cst - lClO f· .JRldp - Qc4 B + C3 . 
'Y 'Y. 'Y 

R2 = 0, R~ ~ 0, 

We call R2 as {3 and Eq. (2 .129) gives 

A5(Z)=CO. 

Eq. (2.4) for a = 2 implies that 

Eq. (2.5) [or a = 1, b = 2, becomes 

A2 (B, z) = BAs (z) + Ag (z) , 

so that 

1 j. 
A6 (p, z) = - ~A8 (z) . jR;dp + AlO (z) 

Now, Eq. (2.5) for a = 1, b = 3, yields 
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J
' VRl 

A7 (p, 61 , z) = - [eAS,3 (z) + A9 ,3 (z)] Help + A11 (61, z) , 
. 3 

(2.136) 

and Eq. (2 .5) for a. = 2, b = 3 implies that 

All (61, z) = fJA 12 (z) + A13 (z) (2.137) 

Putting these values in Eq. (2.4) for a. = 3, we get 

AS,33(Z) - [ ~( Rk) '] As(z) = 0 . 
VRI 2R3 Rl 

(2.138) 

Depending upon whether the term in the square brackets in the las t equation is constant or 

not , we need to discuss two further cases . 

(a) [it (2R:k)T ~ 0, 

(b) [JlL ( R3 ) ']' - 0 JRl 2R3JRl -. 

Case BII(a) 
In this case the RC vector becomes 

EO = qe + Cl , 

El = 0 , 

E2 = ~c4t + C2 , 

B3 = C3 . 

Case BII(b) Jt (2R:k)' = kl 

Here there are three further possibilities: kl ~ O. vVe take them up one by one. 

Case BIIb(l) 

In this case the solution of Eq. (2.138) can be written as 
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and Eq. (2.4) for Q, = 3 gives 

(2 .141) 

The result is 

B O = C1e + C1 , 

B1 = _1_ ( c5 e../klz + C6 e- v'klz ) 
VRl ' 

B2 = ~C4t+ C2 , 

(2.142) 

B3 = 1 R; ( c5 e../klz - C6 e-v'klz ) + C3 . 
v'kl 2R3VRl 

Case BIIb(2) 

This case is similar to t he previous one , the difference being that in Eqs. (2 .140) and (2. 141) 

the arguments of the exponential functions will be complex instead of real and we get the similar 

RC vector with 6RCs. 

Case BIIb(3) 

This meallS t ll at 2R~ = 1.:2, where 1.:2 is a !lon-zero constant. From Eq. (2.138) , we have 

As,33 (z) = 0, whose solution is 

As (z ) = C7 Z + Cs , 

yielding the final form of Bi as 

Case B(III) 

B O = C4e+ Cl , 

B 1 = k (C6 Z + C5) , 

B2 = ~C4t + C2 , 

B3 = -C6 (.r Ifjdp + 1.:2 z22) - k2C5Z + C3 . 

R2=F 0 , R3=0 

(2.143) 

(2.144) 

As the RC equations remain unchanged if we interchange indices 2 and 3, t he results for this 

case can be obtained by interchanging these indices (i.e. () and Z coordinates) in Case B(II). 

41 



Case B (IV) R~ ~ 0 , R3 ~ 0 

In this case Eqs. (2.128) and (2. 129) yield 

(2.145) 

and Bi from Eqs. (2 .124)-(2 .127) t ake the form 

(2.146) 

(2.147) 

(2 .148) 

(2 .149) 

Therefore Eqs. (2.5) for a = I , b = 2 and (2.4) for a = 2 yield 

(2.150) 

This equations gives rise to two possibilities (as before) depending upon whether the term in 

the square brackets is a function or a constant. 

(a) [7t (2R:k),], ~ 0, 

(b) [1t CR:k)T = O. 

vVe discuss them here. 

Case BIV(a) [Jk (2R:k)']' ~ 0 

Here A2 (0, z) = 0 , and the RC equations yi eld 

R2 
A7 (0) = --R C40 + C3 . 

·3 

Novv, this is possible only if either C4 = 0 or ~ is constant . 
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Case BIVa(l) 

Here C4 = 0 and we get minimal RCs. 

Case BIVa(2) (~)' = 0 

Writing R2/ R3 = k, the RC vector becomes 

B O = Cl , 

Bl = 0, 

B2 = C4Z + C2, 

B 3 = -kC4 8 + C3 . 

Case BIV(b) [Jk (2R~)']' = 0 

(2.153) 

We put Jk (2R:k)' = k3 , and there are further three possibilities for the constant: 

k3 ~ O. We discuss these in t urn here. 

Case BIVb ( 1 ) 

Eq. (2.150) becomes 

(2.154) 

which can be solved to give 

A2 (8, z) = As (z) eVk3(} + Ag (z) e- Vk3(} . (2.155) 

where As (z) and Ag (z) satisfy 

[ R3 ( R~ )'] As,33 (z ) - rD VJ[; As (z ) = 0 , 
yRl 2R3 Rl 

(2.156) 

(2.157) 

These equations again suggest two further possibilities depending upon whether the term in 
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the square brackets is constant or not. 

(i) [1t (2R:k )']' # 0 , 

(ii) ~ R3 -0 [ '] , .jR] ( 2R3.jR]) - . 

Case BIVbl(i) [...!3:L( Ra )']'#0 ..jR] 2R3.jR] 
Here the RC vector is given by 

B O = Cl , 

Bl = 0, 

B2 = C4Z + C2 , 

B3 = - ~ C4 e + C3 . 

We note that R2/ R3 here, is a constant otherwise C4 will be zero. 

Case BIVbl(ii) 

(2.158) 

We put flt (2R:k )' = k1 . Now, there are again three possibilities, kl ~ O. vye first 

consider kl > O. In this case the solution of Eqs. (2.156) and (2.157) can be written as 

and the result in this case is 

B O = Cl , 

Bl = 0, 

B2 = C4Z + C2 , 

B3 = -~C4e + C3 . 

Here again R2/ R3 is a constant as before. 

We see that for kl < 0 and kl = 0, we get the same result as in this case. 

Case BIVb(2) 

(2.159) 

(2.161) 

In this case the solution (Eq. (2.155)) of Eq. (2.154) will involve complex arguments for 

the exponential functions and the results can be obtained similarly as in Case BIVb(l) . 

44 



Case BIVb(3) k3 = 0 

~ In this case, we have 2R~ = k4 , where k4 is a nonzero constant . From Eq. (2 .150) 

therefore, we get the solution as 

(2 .162) 

where As (z) and Ag (z) again satisfy Eqs . (2.156) and (2.157) . This again implies two possi-

bilities, depending on whether the term in the square brackets of these equations is constant or 

not . 

Case BIVb3(i) [Jt (zR:k r], i= 0 

Eqs. (2 .156) and (2. 157) imply that 

As (z) = 0 = Ag (z) , (2.163) 

and the solut ion is similar to Case BIVb1(i). 

Case BIVb3 (ii) [Jl:.L ( % ) ']' = 0 Jffl 2 H3 Jffl 

vVe put ~ (2R:k )' = kl , where kl is a constant which can be greater than, equal to or 

less than zero. 

Case BIVb3(ii)a 

This solut ion here is similar to Case BIVb1(ii), where kl = 0, k3 > o. 

Case BIVb3(ii),e 

This case is similar to the subcase of Case BIVb(2) where kl = 0, k3 < o. 

Case BIVb3(iih 

Here Eqs. (2.156) and (2 .157) give 

As (z) = C1 1 Z + C5 , (2.164) 

(2. 165) 
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and we get further two cases, depending upon, whether ~ is a constant or not. 

Case BIVb3(iih1 
In this case the RC vector becomes 

Case BIVb3(iih2 

B O = C1 , 

B1 = k C4 , 

B2 = ct\,e + C2 , 

B3 = -k2C4Z + C3 . 

Putting R3/ R2 = d, the RCs become 

B o - C - 1 , 

B 1 = k (C6e + C7 Z + C5) , 

B 2 = -C6 (J ~ dp + k2 e; - dk2 Z22 ) - k2C7eZ - k2C5 e - C4Z + C2 , 

B3 = -k2 C6eZ - C7 (J' :fKi.dp - ls:J. e2 + k2 z2) - k2C5 Z + ~e + C3 . . R2 2d 2 d 

2.3 Ricci Collineations for the Degenerate Ricci Tensor 

(2.166) 

(2. 167) 

In this section we solve the RC equations (Eqs. (2.4) -and (2.5)) for the degenerate Ricci tensor 

i.e., when det (Rab) = 0. This can happen in any of the fifteen ways depending upon which one 

or more of the four components of Ricci tensor is/are zero. Here, we list these cases. In Cases 

I , .. . , IV, one of the ~ (i = 0, 1,2,3) is zero (in order of increasing i), respectively; in Cases V, 

... , X, two and in Cases XI, ... , XIV, three of t he ~ are zero; and in Case XV all ~ are zero . 

As the RC equations remain unchanged if any two of t he three indices 0, 2 and 3 are 

interchanged , we note t hat the results fo r Cases I , III and IV would be 'similar '. In the same 

way Cases V, VIII and IX; Cases VI , VII and X; and Cases XI , XII and XIV are 'similar' . 

T he results for the s'im'ilar cases can be obtained by interchanging the role of any two of the 

coordinates t , e and z. Cases II , XIII and XV are independent. We will see that only Case II 

(R1 = 0, ~ =1= 0 , 'i = 0,2,3) admits a fi ni te dimensional algebra of RCs and for all other cases 

the algebra of Res is inf-in ite dimensional. T herefore, "ve disc Llss Case II f-i rst and in detail ; 
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for other cases we merely give the re::;u lts. For infini te dimensional case::; also we solve t he RC 

equations as far as possible and find the form of RCs to the extent the equations allow. Detailed 

calculations of Case I are given in Appendix C. 

Case II 

Eqs . (2 .5) for a = O,b = 1 and for a = l,b = 2,3 yield B~ = B} = B:l = 0, so that, we 

have Bi = Bi (t, e, z) , i = 0,2,3. Differentiating Eq. (2.5) for a = 0, b = 2, with respect to z 

and for a = 0, b = 3, with respect to e and subtract ing gives 

(2.168) 

Differentiating Eq. (2.5) for a = 2, b = 3 with respect to t yields 

R 2· 3 
2B 03 + R3 B 02 = 0 . . . (2.169) 

Eqs. (2 .1 68) and Eq. (2.169) imply 

(2.170) 

In view of Eq. (2.170) we note that B~3 = O. Therefore, we can assume B O of the form 

(2.171) 

Substituting this in Eq. (2.4) for a = 0 we get 

(2.172) 

We consider two possibilities depending upon whether Ro is constant or not. 

Case II(A) Ro = 0 

vVe write Ro = 'Y. In this case from the RC equations we get 

(2.173) 
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B2 = -~tAI , 2 (e) + A3 (e, z) , 
R2 

B3 = - ~3 tA2,3 (z ) + A4 (e, z ) 

(2. 174) 

(2.175) 

These give rise to four possibilities depending upon whether both , one or none of R2 and R3 

are/ is constant . VIle discuss these one by one. 

Case IIA(a) R~=O , R~=O 

We put R2 = -G! , R3 = -(3, and the RC equations give B:2 = B:3 = 0, so that Eqs. (2.174) 

and (2.175) take the form 

(2.176) 

(2.177) 

Substituting from Eqs. (2.173), (2 .176)and (2.177) into the RC equations determines Al (e), 

A2 (z ), A3 (z ) and A4 (e), explicit ly yielding the result 

BO = C4e + C5 Z + CI , 

B2 = ~c4t + C6Z + C2 , 

'3 "V Q B' = ~c5t - {JC6e + C3 , 

and BI(t,p,e, z ) remains completely arbitrary. 

Case IIA(b) R~=O , R~#O 

(2.178) 

We put R2 = -G!. From Eqs. (2.173) - (2.175) we find that in this case A2 (z) is constant 

and Al (e) is a linear function in e. The RC equations yield the result 

B2 = ~c3t + C2 , 

B3 = A4 (z) . 

Here A4 (z) is arbitrary, therefore, the Lie algebra is again infinite dimensional. 

Case IIA(c) R~#O , R~=O 

This case is similar to the previous case. 
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Case IIA(d) 

In this case Al (e) and A2 (z) are constants and Eqs. (2. 173) - (2.175) reduce to 

Bo-- Cl , (2.180) 

(2.181) 

(2. 182) 

Substituting these in Eqs. (2.4) for a = 2 and 3, gives 

(2 .183) 

(2.184) 

and in Eq. (2.5) for a = 2 and b = 3, gives 

(2. 185) 

Now, if R3/ R 2 is a constant, we again get infinite dimensional Res. Otherwise, we find that 

A3 (e, z) = A3 (e), At! (e, z) = At! (z) (2.186) 

and equating Eqs. (2. 183) and (2.184) gives 

(2.187) 

We take R2Rd R2RS = k, a constant, otherwise we get the minimal symmetry. In this case 

from Eq. (2.187) we see that A3 (e) and A4 (z) are linear functions of e and z respectively, 
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yielding the final result as 

B O = Cl , 

Bl - -'llJ:2.kc - R2 4 , 

B 2 = k C4 G + C2 , 

(2 .188) 

B 3 = C4 Z + C3 . 

Case II(B) R~ -10 

Putting B O from Eq. (2 .171) into Eqs. (2.5) for a = 0, b = 2,3 , and integrating with respect 

to t, gives 
2 Ro j. B = -- A1,dt , G) elt + A3 (G, z) , 

R2. 

3 Ro j. B = -R A2,3 (t, z) elt + A4 (G, z) 
3 . 

Now, as B,~ = B~ = 0 the above equations imply 

Here we get four cases . 

(a) (t)' =0 , 

(b) (t)' = 0, 

(c) (t) ' -10, 

(d) (t)' -I O, 

Case IIB(a) 

(~~ )'./ A1,2 (t, G) elt = 0, 

(RO)' j. R3 . A2,3(t ,Z)elt=0 . 

(~)'=O , 
(~)' -10, 

(~) ' = 0 , 

(~)' -10 . 

(t )' = 0 , (~) ' = 0 

(2.189) 

(2. 190) 

(2 .191) 

(2.192) 

We put Ral R2 = -Q , Rol R3 = -f3 , where Q and f3 are non-zero constants . In this case 

substituting from Eqs. (2.171)-(2.189) in Eqs. (2.4) for a = 2,3 gives 

Q./ A1,22 (t , G) elt - fh (t, G) - Jb (t, z ) + A3,2 (G , z ) = 0 , (2.193) 

f3 ./ A2,33 (t , z ) elt - Al (t, G) - A2 (t, z) + A4,3 (G, z ) = 0 . (2.194) 
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Subtract ing these two cq\lat ion~ yields 

aA1,22 (t,e) - ,6A2,33 (t ,z) = 0, (2.195) 

from where we can get the form of Al (t, e) and A2 (t, z) as 

(2.196) 

a z2 
A2 (t,z) = :e2As (t ) + ZA8 (t) + Ag (t) (2.197) 

Substituting these values in Eqs. (2.193) and (2. 194) yields 

As (t) = Co t + C7 , (2.198) 

A6 (t) = C8 t + Cs , (2.199) 

A8 (t) = Cg t + C6 , (2.200) 

(2.201) 

With these values in Eqs. (2. 193) and (2.194), we get on integration with respect to e and z 

respectively. 

(2.202) 

e2z a z3 z2 
A4 (e, z ) = cO 2 + C8 eZ + :eco(j + cg 2 + ClOZ + All (e) . (2.203) 

Substituting these values in Eqs. (2.189) and (2.190) , we get from Eq. (2.5) for a = 2, b = 3 

,6 [~coez + cge + A lO ,3 (Z) ] + a [co ez + C8Z + AU,2 (e)] = 0 , (2.204) 

which yields 

Co = 0 , 

(2 .205) 
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(2.206) 

Substituting from Eqs. (2. 196)-(2.206), the fin al form of Eqs. (2 .171 )-(2 .190) becomes 

(2 .207) 

This is a case of 10 RCs. This is the only case for degenerate Ricci tensor which admits 10 

RCs. 

Case IIB(b) (&) ' = 0 
R2 ' 

In this case Eq. (2.192) implies 

A2 (t,z) = A2 (t) . (2.208) 

With this in Eqs. (2.171)-(2.190), we get from Eqs. (2 .4) for a = 2,3 

Al (t , e) + A2 (t) - a./ A1,22 (t, e) elt - A3 ,2 (e, z) = 0 , (2.209) 

R3 RO [ . . ] ~3~~ Al (t, e) + A2 (t) - A4,3 (e , z) = 0 . (2.210) 

The last equation implies 

(~:~~ )' [AI (t,e) + A2 (t)] = 0, (2.211) 

.. . f 1 1 d' I I R;~. glvmg l'lse to urt ler two cases ( epen mg upon 'vV let ler R3RO IS a constant or not. 

Case IIBb(l) (~~~~)' = 0 

Taking ( ~~~n ' = k , where k is nonzero constant, Eq. (2.210) gives 

A4 (e , z) = zAs (e) + A6 (e) . (2.212) 
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Using this in Eq. (2.210) and subtracting from Eq. (2.209) yields 

Al (t, e) = eA7 (t) + As (t) , 

'vvhich on substitution again in Eq. (2.210) implies 

(2 .213) 

(2.214) 

(2 .215) 

With these values in Eqs. (2 .209) and (2.210) , in tegrating with respect to e and z respectively 

gives 

Now, Eq. (2.5) for a = 2, b = 3 takes the form 

which implies 

Cl = 0 , AlO (e) = C3, Ag (z) = C2 . 

The RC vector from Eqs. (2.171)-(2. 190), therefore, is given by 

BO = c4e + C5t + Cl , 

Bl - ~ - - no C5 , 

B2 = aC4t + C5 e + C2 , 

B3 = k:c5z + C3 . 
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Case IIBb(2) 

Here, Eq. (2.211) gives 

fh (t , ()) + fb (t) = 0 , 

which implies that 

Al (t,B) = A5 (t) + A6 (B) , 

and Eq. (2.210) gives 

Now, Eq. (2.209) takes the form 

A5 (t) + A2 (t) - atA6,22 (B) - A3,2 (B, z) = 0 , 

which yields 
t 2 

A5 (t) + A2 (t) = CI'2 + C2 t + C3 , 

1 B2 
A6 (B) = -CI- + cLlB + C5 , 

a 2 

and therefore, Eq. (2.224) on integration with respect to B gives 

Eq. (2.5) for a = 2, b = 3 now becomes 

which means that 

Now, substituting from Eqs. (2.222)-(2.226) in Eq. (2.4) for a = 3 gives 
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Finally, with values from Eqs. (2.222)-(2.230), the RC vector, from Eqs. (2.171)-(2.190), in 

this case becomes 

B O = C4 8 + CI , 

BI = 0 , 

B2 = aC4t + C2 , 

B3 = C3 , 

where the constant C3 + cs, has been replaced by CI. 

Case IIB(c) ( ~)I =I 0, (~)' = 0 

(2.231) 

As the RC equations (Eqs. (2.4) and (2.5)) are invariant under the interchange of indices 2 

and 3, if we interchange these indices (i .e. coordinates 8 and z ) in Case II(b) , we will get the 

results for this case. 

Case IIB(d) 

Now, Eqs. (2.191) and (2.192) imply 

AJ (t,e) = AJ (t) , A2 (t,z) = A2 (t) . (2.232) 

In this case Eqs. (2.171)-(2.190) take the following form (writing Al (t) + A2 (t) = A (t)) 

B O A (t) , 

Bl _ 2;0 A(t) 
0 

B2 A3 (8, z) , 

B3 A4 (8,z) . 

Now, Eqs. (2.4) for a = 2,3 and (2.5) for a = 2, b = 3 become 

. (R'oR2) A (t) - RoR; A3 ,2 (e, z) = 0 , 

. (R'o R3) A (t) - RoR3 A4,3 (e, z) = 0 . 
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This gives rise to four cases depending upon whether the terms in the brackets in the above 

two equat ions are constants or not. 

Ca.se IIBd(l) (~)' -'- 0 RoR~ { , 
Here, we have 

A3 (e, z) = A3 (z) , 

A (t) = Cl , 

so that Eq. (2.5) for a = 2, b = 3 becomes 

which implies that 

and Eqs. (2.233)-(2.236) become 

A3 (z) = Ct\ Z + C2 , 

R2 
A4 (e) = - R3 C4 e + C3 , 

EO = Cl , 

Bl = 0, 

E 2 = C4 Z + C2 , 

E3 = - ~ C4 e + C3 . 

(2.239) 

(2.240) 

(2.241) 

(2.242) 

(2.243) 

(2 .244) 

(2.245) 

Here, we note that R2 / R3 is a constant, otherwise C4 wi ll be zero to give the minimal symmetry. 

Ca.se IIBd(2) (Rol7.2)' -'- 0 (Rol7.3 )' - 0 
RoR~ f, RoR; -

In this case, from Eqs. (2.237) and (2.238), we see that 

A3 (e, z) = A3 (z) , (2.246) 

A (t) = 0 , (2.247) 
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A4,3 (0, z) = 0 , (2.248) 

and so, it reduces to the previous case. 

Case IIBd(3) ( R~R2 )' -0 
RoR2 - , 

This is similar to Case IId(2). 

Case IIBd(4) (~~n' = 0 , (~~;)' = 0 

We put R~R2/ RoR2 = h:l , R~R3/ RoR~ = k2 , and Eqs . (2.237) and (2.238) become 

(2 .249) 

(2 .250) 

Subtracting these gives 

(2.251) 

Now, from Eq. (2 .249) we get 

(2.252) 

(2.253) 

which on substituting in Eq. (2.251) and integrat ing with respect to z yields 

(2.254) 

Using Eqs. (2.253) and (2.254) in Eqs. (2.235) and (2.236), Eq. (2 .5) for a = 2, b = 3 takes the 

form 

(2.255) 

which implies 

(2.256) 

(2.257) 
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Therefore, we finally have 

BO = C5 t; + Cl , 

Bl - _'!J3:Q C - R~ 5, 

B2 = ee + CtlZ + C2 , 

B 3 = £i. z - fuC Ae + C3 . k2 R3 ' 1 

Here R2/ R3 is constant (which implies t hat kl = k2) , otherwise C4 will be zero . 

Case I Ro = 0 , Rl =1= 0 , R2 =1= 0 , R3 =1= 0 

(2 .258) 

In this case from the RC equations we see that B O is completely an arbitrary function of t , 

p and z . 

From Eqs. (2.5) for a = 0, b = 1, 2, 3 we obtain B,~ = B~ = B~o = 0, and therefore, on 

integrat ion , Eq. (2.4) for a = 1 gives 

(2 .259) 

Similarly, from Eqs. (2.4) for a = 2,3 we get 

(2.260) 

(2. 261) 

Now, differentiating Eq. (2.5) for a = I , b = 2 with respect to e and substi tu ting from above 

yields 

(2.262) 

which suggests two possibilit ies . 

( a) [
...!3L ( 112 )'] / ..flfl - 2R 2 ..flfl =1= 0 , 

(b) ...!3L - = 0 [ ( 112 ) '] / ..flfl 2 R2 ..flfl . 

We take these one by one. 
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Case I(a) [Jt ( -2R:k)'r 1= 0 

In this case the solution is 

nO is totally arbitrary, 

(2.263) 

Case I(b) ...B:L - -0 [ ( R2) '] / 
-Jf[; 2R2 -Jf[; -

vVe put Jt ( -2Rtk )' = /';1 , a constant , and discuss three cases: 

Case Ib(l ) 
T he solution of Eq. (2.262) in this case can be written as 

(2.264) 

Now differentiating Eq.(2.5) for a = I , b = 3 with respect to z yields 

(2.265) 

( 
R' )' where Jik -2R3~ = /';2, is a constant and we get 

(2 .266) 

(2.267) 

Here , again we have three possibilities k2 ~ O. 

Case Ibl (i) 

In this case the solution of Eqs. (2.266) and (2.267) can be written as 

(2.268) 
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Here , we have two subcases. 

(0:) & + r;; -t 0 VTC2 Vk;' , 
((3) Ifi + Ifi = 0 . 

Case Ibl(i) o: 

and EO is arbitrary. Here the constant k3 = R2/ R3 . 

Case Ibl(i) {3 

In this case we have 

and EO is arbitrary. 

Case Ibl(ii) Ii' 
2R3 ./R; = 1.:3 , a constant . 

In this case the solution of Eqs . (2.266) and (2.267) is 
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(2.270) 

(2.271) 

(2.272) 

(2.273) 



The final form of the RCs is 

(2.274) 

with EO being arbitrary. 

Case Ibl(iii) 

Here the solut ion of Eqs . (2.266) and (2.267)can be written as 

(2.275) 

(2.276) 

If we compare these with Eq::; . (2.268) and ( 2.269) of Case Ib1(i) we see t.hat th0. only difference 

is that here the argument of exponential function is real whereas in thc previous case it was 

complex. So, similar results (with this difference , of course) are obtained on parallel lines. 

Case Ib(2) 
R' 

Here - 2R2~ = /":3, a constant, and Eq. (2.262) has the solution 

(2.277) 

Eqs. (2.259), (2.260) and (2.261), therefore, becomc 

(2.278) 

(2.279) 
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Vve discuss here two fur ther cases . 

(i) 

(i i) 

Case Ib2(i) 

i.e. 

i.e . 

k3 = 0 (or R2 = 0) 

Here if we put --.!J:L - :! = kt[ a constant such that ( 
R' )' 

, -/Ri 2R3 -/Ri ' , 

and further discuss three cases: k4 ~ O. 

Case Ib2(i) a 

Here, the solut ion of Eqs. (2.281) and (2 .282) can be written as 

Therefore, Eqs . (2 .278)-(2 .280) reduce to 

0 , 

_ R~ ( c1eiV!C4Z _ C2 e- i V!C4z ) 
i2Vk4R3VRl 

62 

(2.280) 

(2.281) 

(2.283) 

(2.284) 

(2.285) 



Case Ib2(i) {3 
R' 

Here we can write - 2R3./RJ = k5 , a constant , and get two further cases: 

(1) k5 =1=O or R~=I=O, 

(2) k5 = 0 or R~ = O. 

Case Ib2(i){31 R~ =1= 0 or k5 =1= 0 

The form of RCs here is 

0 , (2.286) 

( 
2 ) I'~ k5 Cl z2 + C2 Z - Cl . R3

1 
dp . 

Case Ib2(i){32 R~ = 0 or k5 = 0 

Here the result is 

(2.287) 

Case Ib2(ih 
This case is similar to the Case Ib2(i)a except for the difference that now in Eqs. (2.283) 

and (2.284) the argument of the exponentials will be real and not complex. 

Case Ib2(ii) 

Now, if the quantity Jt (- 2R~~) I = k4 is not a constant, then we will have the result 

as 
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Ct Z + C2, 

R2 
--cie + C3 . 

R3 

On the other hand if k4 is a constant , we have the cases: k4 ~ O. 

Case Ib2(ii)a 

Following the previous procedure, we get 

Case Ib2(ii) ,6 

B I 0 , 

CI Z + C2 , 

R2 
--c]G + C3 . 

fl..', 

This means that - 2R:k ~ k5 , is a constant . In this case the solution reduces to 

Case Ib2(ii)' 

Bl = k Cl , 

B2 = k3cl e + C2 , 

B3 = k5 Cl Z + C3 . 

The results will be similar to Case Ib2(ii)a. 

Case III 

(2.288) 

(2.289) 

(2 .290) 

As the RC equations (Eqs. (2.4) and (2.5)) are symmetric with respect to the interchange 

in indices 0 and 2, this case is similar to Case 1. If we interchange the role of 0 and 2 in Case 

I , we get t he results from this case. 
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Case IV 

As the RC equations (Eqs. (2.4) and (2.5)) remain unchanged if we interchange the indices 

o and 3, the results in this case can be obtained by interchanging these two indices in Case 1. 

Case V 
In this case Eqs. (2.4) and (2.5) give B ,20 = B:l = B~o = B~l = 0 , and we are left with Eqs. 

(2.4) and (2.5) for a = 2, b = 3. This means B2 = B2 (B, z), B3 = B3 (B, z), and B O (t, p, B, z) is 

a completely arbitrary function. Now, differentiating Eq. (2.5) for a = 2, b = 3 with respect to 

p gives 

(2.291) 

This equation gives rise to two cases. 

(a) (~)' =0, 

(b) (~)' # O. 

Case V(a) (~~)' = 0 

Let R3/ R2 = k i- O. Now, subtracting Eq. (2 .4) for a = 3 from the one for a = 2 and 

differentiating with respect to z and subtracting from the derivative of Eq. (2.5) for a = 2, 

b = 3 relative to B gives 

3 1 3 
B,22 + kB,33 = 0 . (2.292) 

Similarly, we see that 

2 1 2 
B,22 + kB,33 = 0 . (2.293) 

For k > 0, the solution of Eqs. (2.292) and (2.293) can be written as 

2 ( iz ) ( iz ) B = f+ B + /k + f- B - /k ' (2.294) 

3 ( iz ) ( 'iz ) B = g+ e + Ik + g- e - Ik (2.295) 
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Therefore, from Eq. (2.4) for a = 2 we get 

1 2R2 [ ( iz ) (iZ )] B = - R~ 1+,2 I) + Jk + f -,2 I) - Vf: ' (2.296) 

provided that R~ f O. BO is an arbitrary function of t , p, I) and z . If R~ = 0, we see that from 

Eqs. (2.4) for a = 2 and 3, B~3 = B~3 = 0 , and therefore, B2 = B2 (z), B3 = B3 (I)). Hence 

from Eq. (2.5) for a = 2, b = 3 we get 

and BO and B1 become arbitrary. 

Case V(b) 

B2 = C1Z + C2 , 

B3 = c ll) + C3 , 

(2 .297) 

In this case we get from Eqs. (2 .291) and (2.5) for a = 2, b = 3 B~ = B~2 = O. Therefore, 

B2 = B2 (I)), B3 = B3 (z) and we are only left with Eqs . (2.4) for a = 2, 3, for which we have 

the following three possibilities. 

(1) 

(2) 

(3) 

R~ = 0 , R~ f 0, 

R~ = 0, 

R~ f O. 

We discuss these now. 

Case Vb(l) R~=O, R~fO 

Here B2 = C1, and from Eq. (2.4) for a = 3, we see that B,b = B,12 = 0, therefore, we get 

which gives 

and BO (t, p, I), z) is arbitrary. 

R~ 1 3 
2R3 B (p, z) + B ,3 = 0 , 

B 2 - C - 1 , 
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Case Vb(2) R~ i= O , R3=0 

In terchanging the role of indices 2 and 3 in the previous case gives the resu lt for this case . 

Case Vb(3) R~ i= O , R3 i= 0 

From Eqs. (2 .4) for a = 2,3, we note that B,~ = B,~ = B,~ = O . Therefore, Bl = Bl (p) . 

So, Eqs. (2.4) for a = 2,3 are 

Eqs. (2 .300) and (2.301) yield 

and B O (t, p, f) , z) is arbitrary. 

Case VI 

R' 
2~3 B 1 (p) + B~3 (z) = 0 . 

B l &. = R' CI , 
2 

B2 = Clf) + C2 , 

B3 = C3 Z + C4 , 

In t his case we get from RC equations 

(2.300) 

(2.301) 

(2.302) 

(2.303) 

and we are left with Eqs. (2.4) for a = 1,3 and Eq. (2.5) a = I, b = 3. Note that B O 

is an arbi trary function of t , p, e and z ; and n2 is an a rbitrary [unction of p and z . Also, 

Bl = Bl (p , z) and B 3 = B3 (p, z). Eq. (2.4) for a = 1, therefore, yields 

(2.304) 

Putting this in Eqs.(2.5) a = 1, b = 3, and (2.4) for a = 3 and integrating these equations with 

respect to p and z respectively, we get 

(2.305) 
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(2.306) 

Equating these two and differentiating with respect to p and z gives 

(2 .307) 

which implies 

R3 R3 Al (z) = 0 [ ( , )']' 
JRl 2R3JR1 . 

(2.308) 

The last equation gives rise to t"wo cases . 

( a) R:I R~ [ I]' JR; (2R3 JR; ) f 0 , 

(b) R3 R~ =0 [ ']' JR; ( 2R3 JR; ) . 

Case VI(a) 

In this case Al (z) = 0, so that we have 

(2.309) 

with B O Ct, p, e, z) and B2 (p, z) arbitrary. 

Case VI(b) 

Here we write ~ (2R~) = k , where k is a constant. Eq. (2 .307) , therefore, becomes 

A I ,33 (z) - kAI (z) = 0 . (2.310) 

Here we discuss three cases: k ~ 0 . 

Case Vlb(l) k > O 

In t his case the solution of Eq. (2.310) can be written as 

(2 .311) 
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Eqs. (2.304) and (2.305) become 

Bl = _1_ (c ev'kz + c e-v'kz ) . .J]'[; 1 2 , (2.312) 

(2.313) 

Putting these values in Eq. (2.4) for (L = 3 and integrating with respect to z yields 

A (z) = Jk (c ev'kz - c e-v'kz ) ; . .J]'[; clp - R~ (c ev'kz - c e-v'kz ) + c . (2.314) 
2 1 2 . R3 2R3 -IRl Vk 1 2 3 

Using this in Eq. (2.313) gives B 3 , with BO(t , p,B, z ) and B2(p, z ) arbitrary. (Note t hat 

J. :/JJi cl d R& ) . R3 P an 2R3.jR} are constants . 

Case Vlb(2) k=O 

Here the solution Eq. (2.310) can be written as 

(2.315) 

Eqs. (2.304) and (2.305) become 

(2.316) 

(2.317) 

Putting these in Eq. (2.4) for (L = 3 and integrating with respect to z yields 

(2.318) 

R' Using this in Eq. (2.317)gives B 3 , with BO (t, p, B, z) and B2 (p, z) arbitrary. (Note that 2R3~ 

is a constant). 
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Case Vlb(3) 
Here the solution from Eq. (2.310) can be written as 

(2 .319) 

and the results can be obtained similarly as in Case Vlb(2). 

Case VII 
As the RC equations are symmetric with respect to the interchange in indices 2 and 3, we 

get the results for this case by interchanging these two indices in the previous case (Case VII). 

Case VIII 

Interchanging the role of indices 0 and 2 in Case V gives results from this case. 

Case IX 

The results in this case can be obtained by interchanging indices 0 and 3 in Case V. 

Case X 

The results in this case can be obtained by interchanging 0 and 3 in Case VI. 

Case XI 

From the RC equations we get B~ = B~l = B~2 = 0 , and we are only left with Eq. (2.4) for 

a = O. This means B3 = B3 (t) and from Eq. (2.4) for a = 0 

Bl = _ 2R3 .83 (t) 
R' , 

3 

(2.320) 

provided that R; =1= 0, and EO and E2 are completely arbitrary functions of t , p, e and z . 

Case XII 

This case is similar to Case XI except for the interchange in indices 2 and 3. 

Case XIII 

In this case the RC equations yield B ,lO = B,12 = B,~ = 0 , and we are only left with Eq. 

(2.4) for a = 1 which yields 
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(2.321) 

and BO, B 2 and B:J are arbitrary funcLion of t, p, () and z . 

Case XIV 

The result in this case can be obtained by interchanging indices 0 and 3 in Case XI. 

Case XV Ro = 0 , Rl = 0, R2 = 0 , R3 = 0 

In this case all B i , i = 0,1,2,3 are arbitrary functions of t, p, e and z, which means t hat 

every direction is a Ricci collineation. 

In this chapter we have solved the RC equations for both the non-degenerate as well as the 

degenerate Ricci tensor to obtain the explicit forms of the RC vectors. The dimensions of the 

Lie algebras admissible by the numerous sub-cases of the non-degenerate case are 3, 4, 5, 6, 7 

and 10. These cases are characterized by the constraints on the components of Ricci tensor. 

Of the fifteen cases of the degenerate Ricci tensor , only one, Case II , admits fini te dimensional 

Lie algebras; they are of dimensions 3, 4, 5 and 10. The forms of the Lie algebras generated by 

these vectors is the subject of the next chapter. 
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Chapter 3 

Lie Algebras of the Ricci 

Collineations 

As discussed in Chapter 1, if a set of vector fields on a manifold under the operation of Lie 

bracket (defined by the Lie derivative on a manifold) satisfies the conditions of bi linearity, anti­

commutativity and the J acobi identity, one gets a Lie algebra. In the last chapter, we obtained 

a set of vector fields along with constraints on the components of the Ricci tensor in each case. 

In this chapter we provide the Lie algebraic structure for these vector fields in each case and 

identify their nature. We also classify them into solvable and semisimple algebras and identify 

some of their sub-algebras. The constraints on the components of the Ricci tensor, whose 

solution will provide the corresponding gravitational fields, will be discussed in the subsequent 

chapter . 

3.1 Lie A lgebras of Res for the Non-Degenerate Ricci Tensor 

In this section the Lie algebras for the cases of non-degenerate Ricci tensor, i. e. t he cases 

discussed in Section 2.2 are given explicitly in terms of their generators and commutation rela­

tions, and case numbers here refer to the case numbers of the previous chapter. In what follows 

(Xl, X2 , X3) is the minimal symmetry representing translation in t, rotation in e and trans­

lation in the z direction (some mathematicians regard X 2 = Of) also as translat ion). Though 

numerous cases give rise to minimal symmetries, we are listing it only once to avoid repetition. 
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We will see that in all the subcases of Case All, where R2 and R3 are proportional, the minimal 

algebra gets 'extended' to include XI[ = z80 - ze8z , the rotation in e and z, as well, l being a 

constant. Also , (XI,X2,X3,X4 ) is a sub-algebra of all the algebras in that case. This extra 

symmetry will be globally allowed only for the plane symmetric spacetimes and be disallowed 

for the cylindrically symmetric case. 

3.1.1 Case A: 

These are the cases for which R'o =I O. 

Case AlaI (i) 
Generators: 

X3 = 8z , 

X - (~t2 r:LJIi.d + ~ 2) 8 I t8 k t 8 4 - 2 - . Ro P 2k z t +..fl'[l p + I Z z, 

Algebra: 

X5 = k l tz8t + -1-z8 + (~t2 - J' :LJIi.clp + ~z2) 8 ..fl'[l p 2 R3 2 z, 

X6 = k l t8t + kBp + k l z8z , 

X 7 = z8t + kt8z ,. 

[Xl, X 4] = k1X 6 , 

[Xl, X 7] = X3, 

[X3, X 6] = k1X 3 , 

[X4,X7] = -X5 , 

[Xi, X j ] = 0, otherwise . 

[Xl, X5] = k1X 7 , 

[X3, X4] = k1X 7 , 

[X3, X 7] = X l , 

[X5, X 6] = -kIX 5 , 

[Xl, X 6] = kIXI , 

[X3,X5] = X6, 

[X4 ,X6 ] = -k I X 4 , 

[X5,X7] = - X 4 , 

This is a solvable algebra. Here X5 is a scaling symmetry and X6 is what is called the 

Lorentz boost in the z-direction. Writing G4 = (XO,XI ,X2,X6), G7 = (G4 ,X3 ,X4 ,X5 ), where 

G4 = [30(1 , 1) x ~2] 0 30(2) and 'x' represents the semi-direct and '0' the direct product. 

73 



Case Alal(ii) 

Generators: 

Algebra: 

Xl = Ol , 

X 2 = 00, 

X3 = oz, 
X4 = klWl + k 8p + k2 Z0z . 

This is a solvable algebra. Here X 4 is a scaling symmetry and G4 = (G3 ,X4 ), where 

G3 = ~ 0 SO(2) 0 R 

Case Ala2(i) 

Generators: 

Algebra: 

Xl = at, 
X 2 = 00 , 

X 3 = Oz· 

This is the minimal symmetry G3 = ~ 0 SO(2) 0 ~ and is clearly solvable. 

Case Ala2(ii) ,e 

Generators: 

Algebra: 

Xl = Ol , 

X2 = 00, 

X3 = oz, 
X 4 = ~ Ot + toz . 
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This is G4 = 50(1,1) x [50(2) 0 JR2] which is a solvable algebra and X 4 is the Lorentz 

boost in z direction. Notice that by rescaling z by yfY, or t by 1/ yfY, we can eliminate the 

'Y. We have left it as such for ease of comparison with the earlier derivations. Similar remarks 

apply to all such generators occurring subsequently. 

Case Ala4(i)a 

Generators: 

Algebra: 

Xl = Ot, 

X 2 = 00, 

X3 = oz , 
X 4 = ZOt + 'YtOz . 

This is similar to the above. 

Case Alcl (i) 

Generators: 

Algebra: 

Xl = Ot, 

X2 = 00, 

X3 = oz, 
XI[ = kleo,. + tOo · 

This is the same as in the Case Ala2( ii),6 above, except for the difference tha t X 4 here is 

the Lorentz boost in e direction . Here t he kl can only be absorbed into t and not e for the 

cylindrically symmetric case as e ranges from 0 to 27f. 
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Case Alc2(i) 

Generators: 

Algebra: 

Xl = Ot , 

X 2 = 00, 

X3 = Oz, 

X 4 = k1tot - Jr;op + k1eoo + k2Z0z , 

X5 = k3eot + tOo . 

[X1,X4] = k1X1 , . [XI,Xs] = X 2 , [X2,X4] = k1X 2, 

[X2, X 5] = k3X 1 , [X3, X 4] = k2X3 , [Xi, X j ] = 0, otherwise. 

is a solvable algebra. Here X 4 is a scaling symmetry and Xs is the Lorentz boost in e direction. 

Case Alc2(iii)a 

Generators: 

Xl = Ot, 

X2 = 00 , 

X3 = oz, 
X 4 = k4tOt - Jr;op + kleoO + k2 Z0z . 

Algebra: 

[Xl, X 4] = k4X I , 

[Xi, X j ] = 0, otherwise. 

This can be written as G4 = (G3, X 4 ), where G3 = lR ® SO(2) 0 lR and is solvable. X4 is a 

scaling symmetry. 
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Case AIIa( 1 ) 

Generators: 

Algebra: 

Xl = at , 
X 2 = 00, 

X3 = oz, 
X 4 = zoo - WOz , 

X5 = eat + k2too , 

X6 = ZOt + lk2t8z . 

[Xl, X 5] = k2X 2 , 

[X2 , X5] = Xl , 

[X4 ,X5] = X 6 , 

[Xi , X j ] = 0, otherwise. 

• 

[XI ,X6] = lk2X 3 , [X2 ,X4] = -lX3 , 

[X3 , X 4] = X 2 , [X3 , X6] = Xl, 

[X4 ,X6] = - lX 5 , [X5,X6] = - k2X4, 

T his is 50(1,2) x [50(2) 0 lR2] where X5 and X6 are t he Lorentz boosts in e and Z 

directions. XI[ which is a rotation in e and z wi ll appear in all the subcases of Case AlI . This 

is a semisimple algebra having (X4 ,X5,X6 ) as a subalgebra. 

Case AIIa( 2) 

Generators: 

Algebra: 

Xl = at, 
X2 = 00, 

X3 = oz, 
X4 = zoo - WOz . 

This can be writ ten as {50(2) x [lR 0 50(2)]} 0 lR and is solvable, and can be regarded as 

the 'minimal' algebra of Case II. 
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Case AIIb l(i) a 

Generators: 

Algebra: 

Xl = 8t , 

X 2 = 80, 

X3 = 8z , 

X 4 = z80 - LB8z . 

This is the same as the previous case. 

Case AIIbl(i) /3 

Generators: 

Xl = 8t , 

X 2 = 80 , 

X3 = 8z , 

X 4 = z80 - LB8z , 

X5 = ~t8t - Q~8p + e80 + z8z . 

Algebra: 

[XI ,X5] = ~XI' [X2,X4] = -lX3, [X2,X5] = X2, 

[X3, X 4] = X 2 , [X3, X 5 ] = X 3 , [Xi, X j ] = 0 , otherwise. 

This is a solvable algebra which can be wri tten as G5 = (G4 , X5), where 

G4 = {SO(2) x [JR ® SO(2)]} ® IR. 
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Case AnbI (ii) 
Generators: 

Algebra: 

X4 = zoo - leoz , 

X5 = oeot + tao, 

X6 = tOzo,. + toz , 

X7 = ! (t2 - Q2~ + oe2 + foz2) at - Q~top + ewo + ztOz , 

Xs = -letOt + Q'!/lr;eop + ~ (_l~2 + )~2 _le2 + z2 ) 00 -lezoz , 

!) 2!) e!) 1 (U2 41 le2 2) !) X g = tzu,. - Q.,fRizup + Zuo -"2 -{) + Q2R2 + - z uz, 

XlO = tat - Q~op + eoo + zOz . 

[Xl, X 5] = X2, [Xl ,X6] = X3, [Xl ,X7] = XlO, 

[Xl,Xs] = iX 5, [Xl,X9] = iX 6, [Xl , X lO] = Xl, 

[X2, X 4] = -lX3 , [X2,X5] = oX1 , [X2,X7] = X 5 , 

[X2, Xs] = -lXlO [X2, Xg] = X 4 , [X2,XlO] = X 2 , 

[X3, X 4] = X 2 , [X3, X6] = ~Xl , [X3,X7] = X 6 , 

[X3,XS] = X 4 , [X3,X9] = XlO, [X3, X lO] = X3 , 

[X4,X5] = lX6 , [X4,X6] = -X5 , [X4, Xs] = -lXg , 

[X4,X9] = Xs, [X5,X6] = -~X4' [X5,X7] = -~Xs, 

[X5,Xs] = -lX7, [X6, X7] = ~Xg, [X6,X9] = X7, 

[X7,XlO] = -X7 , [Xs, X lO] = -Xs , [Xg, X lO] = -Xg , 

[Xi, X j ] = 0 , otherwise. 

This 80(1,4) or 80(2,3) is the maximal semisimple anti-deSitter algebra. It has 3 di­

mensional subalgebras {X4, X 5, X 6} of rotations and {Xs, Xg, XlO}; 4 dimensional subalgebras 

{Xl , X 2, X 3, X 4} and {X7, X s , X g, XlO}; and 6 dimensional sub algebras {Xl, X 2, X3, X4, X5, X6} 

in it. 
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Case AIIb2(i) 

Generators: 

Xl = OL , 

X 2 = 00 , 

X3 = oz, 
X 4 = ZOe - LBoz , 

X5 = k e sil1'ytoL - ,Aj e cos , 'tOp + ::: cos ItOe , 

X6 = - lRo e cos ~tOL - k e sil1'YtO p + '{f sin Itoe , 

X 7 = lJRo Z sin ItOL - lJrr; zcos"tOp + :(Jlf cosltOz , 

X _I ·to 1 . to VRO· to s--l,/l7i,zcoSI'L-ljRjzsm l P+"(R2sm l z , 

X g = - lRo sin , 'tOt + k cos ItOP , 

1 . l' 
XlO = VRO cos ItOt + .JRl sm ItOP . 

Algebra: 

[Xl ,X5] = -X6, [Xl ,X6] = X 5 , [Xl, X7] = -Xs, 

[Xl'XS] = X 7 , [Xl, Xg] = -XlO , [Xl, X lO] = X g , 

[X2' X 4] = -lX3, [X2' X5] = -Xg , [X2, X 6] = -XlO, 

[X3,X4] = X 2 , [X3, X 7] = -tXg , [X3 , Xs] = -tXlO, 

[X4' X 5] = lX 7 , [X4 ' X6] = lXs , [X4, X 7] = -X5, 

[X4'XS] = -X6, [X5,X6] = -)f.2 Xl , [X5, X 7] = lA2 X tl , 

[X5 ,X9] = - ~2X2' [X6, Xs] = lA2 X 4 , [X6,XlO] = - ~2X2' 

[X7' Xs] = - "(l}i2 Xl, [X7' Xg] = - ~2X3, [Xs, X lO] = - ~2 X3 , 

[Xi, X j ] = 0 , otherwise. 

This is again a 10 dimensional semisimple algebra and has {Xl, X2, X3, X 4 } as a subalgebra. 
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Case AIIb2(ii)al 

Generators: 

Algebra: 

Xl =01" 

X 2 = 00, 

X:.l = uz , 

X 4 = ZOo - leoz , 

X5 = (>.J'lo - ~t2) at + }rr;tBp , 
X6 = -~tOt + }rr;op . 

[XI ,X5] = X6, [X I,X6] = -~XI' [X2,X4] = -lX3, 

[X3 , X 4] = X 2 , [X5, X 6] = ~ X5 , [Xi, X j ] = 0 , otherwise . 

Case AIIb2(ii)a2 

Generators: 

Algebra: 

Xl = at , 
X 2 = 00, 

X3 = az , 

X 4 = ZOo - leoz , 

X RQ .jiito + I .jiito 
5 = 2.jiiRo.jRle t .jRle p, 

X . - RQ - .jiil, a _1_ - .jiil, a 
G - 2J1il1oVRi e I. + JRle p' 

[XI,X5] = .j77X5, [XI ,X6] = -.j77X6 , [X2,X4] = -lX3 , 

[X3,X4] = X 2 , [X5,XG] = KXI, [Xi,Xj] = 0, otherwise. 

Here K = )ry [ ~ (Ro~ r + }rr; (RO~)'] is a constant. 
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Case AIIb2(ii) fJ 

Generators: 

X:J = D;;) 

XI[ = zoo - LBoz . 
Algebra: 

This is the same as in Case AIIa(2). 

3.1.2 Case B: R~ = 0 

Here we list t he Lie algebras of those cases for which R~ = o. 

Case B(I) 

Generators: 

X 3 = OZ) 

XI[ = zoo - Qeo 'Y z ) 

X5 = kop ) 
XG = _1. J. IR; dpot + _1_ to 

(Y . y~q ..JRl p) 

X 7 = eat + ~too ) 
Xs = ZOt + ~toz ) 
X g = kop - b.r .JJ[;dpo(}) 

XlO = )R;op - rF .JJ[;dpoz . 
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Algebra: 

[X1,X6] = X 5 , [X1,X7] = ~X2' [X1,Xs] = ~X3, 

[X:!,X4] = -~X3' [X:!,X7] = X j , [X:!,XD] = Xc;, 

[X3, X 4] = X2 , [X3,XS] = Xl , [X3, X lO] = X 5 , 

[X4,X7] = XS, [X4'XS] = -~X7' [X4,X9] = XlO , 

[X4, X lO] = -~Xg , [X5,X6] = ~XI' [X5,X9] = -~X2' 

[X5, XlO] = -~X3 , [X6,X7] = -Xg, [X6,XS] = -XlO, 

[X6, Xg] = -~X7' [X6,XlO] = -~XS, [X7,XS] = -~X4' 

[X7, Xg] = ~X6, [XS, X lO] = ~X6 , [Xg, XlO] = ~X4 , 

[Xi , X j ] = 0 , otherwise . 

This algebra is similar to that of Case AIIb2(i) ,6 . 

Case BII(a) 
Generators: 

Algebra: 

This is similar to Case Alcl(i). 
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Case BIIb(l) 

Generators: 

Algebra: 

[X!,X4 ] = ~X2' [X2,X4 ] = Xl, [X3,X5] = VklX5 , 

[X3,X6] = -Jf1x6 , [X5,X6] = /,;X3, [Xi,Xj] = 0, otherwise, 

where k = 2 [ I ( R& ) I + ( R& ) 2] 
Vkl .JRl 2R3.JRl 2R3.JRl 

having {X3, X 5, Xd as a subalgebra. 

Case BIIb(3) 

Generators: 

Xl = at, 

X2 = 00, 

X3 = az , 

X 4 = Bat + ~t8o , 

X5 = kap - k2zaz , 

is a constant. This is a semisimple algebra 

X6 = kap - (J 1Fdp + k2z22) oz. 

Algebra: 

[XI ,X4] = ~X2' [X2,X4] = Xl, [X3,X5] = -k2X 3 , 

[X3, X6] = X5 , [X5, X6] = k2X6 , [Xi, X j ] = 0 , otherwise. 

This is a semisimple algebra having {X 3, X 5, X 6} as a subalgebra. 

84 



Case BIVa(2) 

Generators: 

Algebra: 

Its structure is similar to that of Case AIIa(2). 

Case BIVbl(i) 

Generators: 

X3 = 8z ) 

XA = ZOo - .!.!:2./~ fJ8z . 
' I 1:1 

Algebra: 

This is similar to the previous case. 

Case BIVb 1 (ii) Same as above 

Case BIVb3(iihl 
Generators: 

Xl = 8t ) 

X 2 = 80) 

X3 = 8z ) 

X 4 = k8p + B80 - k2z8z . 
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Algebra: 

This is G4 = {SO( 2) x [lR ® SO(2)]} ® lR and is a solvable algebra. 

Case BIVb3(iih2 

Generators: 

Xl = Ot , 

X 2 = oe, 
X:J = oz, 
Xtj = -zoo + ~oz' " 

X5 = kop - k2e8e - k2 Z8z, 

X6 = kop - (J 1!jclp + k2e; - clk2
z
2
2

) oe - k2ezoz, 

Algebra: 

X - z ~ k e ~ (f' .j7'[J l !r::Ie2 + I. z2 ) ~ 7 - .,fJ[l Up - 2 Z uo - . 11.2 cp - 2d h'2"2 Uz · 

[X2,X4] = jx3 , 

[X2 , X 7] = k2 X 4 , 

[X3, X6] = -clk2 X 4 , 

[X4,X7] = -X6 , 

[X6 , X7] = J(Xtj , 

[X2 ,X 5] = -k2X 2, 

[X3,X4] = -X2 , 

[X3,X7] = X5 , 

[X5,X6] = -X6 , 

[Xi, X j ] = 0 , otherwise. 

[X2, X6] = X5 , 

[X3 , X 5] = -k2 X 3, 

[X4,X6] = -X7 , 

[X5, X 7] = -X7 , 

where K = -2k2 (J 1!jclp + 2k;R2) is a constant. This is a semisimple algebra hav­

ing {Xl ,X2,X3,X4 } and {X4,X5,X6,X7 } as 4 dimensional subalgebras and a 6 dimensional 

subalgebra {X2, X 3 , X 4 , X5, X 6, Xd in it. We write this as G7 = (G4 , X5, X 6, X 7) where 

G4 = {SO(2) x [lR ® SO(2)]} ® lR. 

3.2 Lie A lgebras of Res for the Degenerate Ricci Tensor 

We have found in our classification that the algebras for the degenerate Ricci tensor are infini te 

dimensional except in Case II , wllere Rl = 0, and ~ 1= 0, i = 0, 2,3 . In this case we have 
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algebras of dimensions 3, 4, 5, and 10. 

Case IIA(d) 

Generators: 

X3 = 8z , 

X 4 = -¥ii;k8p + ke80 + z8z . 

Algebra: 

This is G4 = {SO(2) x [JR@ SO(2) ]} @JR and is a solvable algebra . 

Case IIB (a) 

Generators : 

Xl = 8t , 

X 2 = 80, 

X3 = 8z , 

X 4 = -~z80 + e8z , 

X5 = e8t + at80 , 

X6 = z8t + (3t8z , 

X - (rp a z2 t2) 8 2aRo 8 e8 . 8 
7 - 2" + 7J 2" + a2" t - R~ t P + at 0 + atz z ) 

Xs = te8t - ¥lfe8p + (a~ + 02
2 

- ~z;) 80 + ez 8z, 
- 8 ~ 8 8 ( t2 Ii 0

2 
z2 ) X g - tz t - R~ Z P + eZ 0 + (32" - a 2" + 2" 8z , 

X lO = t8t - ?f!P-8p + (J80 + z8z . 
o 
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Algebra: 

[XI ,X5] = oX2 , [Xl, X 6] = (3X3 , [XI ,X7] = aXlO, 

[XI'XS] = X 5 , [Xl, Xg] = X 6 , [Xl, X lO] = Xl , 

[X2,Xfd = X 3 , [X2, X5] = Xl , [X2,X7] = X 5 , 

[X2,XS] = X lO , [X2, Xg] = - ~X4' [X2,XlO] = X 2 , 

[X3,X,I] = -~X2' [X3, X 6] = Xl , [X3, X 7] = ~X6' 

[X3,XS] = X 4 , [X3, Xg] = XlO, [X3, XlO] = X3 , 

[X4, X 5] = -~X6, [X4,X6] = X 5 , [X4,XS] = -~Xg, 

[X4,X9] = X S , [X5, X6] = (3X4 , [X5,X7] = aXS, 

[X5,XS] = X7, [X6, X 7] = -Xg , [X6, Xg] = ~X7' 

[X7,XlO] = -X7 , [XS, XlO] = -XS, [X9,XlO] = -Xg, 

[Xi , X j ] = 0 , otherwise. 

It has 3 dimensional subalgebras {X4, X 5, X 6} of rotations and {Xs, Xg, XlO}; 4 dimen­

sional sub algebras {XI ,X2,X3,X4} and {X7,XS,X9,XlO }; and 6 dimensional subalgebras 

{XI,X2, X 3, X4,X5 , X6} in it. This SO(l ,4) or SO(2,3) anti-deSitter Lie a lgebra is the max-

imal semisimple algebra of the degenerate case . 

Case IIBb(l) 

Generators : 

Algebra: 

Xl = Ot, 

X 2 = o(), 

X3 = oz, 
X 4 = BOt + a to() , 

X5 = tOt - ¥fop + Bo() + kzoz . 
o 

[XI ,X4] = aX2 , [XI , X 5] = Xl, [X2,X4] = Xl , 

[X2 , X 5] = X 2 , [X3, X 5] = kX3 , [Xi, X j ] = 0, otherwise . 

Writing G4 = (XI,X2,X3,X4), G = (G4 ,X5 ), where G4 = SO(l,2) X [SO(2) 0lR2 ]. X 4 

is the Lorentz boost in the B direction. This is a solvable algebra. 
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Case IIBb(2) 

Generators : 

Algebra: 

This is GL[ = SO( l , 1) x [SO(2) ® JH:2] which is a solvable a lgebra and XL[ is the Lorentz 

boost in t he e direction . 

Case IIBd(l) 

Generators : 

Algebra: 

X 2 = 00, 

X3 = oz, 
XL[ = ZOo - ~eoz . 

Thi~ i~ {SO(2) x [lR (,) SO(2)]} ® lR alld i ~ ~o l valJl c. 

Case IIBd( 4) 

Generators: 

X l = at, 
X 2 = 00, 

X3 = oz, 
X - 0 fueo 4- Z 0- R3 z, 

X -to 2Ro 0 I eo I 0 
5 - t - R~ P + kl 0 + kl Z z · 
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Algebra : 

[X I , X 5 ] = Xl , [X2, X4.] = -~X3 , [X2, X 5 ] = k\ X2 , 

[X3, X4.] = X2, [X3, X 5 ] = k\ X3 , [Xi, X j ] = 0, otherwise. 

This is a solvable algebra which can be written as G = (G4. ' X 5 ), where 

We have classified the RCs of cylindrically symmetric static spacetimes according to their 

Lie algebras here. It is found that for the non-degenerate case these algebras are of dimensions 

3, 4, 5, 6, 7 and 10 only. For t he degenerate case, however , t he algebras are infinite dimensional 

except in Case II , where RI = 0 , and R;, f. 0, 'i, = 0,2,3, in which case we have 3, 4, 5 and 

10 dimensional algebras . The minimal symmetry has transla tions in t , and z, and rotation in 

B. All the higher dimensional algebras include rotations in B and z, Lorentz rotations along 

B and z directions, some simple and some complicated scaling symmetries, and occasionally 

t ranslations in the p-direction as well. Similarly, both the solvable and semisimple algebras 

have been found . Examples of spacetimes admi t ting these a lgebras are discussed in the nex t 

chapter . 
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Chapter 4 

M etrics with their Isometries and 

Ricci Collineat ions 

The classification of cylindrically symmetric sta tic manifolds according to their RCs, presented 

in the previous chapters, has given rise to numerous cases where each case is characterized by 

constraints on the components of the Ri cci tensor , R i . Now, solving t hese constraints gives 

t he explicit form of metrics corresponding to these cases. In some cases we find particular 

spacetimes while in others a class or family of metrics is obtained. The physical nature of some 

of these space times is also discussed. These metrics for the non-degenerate and the degenerate 

cases are listed here, and the RCs of these metrics are compared "vith their KVs [15] and HMs 

[20] . It is well known t hat the Lie algebra of KVs is a subalgebra of HMs and every HM is 

an RC. The converse is not t rue in general [8]. This gives rise to the interesting cases where 

one obtains RCs which are not KVs. \ iVhen we compare our results wi th the classification of 

cylindrically symmetric spacetimes according to KVs [15] and HMs [20], we find numerous cases 

of the proper (i. e. non-isometric) RCs. 

4. 1 Metrics with the Non-Degenerate Ricci Tensor 

It is well known that the spaces of non-zero constant curvature have RCs coinciding with their 

KVs, for example, the anti-de Sitter universe with 10 I<Vs and 10 RCs (Case AIIb1 (ii )). These 

are not listed below. However , there are some non- t rivial cases of coinciding RCs and KVs which 
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do not have constant curvature, and they are included in the list. The solution of constraints 

on the Ricci tensor to obtain the metrics is explained in the first example; for other examples, 

only the metrics are given. 

N1. The constraints on the components of the Ricci tenser, R, for Case BIVb3(iih'2 are 

These suggest taking R3 ex R2 . Taking the consta.nt of proportionality as - 1, one gets 

A = ~L (in Eq. (1.16)) , so that Ro becomes 

Now, R~ = 0 suggests a possibili ty that 

where k is a constant, and 

V i + 2A' = o. 

The solution of these equations gives 

A = /-L = In (cos hkp)-l . 

Thus all the constraints for this case are satisfied and the line element becomes 
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N2. 

N3 . 

It admits 7 RCs and 4 KVs and, therefore, is a case of proper RCs . Now, solving the EFE 

for the energy momentum tensor gives 

T~ = ~2 (4 -7tanh2 kp) , 

Tl - 3k
2 

tanh2 kp 
1 - 4 ' 

T22 = -~ (2 + tanh2 kp) = Tl. 

(4.1 ) 

Ti = Tl is the pressure on a cylinder of radius p and T{ is the pressure transverse to 

it. Therefore, we have an anisotropic fluid with energy density positive for 0 :S p < 

i tanh- 1 3? and negative for p 2: i tanh- 1 3? However , with a cosmological constant 

greater than ~k2, the energy density becomes positive definite. 

A and B are constants. We must have Ap + B > 0, because it becomes singular at 

A(i + 13 = O. Tt adm its 10 RCs (C8),;C ATIbl (ii )) and 6 l(Vs. Th is is n. case of non-trivi al 

RCs. For this the energy momentum tensor (Eqs. 2.3) becomes 

( 4.2) 

It is a spacet ime with non-zero cosmological constant and represents an anisot ropic inho-

mogeneous perfect fluid. 
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a, b, e, a and Po are constants. For this metric Rab from Eq. (2.1) are given by 

Ro = aPo2a (-1 + a + b + e) p2a-2, 

Rl = - ( -a - b - e + 0.2 + b2 + e2) p-2, 

R2 = -a2bpo2b (-1 + a + b + e) p2b-2, 

R3 = - ePo 2c (-1 + 0.+ b + e) p2c-2. 

( 4.3) 

Now, for the metrics of this form in this section a, band c must not be such that a+b+c = 1 

or 0.+ b + e = 0.2 + b2 + e2 , as these will make the Ricci tensor degenerate (which is the 

subj ect of next section). The energy momentum tensor (Eqs. 2.3) for this metric can be 

written as 

Tg = (b + e - b2 - e2 
- be) / p2 , 

Tl = - (ab + be + CCL) / p2 , 

T? = (a + e - 0.
2 - e2 - ae) / p2 , 

Tj = (a + b - 0.
2 - b2 - ab) / p2 . 

(4.4) 

If a, b, e i= 0, I , it admits 4 RCs (Case AIc2( iii) a). If one takes b = e =f. a with 0., b i= 0, 

lone gets 3 KVs, 4 I-IMs and 5 RCs (Case AIIb1(i),61)' In this case we have 

Tg = (2b - 3b2 ) /p2, 

Tl = - (2a/; + b2
) / p2 , 

T? = (a + b - a 2 - /;2 - a/;) / p2 = Tj . 

( 4.5) 

For the energy density to be positive we must have ° < b < 2/3. It is a perfect fluid 

spacetime when 

b = a(a - l)/(a + 1) , 

and a non-null electromagnetic field for 

b=a + l. 
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N4. Taking a = b = c i- 0,1, in metric (N3) gives a metric admitting 6 KVs, 7 HMs and 10 

RCs (Case AIIb1(ii)). Here the energy momentum tensor is 

T8 = (2a - 3a2) /p2 = T1 = Ti, 
Tl = -3a2/p2. 

Here 0 < a < 2/3 otherwise it becomes tachyonic . It is singular at p = O. 

( 4.6) 

N5. Setting /-L = 1/ (in Eq. (1.16)), and solving the constraints on ~, for Case Ala1(i) gives 

the metric 

where k is a constant. The energy momentum tensor for this metric is 

T8 = _k; (2 + tanh2 kp) = Ti, 
Tl = 3~2 tanh2 kp , 

T1 = ~2 (4 - 7 tanh2 kp) 

(4.7) 

This is anisotropic tachyonic fluid. It admits 7 RCs and minimal isometry group and 

hence is a case of proper RCs. 

N6. Taking a = 1, b = c i- 1 in metric (N3) gives a metric with 7 RCs (Case BIVb3(ii)-"Y2) and 

4 isometries. Hence, this is a case of proper RCs. Here 

T8 = (2b - 3b2) /p2, 

Tl = - (2b + b2) / p2 , 

T1 = _b2 / p2 = Ti . 

So, the energy density is positive for 0 < a < 2/3. The trace, T = O. 
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N7. Taking b = c = 1, a oF 0,1, in metric (N3) gives a metric with 4 KVs and 6 RCs (Case 

AIIb2 (ii) ex). For this Tt is 

N8. 

N9. 

and 

Tg = -1/p2, 

Tl = - (2a + 1) / p2 , 

Ti = _a2/p2 = Tl, 
(4.9) 

T he energy density is negative and cannot be made positive by int roducing a cosmological 

constant, therefore, it is unphysicaL 

It admits 4 KVs and 4 RCs given by Case Alcl( ii ). 

It admits 4 KVs and 4 RCs given by Case Alcl(i). 

N10. Taking a = b oF c; a, c oF 0,1 in metric (N3) gives a metric with 4 KVs and 5 RCs (Case 

Alc2(i)). 

Nll. Taking a = c oF b; a, b oF 0, 1 in metric (N3) gives a metric with 4 KVs and 5 RCs (Case 

Alc2(ii)). 

N12 . 

It has 6 KVs and 6 RCs given in the Case AIIa(l) . 
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N13 . 

N14. 

N15. 

N16. 

N17. 

A and B are constants (A i= B). It has 5 KVs and 5 RCs (Case AIc2(i)). It does not 

seem to have physical significance. 

A and B are constants. It has 5 KVs and 5 RCs (Case AIIbl(i),6) . 

have physical significance . 

A and B are constants. It has 5 KVs and 5 RCs (Case Alc2(ii)) . It does not seem to 

have physical significance. 

A, Band C are constants. It has 4 KVs and 4 RCs (Case Alc2(iii)a) . It appears to be 

non-physical unless a cosmological constant is introduced. 

It admits 4 KVs and 4 RCs given by Case AIIa(2). 
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4.2 Metrics with the Degenerate Ricci tensor 

As we have seen that for a degenerate Ricci tensor, the RCs are mostly arbitrary functions of 

coordinates t, p, e and z. However, in Case II where RI = 0 and Hi, i = 0,2,3, are non-zero we 

obtain RCs of dimensions 10 , 5, 4 and 3. Here, we give metrics which have a degenerate Ricci 

tensor . 

Dl. If a = (1 ± ~)/2, b = c = 1/2, in metric (N3), one gets RJ = 0 and Ii; are non-zero for 

i = 0,2,3. It admits 5 RCs which are given in Case IIBd4(i) and 4 KVs , and therefore, 

is a case of proper RCs. Case II is the only case of degenerate Ricci tensor which admits 

RC vectors with finite dimensional Lie algebra. For a = (1 + ~)/2, we have 

T8= 1/4p2, Tl = - (3 + 2~) /4p2, 

T1 = Tl = - (2 + ~) /4p2. 
(4.10) 

It is an exact solution of the EFE and represents an anisotropic inhomogeneous fluid. 

D2. If a = b = c = 1, in metric (N3), one get::; RI = 0 and R; are non-zero constants for 

'i = 0,2,3. It. n.dlllit.~ illfinitely many n.cs whicll ",rr. givr.ll in Cnse n(A) and G I<Vs, and 

therefore, is a case of proper Res. Here 

T8 = - 1/ p2 = T:} = Tj, 

Tl=-3a2/p2. 
(4.11) 

It is an exact solution of the EFE and represents an anisotropic inhomogeneous perfect 

fl uid . 

D3. The conditions of Case IV (where R3 = 0 and R-i are non-zero, otherwise) of the degenerate 

Ricci tensor are satisfied if we take the R.icci tensor to be of the form 

Ro = 2c/,;2 cosh2 kp , 

RI = -2k2, 

R2 = -2csinh2 kp , 

R3 = 0 , 
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D4. 

c and k being non-zero constants. Now, setting 

(4 .13) 

and choosing 1/, A and the constants appropriately gives the form of the metric as 

which admits minimal KVs and infinitely many RCs. Taking c > 0, c 

coordinate p is transformed according to the relation 

b 
T = - sinhkp 

k ' 

where 0 S T < 00, the above metric corresponds to the string solution 

The string is naked for c > O. If c < 0, we put c = _/>2 and set 

b 
T = - coshkp 

k ' 

in which case T has the range b/ k ::; T < 00 . The t ransform ation 

1 
P = -lnT 

k ' 

corresponds to the solution for c = O. 

b2 , if the 

(4.14) 

(4. 15) 

(4.16) 

It has 10 KVs and infinitely many RCs (Case XV). This is wrapped Minkowski spacetime. 
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D5. 

D6. 

D7. 

D8. 

D9 . 

It has 10 KVs and the RCs have infinite dimensional Lie algebra (Case XV). It is Bertotti-

Robinson like metric. 

It admits 11 HMs and infinitely many RCs (Case XV). It is wrapped Minkowski with zero 

curvature. 

It has 11 HMs and the RCs have infinite dimensional Lie algebra (Case XV). It is wrapped 

Minkowski. 

A is a non-zero constant. It has 7 KVs and infinitely many RCs. Their form is given in 

Case III. It is anti-Einstein and anisotropic with negative energy. 

A is a non-zero constant. It has 7 KVs and the RCs have infinite dimensional Lie algebra. 

The form of the RCs is as given in Case IV. It is anti-Einstein and anisotropic with 

negative energy. 
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DI0. 

Dll. 

D12. 

D13. 

D14. 

A and B are non-zero constants. It admits infinitely many RCs whose form is given in 

Case Ib(ii). It admits 7 KVs if A = B, and it is anti-Einstein. When A i= B, it admits 4 

KVs and is non-physical unless a cosmological constant is introduced. 

A i= O. It has 6 KVs and the RCs have infini te dimensional Lie algebra of the form given 

in Case VI. It is anisotropic with negative energy. 

A i= O. It has 6 KVs and infinitely many RCs (Case VII). It is anisotropic with negative 

energy. 

A i= O. It has 6 KVs and infinite dimensional RC algebra (Case X). It has zero energy, 

zero radial pressure and is isotropic along the cylindrical direction. 

A, B and ex are constants. It has 6 KVs and the RCs have infinite dimensional Lie algebra 

(Case X). It is a Bertotti-Robinson-like metric. 
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D15. 

D16 . 

D17. 

D18. 

DIg. 

A, B and Q are constants. It has 6 KVs and infinitely many RCs of the form given in 

Case VI. It is a Bertotti-Robinson-like metric. 

A, Band Q are constants. It has 6 KVs and infinite dimensional RCs (Case VII) . It is 

Bertotti-Robinson with traceless stress-energy tensor. 

It admits 5 EMs and infinitely many RCs (Case IX). 

It has 5 HMs and the RC algebras is infinite dimensional (Case VIII). 

Q is a constant. It has 5 HMs and infinitely many RCs (Case V). It represents a non-null 

electromagnetic field . 

D20. If Rl = 0 is taken for metric (N3), one gets 

( 4. 17) 

102 



Now, if the Kasner conditions, 

( 4.18) 

are applied, one gets 

~ = 0, i = 0,2,3, (4.19) 

corresponding to Case XV for infinite dimensional RC algebra. These conditions are sat­

isfied by metrics representing different physical situations [52]. For example, the standard 

metric for a conical spacetime with a deficit angle 

'which is a flat metric, or the solution 

cls2 [1 + A ln (plpo)] (clt2 -clz2)-

[1 + B In (pi po)r 1
/
2 (Pol p)2 (clp2 + p2cl()2) , 

where A and B are non-zero constant, which may represent a gravitationally collapsed 

cylindrical matter distribution totally disconnected from the external space. Another 

solution is 

which is again a flat spacetime with cylindrical topology. 

If one sets 

a = 2m( 1 + 2m) , b = 2m + 1 c _ - 2m 
4m2 + 2m + 1 4m2 + 2m + l' - 4m2 + 2m + 1 ' 

(4.20) 
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the Kasner conditions are satisfied and with an appropriately chosen Po, one gets the 

cosmic st ring solution 

-2 
cls2 (1 - 817'L - 8E) 2(4",2_1-2",-1-1) (4nL2 + 2m + 1) 2(1, p'2(Lclt2 

~,~ 2b 
_clp2 _ (1 - 8m - 8E) 2( .\,,;:2 -I-2m I- I ) (4nL 2 + 2m, + 1) p2b clfP 

-4m 2 
- (1 - 8m - 8E)2(~",2 _1- 2"'ll) (4'111,2 + 2Tn + 1) C p2cdz2 , 

which, on redefining the coordinate p as 

1 1 1 

r = (1 - 8m - 8E) 2( ~m2 -1- 2m+l) (4m.'2 -l- 2m, + 1) 4m2 +2,-,+1 p 4m2+ 2m-1-I 

can be cast into t he following form given in [50], 

Here m is the mass per specific length and E is the energy per specific length, If '171 is 

replaced by -(J in the above definition of the so-called Kasnp-r parameters 0" b, c and, the 

constants are redefined, this metric takes the form 

cls2 0, (4cr2 - 2cr + 1) 2c p2c dt2 _ clp2 _ (4cr2 _ 2cr + 1) 2b p2b cle2 

_ (4cr2 - 2cr + 1) 2a p2aclz2 , 

which is the Levi-Civita spacehme discussed in [53], written in different coordinates. 

When cr = 0, the spacetime is fiat. When cr = 1/2, it is again fiat but for cr = - 1/2, it 

becomes 

which is not Hat and admits an extra 1(V, This type of metric can also be obtained by 

putting 0, = -1/3, b = c = 2/3, in metric (N3) , which corresponds to Einstein-Maxwell 

field of Petrov type D, It admits 4 HMs and infinitely many Res , 
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D21. 

D22. 

D23 . 

D24. 

a =1= 0,1 and Po are constants . It admits 4 HMs and RCs with infinite dimensional Lie 

algebra (Case IX). 

a, a and Po are constants. It admits 4 HMs and the RC algebra is infinite dimensional 

(Case VIII). 

A =1= B. It has 4 KVs and infinitely many RCs (Case III). It appears to be non-physical 

unless a cosmological constant is introduced. 

A =1= B. It has 4 KVs and infinite dimensional RC algebra (Case IV). It appears to be 

non-physical unless a cosmological constant is introduced. 

In this chapter we have given metrics for the non-degenerate as well as degenerate Ricci 

tensor with their KVs and RCs, and discussed their physical significance. We have found many 

spacetimes admitting non-isometric RCs. 

105 



Chapter 5 

Summary and Conclusion 

We have classified cylindrically symmetric static spacetimes according to their RCs. The RC 

equations have been solved for the non-degenerate as 'well as the degenerate Ricci tensor. The 

procedure adopted has given the explicit form of the RC vectors along with constraints on the 

components of the Ricci tensor. Solving these constraints explicitly has given metrics or in some 

cases a family of metrics. Using EFE to obtain the stress energy tensor we got the physical 

interpretation. 

For the non-degenerate Ricci tensor, we have found RCs of 10, 7, 6, 5, 4 and 3 dimen­

sions . 10 dimensional RCs are given in Cases AIIb1( ii ), AIIb2(i)o:, AIIb2(i),6 and B(I); 7 RCs 

in Case BIVb3(ii)')'2; 6 RCs in Cases AIIa(l), AIIb2(ii)O:l, AIIb2(ii)O:2, BIIb(l) and BIIb(3); 

5 RCs in Cases Ala1(i), Alc2(i), AIIb1(i),6 and BIVb3(ii)')'1; 4 RCs in Cases Ala1(ii), Ala2(ii),6, 

Ala4(i)O:l' Al c1(i), Alc2(iii) , AIIa(2), AIIb1(i)o: , AIIb2(ii ),6, BII(a), BIVa(2), BIVb1(i) , BIVb1(ii), 

BIVb3(i) and BIVb3(ii)o:; and minimal RCs in Cases Ala2( i), Ala2(ii)o:, Ala4(i)O:2 Ala4(i),6, 

Alc1(iii) , Alc2(iii),6 and BIVa(l). It is worth noting that, as the RC equations are invariant 

under the interchange of any two of the three indices 0, 2, 3, the cases mentioned above are not 

the only cases, but there are numerous similaT cases; similar in the sense that the results for 

those cases can be obtained by interchanging any two of these indices (or coordinates t, e and 

z). 

For the non-degenerate Ricci tensor , we have 15 cases, but again by using the above sym­

metry, they reduce to 7. 'IJVe note that the Cases I , III and IV are similaT. In the same way 

Cases V, VIII and IX; Cases VI , VII and X; and Cases XI, XII and XIV are similar. 'vVe have 
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found that while the algebras of the RCs for the non-degenerate Ricci tensor are always fin ite, 

those for the degenerate cases are mostly, but not a.lwavs, infinite; Case II of the degenerate case 

has RCs of dimensions 10 (Case II( a)), 5 (Cases IIb(l) and Ild4(i)), 4 (Cases Ilb(2), Ild1(i) 

and Ild(2)) and 3 (Cases Ild1(ii) and Ild4(ii)). All these results have been summarized in the 

tables at the end of this conclusion . The Lie algebra structure of all these cases has also been 

given. For the infini te dimensional cases also, we have solved t he RC equations as far as t he 

equations allow, to obtain their form as arbitrary functions of the coordinates . 

The comparison of the present classification with the classification of cylindrically symmetric 

spacet imes according to KVs has given rise to the interesting cases of proper RCs given in 

Chapter 4. vVe have found the non-isometric RCs of 10, 7, 6, 5, 4 and 3 dimensions. We have 

also solved the constraints for the different cases of degenerate and non-degenerate RCs given 

ill t he previous chap ters, to ob tai n the metrics. T he physical signi ficallce ha::; also been given 

""here possible. Taking plane symmetry (locally) as a special case of cylindrical symmetry, t he 

classification of plane symmetric static metrics [35] can be obtained as a special case from this 

classification . 

Some of the general observations on the work done are listed below: 

l. The RC equations are invariant under the interchange of any two of the three indices 0, 

2 and 3 (or coordinates t, e and z). 

2. < Ot, 00, Oz >, translations in t and z, and rotation in e, is the minimal symmetry for 

cylindrically symmetric static spacetimes which has the algebra IR ® SO (2) 0 1R. 

3. The classification of plane symmetric static metrics according to RCs is a special case of 

the present classification. 

4. We saw that in all the sub cases of Case All , where the R 22 and R33 components of 

Ricci tensor are proportional the minimal symmetry gets extended to include zoo -leoz , 

rotation in e and z , as well. Also, (Xo , Xl, X 2 , X3/ is a sub- algebra of all the algebras in 

that case. This extra symmetry is globally allowed for the plane and not for cylinders. 
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In the light of the results obtained, we state the following theorems. 

Theorem 1 Cylindrically symmetr'ic static spacet'imes with non-degenemte Ricci tensor admit 

RCs with Lie algebms of dimensions 10, 7, 6, 5, 4 and 3. There are no 8- or 9-dimens'ional 

Lie algebras . 

Theorem 2 For the degenerate Ricci tensor the RCs have infinite dimensional Lie algebras 

except when Rll = 0 and R ii (i = 0,2 ,3) are non-zero (Case II in this thesis) , the Lie algebras 

are 10-, 5-, 4- and 3-dimensional. 

Theorem 3 For the non-degenerate Ricci tensor, if any of the Roo, R22 or R33 components 

are nonzero constants, the space admits non-isometric RCs. 

Theorem 3 holds for the plane symmetric spacetimes also (in the light of our third observa­

tion, above). It would be interesting to see if something similar can be said about spherically 

symmetric spacetimes as well. The results of this thesis have been summarized in [54] . 

Now, we provide tables on the following pages for the Res of finite dimensional Lie algebras, 

obtained in this thesis. 

108 



The Table of Tables for the Ricci Collineations of Cylindrically Symmetric Static Spacetimes 

The Non-Degenerate Ricci Tensor The Degenerate Ricci Tensor 
Case A: R~ i= 0 CaseB: R~ = 0 Case II: Rl = 0, Ro i= 0, R2 i= 0 , R3 i= 0 

CaseA(I): (~~) i= 0 Case A(II): (~~ ) = 0 

( a) R; = 0 , R; i= 0 ( c) R; i= 0 , R; i= 0 
(b) R; i= 0 , R; = 0 

g Table I ----Ta.ble 2 Table 3-r- Table 4 Table 5 



Table 1: The N on-Degenerate Case A(I) R~ # 0 

(I) (~~)' # 0 (a) R; = 0 , (1) 0' = 0, {3 = 0 (i) (~)' = 0 7 Res (Eqs. 2.31) 

R3 # 0 

(ii) (~) # ° I 4 Res (Eqs. 2.35) 

(2) 0' # 0, {3 = ° (i) 0' > ° 3 Res (Eqs. 2.37) 

(ii) 0' < ° (0') (~)' # ° 3 Res 

({3) (~)' = ° 4 Res (Eqs. 2.53) 

(3) 0' = 0, (3 # ° Similar to (2) 
o 

(4) 0' # 0, {3 # 0 (i) 0' > 0, {3 > ° ( 0') {3 r .JRI dp + ~ # ° (0'1) (~) =0 4 Res (Eqs. 2.64) 
. Ro 2.JR1 

(0'2) (~.) # 0 3 Res 

({3) {3 r .JRIdp + ~ = 0 . Ro 2 Rl 
3 Res 

(ii) 0' > 0, {3 < ° Similar to (i) 

(iii) 0' < 0, {3 > 0 Similar to (i) 

(iv) 0' < 0, (3 < ° Similar to (i) 

(b) R; # 0 , Similar to (a) 

R3 = ° 
Definitions Ro ( R' )' 

0' = VRl 2Ro~ 
R' 

k1 = - 2Ro:iRJ 

_ R3 ( R3 )' 
{3 - VRl _ 2R3VRl_ 

R' 
k2 = - 2R3./R; 



Table 2: The Non-Degenerate Case A(I) R~ # 0 ( continued) 

(I) (~;)' # 0 (c) R; # 0, (1) ( R2 )' (i) (~) = 0, 4 Res (Eqs. 2.78) 2R2VRl # 0 , 

Rs # 0 ( R' .j' (tY #0 3 0 
2R3VRl # 

(ii) (~) # 0, Similar to (i) 

(t)' = 0 

(iii ) (~) # 0, 3 ReS 

(t)' # 0 

(2) ( R' )' (i) (~) = 0, 5 Res (Eqs. 2.90) 2R2~ = 0, 

( R')' (~)' # 0 3 - 0 
2R3VRl -

(ii) (~) # 0, Similar to (i) 

(t)' = 0 

(iii ) (~) # 0, 

(t)' # 0 

( R' )' (a) 2Ro\lrR1 = 0 4 Res (Eqs. 2.93) 

((3) (2Ro~)' # 0 3 Res 



Table 3: The Non-Degenerate Case A(II) Ro # 0 I 
(II) (~~)' = 0 ( ~)' (a) 2R2~ # 0 (1) (Ifi)' = 0 6 Res (Eqs. 2.113) 

(2) ([fi;) # 0 4 Res (Eqs. 2.114) 

(b) CR~)' = 0 (1) R; # 0 (i) (~) # 0 ( R' ,)' (a) 2Ro~ # 0 4 Res (Eqs. 2.116) 

((3) (2Ro~)' = 0 5 Res (Eqs. 2.117) 

(ii) (~) = 0 10 Res (Eqs. 2. 118) 

1-.1 (2) R; = 0 , (i) C~') = 0 10 Res (Eqs. 2.119) 

(ii) C~') #0 (a) r~ (Ro~)'l = 0 (ad TJ = 0 6 Res (Eqs. 2.120) 

(a2) TJ # 0 6 Res (Eqs. 2.121) 

r Ro ( R~ )'1 ({3) 2~ Ro~ # 0 4 Res (Eqs. 2.122) 

(~)I Definitions TJ = ~ Ro~ 



I 

Table 4: The Non-Degenerate Case B Ro = 0 

(I) R; = 0, R3 = 0 10 Res (Eqs. 2.130) 

(II) R; = 0, R3 # 0 ( a) R ( R' )' vk 2R3~ #0 4 Res (Eqs. 2.139) 

(b) R ( R3 )' vk 2R3.JRJ. =0 (1) "1 > 0 6 Res (Eqs. 2.142) 

(2) "1 < 0 Similar to (1) 

(3) "1 = 0 6 Res (Eqs. 2.144) 

(III) R; # 0 , R3 = 0 Similar to (II) 

(IV) R; # 0, R3 # 0 (a) ~ ( R2 )' .JRJ. 2 R2 .JRJ. #0 (1) (~~ )' # 0 3 Res 

w (2) (~;.) = 0 4 Res (Eqs. 2.153) 

(b) ~ ( R2 )' .JRJ. 2 R2 .JRJ. =0 (1) /..;3 > 0 . fR3( R;)' 
( I ) .JRJ. 2 R3 .JRJ. #0 4 Res (Eqs. 2.158) 

(ii) f7t(2R:k)'l =0 4 Res (Eqs. 2.161) 

(2) k3 < 0 Similar to (1) 

(3) k3 = 0 . fR3( R;)' 
( I ) .JRJ. 2 R3 .JRJ. #0 4 Res (Eqs. 2.158) 

(ii) I Jt CR:k)'l = 0 (a) kl > 0 4 Res (Eqs. 2.161) 

({3) /..;1 < 0 Similar to (2) 

(r) /..;1 = 0 (rl)(~) #0 4 Res (Eqs. 2.166) 

(r2) (~~) = 0 7 Res (Eqs. 2.167) 

Definitions k - ~( R3)' 
1 -.JRJ. 2 R3 .JRJ. 

---------- -- - ------ - -

k -~( R2 J' ! = y[1Jl2R2 .JRJ. 
~--



Table 5: The Degenerate Case II Rl = 0 , Ro I- 0, R2 I- 0 , R3 I- 0 

(A) R~ = 0 R;I-O)R~I-O (1) (R2R3J = 0 R2R3 4 Res (Eqs. 2.188) 

(~) (2) R2R3 I- 0 3 Res 

Otherwise Infinitely many Res 

(B) R~ I- 0 (a) (~)' = 0, (~)' = 0 10 Res (Eqs. 2.207) 

-I'-

(b) (~)' = 0, (~)' I- 0 (R'~.)' 5 Res (Eqs. 2.220) (1) R~R~ = 0 

(R' ~.)' 4 Res (Eqs. 2.231) (2) ~ I- 0 

(c) (~)' I- 0, (~)' = 0 Similar to (b) 

(d) (~)' I-O,(~r 1-0 (1) (~~)' I- 0, (~~~)' I- 0 (i) (~;)' = 0 4 Res (Eqs. 2.245) 

(ii) (~;.)' 1-0 3 Res 

(2) (~~~)' I- 0, (~~~;)' = 0 4 Res (Eqs. 2.245) 

(3) (~~~.)' = 0, (~~;)' I- 0 Similar to (2) 

(4) (~~~) I = 0, (~~~~) I = 0 (i) (~;)' = 0 5 Res (Eqs. 2.258) 

(ii) (~;,)' I- 0 4 Res 



Appendix A 

Symmetries in General Relativity 

We briefly define here spacetime symmetries discussed in the li terature on GR and the relation 

between these symmetries is described in the inclusion diagram, Figure 1 (taken from [8]) . 

1. Weyl Pro.iective Collineation (WPC) 

where TIVbcd is the \i\Teyl projective curvature tensor given by 

n being the dimension of the space. 

2. Projective Collineation (PC) 

where, the projective connection 

3. Special Projective Collineation (SPC) 
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4. Ricci Collineation (RC) 

5. Curvature Collineation (CC) 

6. Special Curvature Collineation (SCC) 

7. Affine Collineation (AC) 

8. Homothetic Motion (HM) 

£~gab = 2¢gab , ¢ is a constant. 

9. Killing Vector (KV) 

£~gab = 0 . 

10. Special Conformal Collineation (S Conf C) 
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11. Special Conformal Motion (S Conf M) 

£E,gab = 20"gab ) O";be = O. 

12. Weyl Confo rmal lVlo t.ion (W ConE C) 

where Cbed is the conformal curvature tensor. 

13. Conformal Collineation (Conf C) 

14. Conformal Motion (ConE ¥) 

15. Null Geodesic Collineation (NC) 

16. Special Null Geodesic Collineation (SNC) 

17. Contracted Ricci Collineation (CRC) 
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WCollfC 

S Conf C 

Fig.l. H.c l at i o n~ bctwccn ~Yll1mctr i es. 

T he !cant arrow~ relatc ~ymmct ri c:; for which : Rij = O. 
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Appendix B • L . , 

. i 
v ; 

(" I . 

-~ Ricci Collineations for the 

Non-Degenerate Ricci Tensor 

In this appendix, we give the details of the calculations done to get the RCs given in Chapter 

2. 

B.l Case A: 

Here we give the calculations in detail for the following cases of non-degenerate Ricci tensor for 

which only the results are given in Section 2.2 of the main text. 

Case Ala2 (i) a> 0, f3 = 0 
R' 

Here 2R3./R; =(constant) = k (say) and Eq. (2.18) gives 

(B.1) 

Therefore, Eq. (2.11) on integration yields 

R' 
EO = - Jkfo [Ed z ) sinh vat +E2 (z)coshvat] +Adp,z). (B.2) 

2Ro Rl a 

Eq. (2.12) on integration with respect to p gives 
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A2 (p, z ) = 

[]a 2R:k - fo I ~ dp] [BI (z ) sinh fot + B2 (z ) cosh fot] + B3 (z ) , 
(B.3) 

so that Eq. (B.2) becomes 

B O = - JO: [BI (z ) sinh vat + B2 (z ) cosh vat] j' VJ[; dp + B3 (z ) (B.4) 
. Ro 

Now, Eq. (2. 13) on integration with respect to p gives 

B 3 = - [B1 ,3 (z ) cosh vat + B2,3 (z ) sinh vat] ./ v:; dp + A3 (t, z) . (B.5) 

Therefore, Eq. (2 .14) on integration with respect to z yields 

A3 (t , z) [B1,3 (z) cosh vat + B 2,3 (z) sinh vat] / v:: dp 

-I,; [COSh vat ./ BI (z ) clz + sinh vat ./ B2 (z ) dZ] + A4 (t) , (B.6) 

so that from Eq. (B.5) we have 

B3 = -kl [COSh vat / BI (z ) dz + sinh JO:t .l B2 (z ) clZ] + A4 (t) , (B .7) 

and from Eqs. (2.9) and (2.10) we see that 

Bl = ~ [Bd z) cosh vat + B2 (z ) sinh vat] . 
yRl 

(B .8) 

(B .9) 

Now, from Eq. (2.5) for a = 1, b = 3, we see that B1 = 0 (because B 31 = 0). This means that , , 

B 1,3 (z) = 0 = B 2,3 (z) , (B .10) 
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which implies 

Therefore, Eqs. (B.2), (E.9) and (B.7) can be written as 

1 · 1 
B = ro [C4 cosh vat + C5 sinh vat] , 

yRl 

Putting these values in Eq. (2.5) for a = 0, b = 3, we get 

This implies 

B3,3 (z) 0, 

A4 (t) 0 , 

C4 C5 = 0 , 

or 

So, we get the solution as given in Eqs. (2.37). 

Case AIa2 (ii ) a < O , (3=0 

In this case Eq. (2. 18) yields 
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(B .ll) 

(B. 12) 

(B.13) 

(B .14) 

(B.15) 

(B.16) 

(B.17) 

(B.18) 

(B. 19) 



Al (t, z) = BI (z) cos vat + B2 (z) sin vat. 

So, Eq. (2 .11 ) on integration with respect to t gives 

R' 
B O = - J:k va [BI (z) sin vat - B 2 (z) cos vat] + A2 (p , z) , 

2Ro RI a 

(B.20) 

(B .21) 

where A2 (p , z) is a function of integration. But integrating Eq. (2.12) with respect to p yields 

A2 (p, z) = [va J' Jl[; elp + -Jk va] [BI (z) sin vat - B2 (z) cos vat] + B3 (z) . 
. Ro 2Ro RI a 

Eq. (2.39) becomes 

Now, from Eq. (2.13) we have on integration 

Using this in Eq. (2.14) we get 011 integration with respect to z 

A3 (t, z) [B1,3 (z) cos vat + B2,3 (z) sin ;at] ./ .;::; elp 

+k [cos vat ./ BI (z) clz + sin vat ./ B2 (z) elz] + At! (t) . 

Therefore, Eq. (B.24) becomes 

B3 = k [cos;at ./ BI (z) clz + Sin;at'/ B2 (z) clZ] + A4 (t) , 

and from Eq. (2.10) we have 

1 . 
BI = rD [BI (z) cos vat + B2 (z) Sill vat] , 

yRI 
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(B.22) 

(B.23) 

(B.24) 

(B.25) 

(B.26) 

(B.27) 

(B.28) 



(B.29) 

Now, from Eq. (B.27), clearly B:1 = O. Therefore, Eq. (2.5) for a = I, b = 3,implies B,1 = O. 

So, Eq. (B.28) yields 

So, Eqs. (B.23), (B.28) and (B.27) become 

B
O = fo [C4 sin fot - C5 cos fot] j' v: clp + B3 (z) , 

. 0 

Bl = ~ (C4 cos fot + C5 sin fot) , 
yRl 

B3 = k (C4 Z cos fot + C5Z sin fot) + A4 (t) . 

Now, we evaluate A4 (t) and B3 (z). Eq. (2.5) for a = 0, b = 3, in this case gives 

This implies that C4 = 0 = C5. This again gives rise to two cases. 

Case AIa2(ii)a 

Here we have 

B3,3 (z) = 0 =A4 (t) , 

or 

B3 (z) = Cl, ALl (t) = C3, 
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(B.30) 

(B.31) 

(B.32) 

(B.33) 

(B .34) 

(B.35) 

(B.36) 

(B.37) 



and we have the result (from Eqs. (2.47)-(2.49)) as the minimal RCs. 

Case Ala2(ii)j3 (&)' = 0 f'b 

In this case we put "* =constant = -'Y (say) . Therefore , from Eq. (B.35) 

'YB 3,3 (z) = - A4 (t) = C4 (say) , (B.38) 

or 

(B .39) 

(B.40) 

Therefore, Eqs. (2 .47)-(2.49) give the RCs given in Eqs. (2 .53). 

Case Ala(3) 

We obtain this case just by interchanging the role of t and z in the previous case, Case 

AIa(2) . 

Case Ala(4) o ~ 0, j3 ~ 0 

Now a and j3 can be positive or negative which gives rise to four further cases depending on 

whether one or both of these constants are greater than or less than zero. Let us discuss them. 

Case Ala4(i) a> O, j3> 0 

The solution for Eq. (2 .18) in this case is 

Al (t, z) = BI (z) cosh vc;.t + B2 (z) sinh vc;.t. (B.41) 

Using this in Eq. (2.19) implies that 

Bl,33 (z) - j3BI (z) = 0 , (B.42) 

B 2,33 (z) - j3B 2 (z) = 0 , (B.43) 
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which can be solved to give 

El (z) = C2 cosh J73z + C3 sinh J73z , 

E2 (z") = C4 cosh J73z + C5 sinh J73z, 

so that Eq. (B.41) becomes 

Al (t, z) (C2 cosh J73z + C3 sinh J73z) cosh ~t 

+ (Ctl cosh J73z + C5 sinh J73z) sinh ~t . 

Now, Eq. (2 .11) can be written as 

R' . - Jk."fa [( C2 cosh J73z + C3 sinh J73z ) sinh ~t 
2Ro Rl 0' 

+ (C4 cosh /73z + C5 sinh J73z) cosh vat] + A2 (p, z) , 

and from Eq. (2.12) on integration with respect to p we get 

A2 (p, z) 

So , Eq. (B.47) becomes 

, 
!Jk."fa [(C2 cosh J73z + C3 sinh J73z ) sinh ~t 

2Ro Rl 0' 

+ (C4 co~h J73z + C5 sinh J73z) cosh ~t] 

-~ ./ ~dP [( C2 cosh /73z + C3 sinh J73z ) sinh vat 
+ (C4 c6sh J73z + C5 sinh J73z) cosh vat] + B3 (z) . 

EO -~ [ (C2 cosh J73z + C3 sinh J73z) sinh vat 
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(B.44) 

(B.4S) 

(B.46) 

(B.47) 

(B.4S) 



+ (c4 cosh VfJz + C5 sinh VfJz) cosh vat] ./ v:: clp + B3 (z) . (B .49) 

Now, Eq. (2.13) can be written as 

- VfJ [ (c2 sinh VfJz + C3 cosh VfJz) cosh vat 
+ (c4 sinh VfJz + Cs cosh VfJz) sinh vat] j' ~clP + A 3 (t , z) , 

. 3 
(B .50) 

so that Eq. (2.14) becomes 

A3 (t, z) 
R' - ~ Vl3 [(c2 sinh VfJz + C3 cosh VfJz) cosh vat 

2R3 Rl f3 

+ (c4 sinl~ VfJz + C5 cosh VfJz ) sinh vat] 
+ [ ( C2 sinh VfJz + C3 cosh VfJz) cosh vat 
+ (c4 sinh VfJz + C5 cosh VfJz) sinh vat] ./ v:; clp + AI[ (t). (B .51) 

Substituting from Eq. (B.51) into Eq. (B.50) yields 

and from Eq. (2. 10) 

~ [( C2 cosh VfJz + C3 sinh VfJz ) cosh fot 

+ (C4 cosh VfJz + C5 sinh J{Jz) sinh vat] 

Now, satisfying Eq. (2.5) for a = 0, b = 3, yields 
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(B.53) 



[( C2 sinh j{3z + C3 cosh j{3z) sinh vat 
+ (C4 sinh j{3z + C5 cosh j{3z) cosh fot] 

[ 
r::7i j' yiR; @ R; 1 . -Roy oI3 . Ro dp - V 7J 2yiR; + RoB3,3 (z) + R3 A4 (t) = O. 

In order that Eq. (B.54) holds , there are two possibilities. 

Either 

(a) C2 = C3 = C4 = C5 = 0 and RoB3,3 (z) = -R3 A4 (t), or 
I 

((3) Ro{3 I /ficlp - 2ht = 0 and RoB 3,3 (z) = -R3 .44 (t) . 

We discuss each in t urn. 

Case Ala4(i)a 

Here again we have two possibilities. 

If (~) I '=/: 0 then 

B3,3 (z) = 0 , A4 (t) = 0, 

or 

and we get the minimal symmetry. In the second case (~) I = 0; pu t ~ = -" then 

So, we have the result from Eqs. (2.64) by renaming C7, Cs, and C6 as Cl, C3 and C4· 

Case Ala4(i){3 
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(B.54) 

(B.55) 

(B.56) 

(B .57) 

(B.58) 

(B.59) 



Here 

j'vIRl R; 
(3 -clp + . VJ[l = O. 

. Ro 2Ro Rl 
(B.60) 

Now, from Eq. (2.17) we can write 

j. vIRl clp _ ~ ( R~ ) 
Ro - 0: 2RovlRl 

(B .61) 

Substituting this in Eq. (B .60) we get 

(B .62) 

which on integration yields 

(B .63) 

We note that here Ro =I- R3, because otherwise from Eq. (B.62) we would have R~ = 0 (as 

0: =I- 0, (3 =I- 0) which is not possible. Therefore, as above, 

(B.64) 

and the result is the minimal symmetry. 

Case Ala4(ii) 0:>0, (3<0 

The result will be similar to that obtained in the previous case, Case Ala4(i). The difference 

will be that in the solution of Eq. (2 .19) the trigonometric functions involved will be circular 

instead of hyperbolic. 

Case Ala4 (iii) 0:<0, (3) 0 

The result will be similar to t hat obtained in Case Ala4(i). The difference will be that in the 

solution of Eq. (2.18) the trigonometric funct ions involved 'vvill circular instead of hyperbolic. 

Case Ala4(iv) 0: < 0, (3 < O. 

The result will be similar to that obtained in Case Ala4(i). The difference will be that in 

t he solut ion of Eq. (2 .18) and Eq. (2. 19) the trigonometric functions involved will be circular 
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instead of hyperbolic. 

Case AI(b) R~=I0, R~=O 

Note that the RC Equations , (2.4) and (2.5) , are symmetric with respect to the interchange 

in e and z (i.e. the indices 2 and 3). Thus this case is similar to the previous case, Case AI( a), 

except for the interchange of e and z in all the equations. 

Case AI(c) 

In this case Eq. (2 .8) implies that B,l2 = B,1 = B~l = B:l = O. So, we have 

B O = B O (t,p,e, z ) , 

Bl = Bl (t , p) , 

B2 = B2 (t,e) , 

B3 = B3 (t,z) . 

We further have the following constraints from the RC equations. 

Now, integrating Eq. (2.4) for a = 1, gives 

Therefore, Eq. (2.5) for a = 0, b = 1, on integration with respect to p gives 

o . j' y7I; B = - Al (t) -dp+Adt,e, z ). 
. Ro 

But Eq. (B.66) implies that 

(B.65) 

(B.66) 

(B.67) 

(B .68) 

(B.69) 

Similarly, Eqs. (2.4) for a = 2 and 3, on integrating with respect to e and z respectively yield 
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(B.70) 

(B.71) 

Now, as B2I = B 3
1 = 0, we note that either both the terms in the brackets in Eqs. (2.70) and , , 

(2.71) are constants or otherwise Al (t) will be zero. vVe discuss these two cases. 

Case AIc(l) Adt) = 0 

Here from Eq. (B.67) we get 

and therefore, from Eqs. (B.69) and (2.4) for a = 0, we get 

Now, using Eqs. (B.69), (B.70) and (B .71) in Eqs. (2.5) for a = 0, b = 2 and 3, gives 

These imply that 

RoA4,2 (B) + R2 .4.6 (t) 

RoA5,3 (z) + R3 .4.7 (t) 

A6 (t) = C4 t + C2 , 

A 7 (t) = Cs t + C3 . 

Therefore, Eqs. (B.74) and (B.75) take the form 

A 5,3 (z) 
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0, 

O. 

(B .72) 

(B.73) 

(B.74) 

(B.75) 

(B.76) 

(B.77) 

(B.78) 

(B.79) 



Here, we have three further cases depending upon whether one or none of ~ and ~ are 

constants. We note that both of these cannot be constants as in that case we will get ~ as a 
~ 

constant, which will be a contradiction. 

Case Alcl(i) (&)' = 0 (R3)' ~ 0 
Ro 'Ro 

In this case ~ = kl and C4 = 0, therefore, Eqs. (B .78) and (B.79) give 

(B.80) 

(B.81) 

and we finally get from Eqs . (B .67), (B .69) , (B.70) and (B.71) the Res as given in Eqs. (2.78), 

where we have written Cl + C6 + C7 as Cl . 

Case Alcl(ii) (& ) '~ O (&)'=0 
Ro 'Flo 

This is similar to the previous case; just the indices 2 and 3 are interchanged. 

Case Alcl(iii) 

Here, we have from Eqs. (B .78) and (B.79) C,oJ. = Cs = 0, therefore, 

(B.82) 

and Eqs. (B.67), (B.69), (13 .70) and (B.71) give the minimal symmetry. 

Case Alc(2) 
, 

We put 2R~ = kl 

because otherwise R2 and R3 will become proportional which will be a contradiction . Therefore, 

we have 

-klAl (t) e + A6 (t) , 

-1.:2Al (I;) Z + A7 (t) . 

Now, Eq. (2.5) for a = 0, b = 2, on integration with respect to () gives 
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(B.83) 

(B.84) 



(B.85) 

Sirnila.rly, Eq. (2.5) for (/. = 0, Ii = 3, on integration with respect to z gives 

(B.86) 

and so Eq. (B.68) becomes 

(B.87) 

where Cl = C6+C7 . Now, the value of B i, i = 0, I , 2, 3, as given by Eqs. (B .87), (B.67), (B.83) and 

(B.84) identically satisfy all the RC equations except Eq. (2.4) for a = 0, and Eq. (2.5) for 

a = 0, b = I, which take the form 

I 

RoAdL
) _ j. 8. l A (t) + A (t) 

2Ro..[l[l . Ro Gp 1 3 

+~ [/.;1 Al (t ) 0; - A6 (t) e] (B.88) 

-~ [/.;2 Al (t) z2
2 

- A 7 (t) z] = 0 , 

( 
R2) I [. e2 . ] 
Ro kl Al (t ) 2- A6 (t) e 

(R3) I [.. z2" ] + Ro k2 Al (t) 2- A7 (t) z = o. (B.89) 

From Eq. (B .89) we see that we have to discuss t hree further cases depending upon whether 

one or none of (~)' and C~~)' is/are equal to zero. vVe note that both of these cannot be 
I 

equal to zero as it would contradict one of the conditions of this case, namely, (~) i- O. 

Case AIc2 (i) 
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Let Wo = -k3 which implies that 2R~ = k1 · In this case Eq. (B.89) yields 

Al (t) = A 7 (t) = 0 . (B.90) 

or 

(B.91) 

Therefore , Eq. (B.88) takes the form 

(B.92) 

which implies that 

(B .93) 

(B.94) 

With values from Eqs. (B .91), (B.93) and (B.94), we finally get from Eqs. (B .87), (B.67), (B.83) and 

(B.84) the Res as given in Eqs. (2.90). 

Case Alc2(ii) 

This is similar to the previous case; only indices 2 and 3 (i.e. coordinates e and z) are 

interchanged. 

Case Alc2(iii) (&) ' #0 (&) ' #0 Ro 'Ro 

In this case Eq. (B.89) implies 

Al (t) = c4 , A6 (t) = c2 , A 7 (t) = c3 , (B.95) 

and Eq. (B.88) takes the from 

(B.96) 

Here again, as before, we have two cases. 

Case Alc2(iii)a 
( 

R~ )'= 0 
2Ro .,fJ[l 
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Putting 2n~ = k~ , Eq. (B .92) implies 

(B.97) 

So, Eqs. (B.87), (B.67), (B.83) and (B.84) take the form as given in Eq. (2.93). 

Case Alc2(iii) JJ ( R~ ) ' # 0 
2Ro..;'Rl 

Eq. (B.92) in this case gives C4 = 0 and A3 (t) = C5. Therefore, Eqs. (B.87) , (B .67) , (2.79) and 

(B.84) yield the minimal symmetry. 

Case A(II) (~)' = 0 

This means that ~ =constant= l (say), l # O. We put R3 = R2/l in the RC equations and 

eliminate R3 from Eqs. (2.5), for a = 0,1,2 and b = 3; and Eq. (2.4) for a = 3, which become 

(B.98) 

(B.99) 

(B.100) 

(B.101) 

Differentiating Eq. (2.5) for a = 1, b = 2, with respect to z and Eq. (B.99) with respect to B, 

we get 

(B .102) 

(B.103) 

Using Eq. (B.100) in Eq. (B.103) we get 
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(B.104) 

Now adding Eqs. (B.102) and (B.104) gives B,123 = O. Therefore, Eq. (2.4) for a, = 2, gives 

B~223 = 0, which on integrating twice with respect to e using arbitrary functions of integration 

gives 

B23 = eA1 (t, p, z) + A2 (t, p, z) , , (B. 105) 

and, therefore, Eq. (B .lOO) on integration with respect to e gives 

(B.106) 

Also, Eqs. (2.4) for a, = 2,3 and (2.45) mean that B~23 = B ,233 which on using Eqs. (B.105) and 

(B.106) becomes 

W2 
Al (t, p, z) = -2 A 1,33 (t , p, z) - WA2,33 (t, p, z) + A 3,33 (t, p, z) . (B. 107) 

Comparing the coefficients of e 2 , e 1 and eO in this gives 

A1 ,33 (t , p, z) = 0, (B.108) 

A2,33 (t, p, z) = 0 , (B.109) 

A 3,33 (t, p, z) = Al (t, p, z) , (B.110) 

which on integrating twice with respect to z yield 

(B.11l) 

A2 (t, p, z) = ZB3 (t, p) + B4 (t, p) . (B.112) 
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Putting from Eq. (B.l1l) in Eq. (B. 1l0) and integrating twice with respect to z gives 

(B. 1l3) 

Using Eqs . (B.11l), (B.1l2) and (B .1l3), B3 from Eq. (B .I06) becomes 

W2 
B3 = -2 [ZBl (t , p) + B2 (t, p)] - W [ZB3 (t, p) + B4 (t, p) ] 

z3 z 2 
+6B1 (t, p) + 2B2 (t , p) + ZB 5 (t, p) + B6 (t , p) . (B.1l4) 

And , Eq. (B .l05) on integration with respect to z gives 

(B.1l5) 

Now, as B~ = B33 = 0, substitu ting from the above two equations and integrating with respect , , 

to e yields 

(B.1l6) 

so that Eq. (B.1l5) becomes 

B 2 = e [~2 Bl (t , p) + ZB2 (t,p) ] + ~2 B3 (t , p) + ZB4 (t,p) 

le3 le2 

-6B1 (t , p) - 2B3 (t, p) + eB5 (t, p) + B7 (t, p) . (B.1l7) 

Now using Eq. (B.1l4) in Eq. (B.9S) and integrating with respect to z gives 

R2 {W2 [z2 . .] [z2. .] 
lRa 2 2 Bl (t , p) +z B 2 (t,p) + W 2 B3 (t,p) +z B4 (t , p) 

432 } 
- ~4 ill (t , p) - z6 H2 (t, p) - ~ H5 (t, p) - z H6 (t, p) + A5 (t , p) . (B.1lS) 
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Similarly, using Eq. (B.1l4) in Eq. (B.99) and integrating with respect to z gives 

Now Eq. (2.5) for a = 0, b = 2, can be put in the form 

e [z2 131 (t,p) + 2z 132 (t,p)] + [z2 133 (t ,p) + 2z 134 (t,p)] 

Ro W3 . W2 . . . 
+ R2 A5,2 (t ,p,e) - 6 B1 (t ,p) - 2' B3 (t ,p) + e B5 (t,p) + B7 (t .p) = 0 . 

Comparing the coeffi cients of z2, Z and z O gives 

e 131 (t , p) + 133 (t,p) = 0, (B.120) 

e 132 (tp) + 134 (t, p) = 0 , (B .1 21) 

R2 [W3 . W2 . . . ] 
A5,2 (t,p,e) = ~o 6 B1 (t ,p) + 2' B3 (t,p) - e B5 (t,p) - B7 (t,p) (B.122) 

From Eqs. (B. 120) and (B .121) it is clear that 

131 (t,p) = 0 =132 (t,p) =133 (t,p) =134 (t ,p). (B.123) 

Therefore, Eq. (B.122) on integration with respect to e gives 

R2 [e2 
. .] A5 (t,p,e) = - Ro 2 B5 (t ,p) + e B7 (t,p) + Bs (t,p) . (B.124) 
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Now Eq. (2.5) for a = 1, b = 2, can be wri tten as 

Z2 [eB~ (t, p) + B~ (t, p)] + 2z [eB~ (t, p) + B~ (t, p)] 

_O~1 B~ (t,p) - 1~2 B3 (t,p) + eB~ (t,p) + B~ (t,p) + *A6,2 (t,p,e) = O. 
(B .125) 

Comparing the coefEcients of z2, Z and z O gives 

eB~ (t,p) + B~ (t,p) = 0 , (D.126) 

eB& (t,p) + B~ (t,p) = 0 , (B.127) 

A6,2 (t, p, e) = ~: [e6
3 

B~ (t, p) + l~2 B~ (t, p) - eB~ (t , p) - B~ (t , P)] (B.128) 

It is clear from Eqs. (B .127) and (B.128) that 

B~ (t, p) = 0 = B& (t,p) = B~ (t , p) = B~ (t,p) . (B.129) 

Therefore, Eq. (B.128) on in tegration with respect to e gives 

(B.130) 

Also, from Eqs. (B.123) and (B.129) it is clear that 

Bi(t,p)=Ci , i = 4,7,8,9. (B.131) 

Therefore, in view of Eqs. (B.124) , (B.130) and (B.131), Eqs. (B.ll8), (B.ll9), (B .ll7) and 

(B. ll4) become 

o R 2 [1 (1 2 2) ' 1. . ] B =-R
1 

"2 I Z + (1 B5(t,p)+ l z B6(t , p)+BB?(t ,p) +Bs(t,p), (B.132) 
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Bl = - ~: [~ (t z2 + 82) B~ (t,p) + tZB~ (t,p) + 8B~ (t,P)] +B9 (t,p) , (B.133) 

(B.134) 

l82 

B3 = -2(ZC9 +C7)-l8(ZCS +C4 )+ 

z3 z2 
6C9 + 2C7 + ZB5 (t, p) + B6 (t , p) (B.135) 

Now substituting Bi from Eqs. (B.132)-(B.135) into Eqs . (2.4), for a = 0,1,2 and Eq. (2 .5) for 

a = 0, b = 1, gives 

R'oR2 [1 (1 2 2) I ( ' ) 1 I () I ()] I ( ) ~ "2 TZ + 8 B5 t,p + TzB6 t , p + 8B7 t,p - RoB9 t ,p 

+2R2 [~ (t z2 +(/2) B5 (t , p) + tz B6 (t,p) +8 B7 (t,p)] - 2Ro Bs (t,p) = QI}136) 

{ 
R [1 (1 2 2)' I l' I . I ] Ro Wo '2 yZ +8 Bs(t,P)+y z B6 (t,p)+8B7 (t,p) -Bs(t ;p) 

+ (~)' [ ~(tz2 + 82) B5 (t,p) + tz B6 (t , p) + 8 B7 (t,p)]} 

{ 
R [1 (1 2 2)' I l' I . I ]. } +Rl ~ '2 yz + 8 B5 (t , p) + yz B6 (t, p) + 8 B7 (t , p) - B9 (t , p) = 0, 

R~ {~ [~ (t z2 + 82) B~ (t, p) + t zB~ (t, p) + 8BHt , p)] - B9 (t , p) } 

+2Rl (~)' [~(t z2 + 82
) B~ (t,p) + t zB~ (t,p) + 8B~ (t , p)] 

+2Rl {~ [ ~ (t z2 + fP) B~ (t, p) + t zBf{ (t , p) + 8B~ (t, p)] - B~ (t , p)} = 0, 
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R~ { * [~ (t z2 + e2) B~ (t, p) + t zB~ (t, p) + eB~ (t, p)] - Bg (t, p) } 

-2Rl [ ~ (Z2 + le2) Cg + C7Z - lecs + B5 (t, p)] = O. 

Comparing the coefficients of g2,g1,gO, z2, zl and z O in Eqs . (B.136)-(B.139) gives 

Rb , .. 
-Bj (t,p)+2Bj (t ,P)= O, j=5,6,7; 
Rl 

R~Bg (t , p) + 2Ro B s (t , p) = 0 , 

., R2' ( )' 
2R2 B j (t,p) + Ro Ro Bj (t,p) = 0 , j = 5,6,7; 

RoB~ (t,p) + Rl Bg (t , p) = 0 , 

R~Bg (t,p) + 2RIB~ (t,p) = 0, 
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(B.139) 

(B.140) 

(B.141) 

(B.142) 

(B.143) 

(B.144) 

(B.145) 

(B.146) 

(B.147) 

(B.148) 

(B.149) 



R;B9 (t,p) + 2R2B5 (t , p) = O. 

Eqs. (B.144) , (B.142) and (B.145) on integration with respect to p give 

. ~ 
Bj (t, p) = V R;hj (t) , j = 5,6,7; 

Bj (t, p) = ffi f; (t) , j = 5,6,7 ; 

1 
B9 (t, p) = ~fg (t) , 

. yRl 

(B. 150) 

(B.151) 

(B.152) 

(B .153) 

where hj(t) and 1j (t), j = 5,6,7,9 are functions of integrat ion. Also, from Eqs. (B .146) and 

(B.147) we see that C9 = 0 , and therefore (as l of 0) 

(B. 154) 

Using Eq. (B.153) in Eqs. (B.141) and (B.l~3) gives 

(B.155) 

, VR1 . 
Bs (t,p) = -- 19 (t) . 

Ro 
(B.156) 

Now, if Eq. (B.155) is differentiated with respect to p and Eq. (B .156) with respect to t, 19 (t) 

can be seen to satisfy the equation 

VR1 .. . ( Ro )' To 19 (t) - 2Ro~ fg (t) = o. (B.157) 

Now substituting from Eqs. (B.152) and (B. 153) into Eqs . (B .148)-(B .150), we get 

(B.158) 
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R' 
~17 (t ) + 2cs = 0 , 

lR2 Rl 

R' 
JR;19 (t) + 2B5 (t, p) = 0 , 

R2 Rl 

and using Eq. (B.152) in Eq. (2.98) gives 

Now Eqs. (B.158)-(B.160) give rise two possibilities . 

(a) 

(b) 

( ~ )' .JJ[; R2 I- 0 , 

(~)' -.JJ[;R2 - O. 

Now, we discuss these. 

Case AII(a) 

In this case R; I- 0 and, therefore, from Eq. (B .154) 

B~ (t, p) = O. 

Differentiating Eqs. (B .158)-(B.160) with respect to p and using Eq. (B.156), we get 

( 
R' ) ' 1 

R2JR; 116 (t) = 0 , 

( R; )' 1 
R2 VJ[; 1 17 (t) = 0 , 

( 
R' )' JR; fg (t) = O. 

R2 Rl 

These imply that 

16 (t) = 0 = 17 (t) = fg (t) , 

which in turn imply that 
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(B. 159) 

(B .160) 

(B.161) 

(B.162) 

(B.163) 

(B.164) 

(B.165) 

(B.166) 



C7 = 0 = Cs = B5 (t , p) . (B.167) 

Also from Eqs. (B .155), (B. 156) and (B .1 53) we see that 

Bs (t, p) = Constant = Cl (say) , Bg(t , p)=O. (B.168) 

Using these results in Eqs. (B.140), (B.151) and (B.152) , we get 

B~ (t, p) = 0 = B~ (t, p) , (B.169) 

136 (t,p) = 0 =137 (t,p) , (B.170) 

h5 (t) = 0 = i5 (t) =17,(3' (t) =/~7 (t) . (B .171) 

From Eq. (B.164) we have 

(B.I72) 

So, Eq. (B.15 1) on integration with respect to t gives 

(B.173) 

(B.174) 

Differentiating Eqs. (B .173) and (B.174) with respect to p and using Eq. (m) we get 

(B.175) 

We have further two possibilities here. 

(1) (/fi)' = 0, 
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(2) (Ifi)' -# 0 , (and C6 = 0 = C5) ' 

Case AIIa( 1 ) ( Ifi)' = 0 

Let Ifi = k , so that Eqs. (B.132)-(B.135) give the Res (Eqs. (2. 113). 

Case AIIa( 2) 
Eqs. (B.132)-(B.135) in this case give the result as given in Eq. (2.114). 

Case AII(b) (R2~) ' = 0 

Let R2~ = a (a constant) for which there are two possibilities . 

(1) a -# 0 , 

(2) a = O. 

Case AIIb(l) a-#O 
So, from Eqs. (B.158) and (B.159)we have 

16 (t) = 2lc7 , 
a f ( ) - 2lCg 

7 t - -~' 

and from Eq. (B.154) 

.J'" 
B~ (t,p) = O. (B.177) 

In view of Eqs. (B.173) and (B.174) , we have from Eq. (B.152) 

., ., 
B6 (t,p) = 0 =B7 (t,p) , (B.178) 

so that Eq. (B.142) becomes 

(R2)' . Ro Bj (t, p) = 0, j = 5,6,7; (B.179) 

which further gives rise to two cases. 

(i) (~)'-#O , 
(ii) (~)'=O . 
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Case AIIbl(i) 

In this case from Eq. (B.179) we have 

135 (t, p) = 0 =136 (t, p) =137 (t, p) , 

and therefore from Eq. (B. 152) along with Eq. (B.176) we get 

B ' ("" ) _ le7 2.JRl 
6 t , p ---R ' 

a 2 

which on integration with respect to p gives 

2lc7 J' .JRl BG(t,p) = - --clp+C3 · 
a. R2 

Similarly 

2lc8 j' .JRl 
B7 (t , p) = ----;- . R2 clp + C2 , 

and from Eq. (B.I77) 

B5 (t,p) = C5. 

Eq. (B.160) now can be written as 

So, Eq. (B.153) becomes 

2C5 19 (t) = -- . 
a 

and Eqs. (B.140) and (B.157) reduce to 

R~Bj (t,p) = 0 , j = 5,6,7 ; 
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(B .180) 

(B.181) 

(B.182) 

(B .183) 

(B.184) 

(B.185) 

(B.186) 

(B.187) 



__ 0,,--· C5 - 0 
( 

R' )' 
Ro~ -. 

Here again t here are further two cases. 

(a) 

({3) 

( 
It' )' ~ # 0 , 

( 
R' )' ~ = 0. 

Case AIIb l (i)a ( R' )' Rok # 0 

This implies that R'o # O. Therefore, from Eqs. (B.187) and (B.188) we have 

C5 = 0 = Bj (t ,.p) , .7 = 5, 6, 7 ; 

which , when used in Eqs. (B. 182)-(B. 184) , mean 

C7 = 0 = Cs = B 5 (t , p) . 

(B.188) 

(B.189) 

(B. 190) 

Now, from Eq. (B. 160) we see that 19 (t) = 0 , so that Eqs . (B.155), (B .156) and (B. 153) imply 

that 

BS(t , p)=Cl , Bg (t , p)= O. (B .191) 

So, we finally get Eqs. (2. 116). 

Case AIIbl (i) {3 ( 
R' )' Rok =0 

Let Ro~ = {3 # a . Now, as R'o # 0, therefore, from Eq. (B.187) we have Bj (t, p) = 

0 , .7 = 5, 6, 7. So, Eqs. (B.152) and (B. 176) give C7 = Cs = 0, so that Eqs . (B. 182) and 

(B .183) become B6 = C3 , B7 = C2 . Now, putting from Eq. (B .185) in (B.155) and integrating 

with respect tot gives 

(B.192) 

Therefore, Eqs. (2.94)-(2.97) Res as given in Eqs. (2.117). 

Case AIIb 1 (ii ) 
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Here we write R2 = -oRo, where 0 is a constant. So, we can wri te R; = oR~ , which implies 

that Ro'~ = 0;. Now, integrating Eq. (B .152) with respect to p gives 

B j (t, p) = fj (t) j' VRi clp + gj (t), j = 5,6,7 . 
. R2 

(B.193) 

This, in view of Eqs. (B .161), (B.176) and (B .l77) (and the condition B:1 = 0) gives 

9s (t)=0 , (B.194) 

.. l cg 
g6 (t) = T' (B.195) 

(B.196) 

Integrating Eqs. (B.194)-(B .196) gives 

(B.197) 

(B.19S) 

(B.199) 

Putting these in Eq. (B.193), ,ve get 

(B.200) 

(B.201) 

( 
2 t

2
) B7 (t,p) = 0;2R2 - 20 lcs + cs t + C2, (B.202) 
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where, we have also used the fact that .r 1fdp = - ak2 .So, from Eqs. (B.153) and (B.160) we 

get 

2 
Bg(t,p)=- (D(C7t+ClO) ' 

avRo 

Therefore, from Eqs. (B.155) and (B .156) we have 

, .. 2VJ.'4 
Bs (t,p) = -R C7, 

a 0 

(B.203) 

(B.204) 

(B.205) 

Now, integrating Eq. (B.204) with respect to p and substituting in Eq. (B. 205) and integrating 

again with respect to t gives 

Bs (t , p) = ( - a2~o + t;) C7 + tclO + Cl. (B.206) 

Therefore, Eqs. (B.132)-(B.135) , give the Res as given in Eqs . (2.118). 

Case AIIb(2) a=O 

This means that R; = 0 ,i .e. , R2 is a constant. So that from Eqs. (B.148)-(B.150) we 

have C2 = C3 = 0 and B5 (t, p) = O. Now, differentiating Eqs. (B.151) and (B.152) with respect 

to p and t respectively and equating gives 

j = 6,7; (B.207) 

which on differentiating again with respect to t gives 

j = 6,7 . (B.208) 

Now, substituting Eqs. (B.151) and (B.152) in Eq. (B.140) gives 

($0)' . 
VJ.'4 VlG!j (t) + hj (t) = 0 , j = 6,7 . (B. 209) 

148 



Eliminating j./,j (t) from Eqs. (B.208) and (B .209) yields 

.. ((VJ[O)') 2 

f j (t) + VJ[; fj (t) = 0 , j = 6,7. (B.210) 

This gives rise to two possibilities. 

(i) C jjJ')' = 0 , 

(ii) CV;;l)' ~ O. 

We discuss them one by one. 

Case AIIb2(i) C~)' ), = 0 

Let (ji;(' =, , a constant which cannot be zero because otherwise Ro becomes costant . 

Now, solving Eq. (B.210) gives 

fJ (t) = Clj cos ,t + C2j sin , t , j = 6,7 . 

Substit ut ing t his in Eq. (B.207) gives 

hj(t) = ~[-clj sin ,t+C2jCOs,tl, 
\/1"2 . 

Therefore, Eqs. (B.151) and (B.152) become 

'( ) VJ[;( . ) B j t , P = -,-- Clj cos ,t + C2j S111 ,t , 
R2 

Solving these two simultaneously yields 

j = 6,7. 

j = 6,7; 

j = 6, 7 . 

Bj (t,p) = JI[Q (CljCOs,t +c2jsin,t)+c3j, j=6,7. 
, R 2 

Now, noting that 
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(B.211) 

(B.212) 

(B.213) 

(B .214) 

(B.215) 



( 
R' )' dRo ,R~ 

--3 , 

RJ 
Eq. (B.157) becomes 

and its solution can be written as 

fg (t) = Cg cos ,t + ClO sin ,t . 
Therefore, Eq. (B.153) takes the form 

1 . 
Bg (t, p) = rD (cg cos,t + ClO sml't) , 

VRl 

and Eq. (B.155) and (B .156) become 

. , 
B8 (t,p) = - ro(cgcosl't+clOsinl't), 

yRO 

'( ) l'VRl ( . ) B8 t, P = ~ Cg sm ,t - ClO cos ,t . 

(B.216) 

(B.217) 

(B.218) 

(B .219) 

(B.220) 

(B.221) 

Integrating Eq. (B.220) with respect to t and using Eq. (B.221) to evaluate the function of 

integration yields, 

B8 (t, p) = - :0 (cg sin l 't - ClO cos,t) + Cl . 
yRO 

(B.222) 

Therefore, Eqs. (2.94)-(2.97) finally give the result as Eqs. (2.119) where we have called C37, 

Case AIIb2(ii) [( ~'r # 0 

In this case Eq. (B.207) and (B.209) give 

Ij (1;) = h j (I.) = 0 , .i = G, 7 . (B .223) 
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And, from Eq. (B.151) and (B.152) B j = C2 j , .7 = 6,7. Now, Eq. (B.157) gives rise to two 

cases. 

(a) 2:/k (Ro~)' = constant = 7] (say), 

((3) ~ (---.!!L)' --I- t t 2,fRl Ro,fRl r cons an '. 

Case AIIb2(ii)n 

Here we again discuss two cases depending on whether 7] is zero or nonzero. 

Case AIIb2(ii)al Tl = 0 

This implies that Ro~ =constant = A =I o. So, Eq. (B.157) yields 

(B.224) 

so that Eq. (B.178) becomes 

(B.225) 

and Eqs. (B.155) and (B.156) give 

(B.226) 

'() yR; Bs t,p = ---C5' 
Ro 

(B.227) 

These give 

( 
1 /\t2) At 

Bs (t, p) = ARo - 4 C5 - 2C6 + Cl, (B.228) 

where we have used the relation * Cia)' = -1f. So, finally Eqs. (B.132)-(B.135) yield the 

Res as given in Eqs. (2.120) . eWe have renamed C27 and C26 as C2 and C3 . ) 

Case AIIb2(ii)a2 "7 =I 0 

In this case Eq. (B.157) has the solution 
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and therefore Eq. (B.153) gives 

B g (t, p) = ~ (c5ev"lt + c6e-v"lt) 

Eqs. (B.155) and (B.156) become 

and we get 

1 Ro ( r.nt f7it ) Bs = --- C5ey1) - C6e - v ') + c] . 
2fti Ro.;R; 

So, finally in this case Eqs. (2.94)-(2.97) yield RCs given in Eqs. (2.121). 

Case AIIb2(ii) (3 [~ (~)iJ' I :f: 0 
.JJ[; Ro .JJ[; 

(B.229) 

(B.230) 

(B.231) 

(B.232) 

(B.233) 

In this case Eq. (B.157) yields 19 (t) = 0, so that, Eqs. (B .153), (B.155) and (B.156) give 

Bs = Cl , Bg = 0, and finally Eqs. (B.132)-(B .135) yield the result as given in Eqs. (2.122) . 

B.2 Case B: Ro = 0 

Let Ro = -a , where a is a nonzero constant. The RC Eqs. give further conditions as 

Eq. (2.4) for a = 1 can t hus be written as 
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(B.235) 

Using this in Eq. (2.5) for a = 0, b = I, and integrating with respect to p keeping in mind Eq. 

(B .234) gives 

(B .236) 

Similarly, Eqs. (2.5) for a = 0, b =. 2 and 3, yield 

(B.237) 

(B.238) 

Putting these values in Eqs. (2.5) for a = I, b = 2 anel 3, we get 

R~A4.2 (e) = 0 , (B.239) 

(B.240) 

These give rise to four cases. 

I R~ = 0, R~ = 0 , 

II R~ = 0, R~ =1= 0 , 

III R~=I=O, R~ = 0, 

IV R~ =1= 0 , R~ =1= 0 . 

We discuss each in turn. 

Case B(I) R~ = 0, R~ = 0 

We put R2 = (3 and R3 = 'Y . In this case Eqs. (2.4) for a = 2 and 3, take the form 

(B.241) 
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cd 
-As 33 (Z) + A7 3 (p, e, z) = 0 . I' I I 

(B.242) 

These imply that 

A4 ,22 (e) = AS,33 (z) = 0, (B.243) 

or 

(B .244) 

As (z) = Cs Z + Co . (B .245) 

Also, from Eqs. (B.241) and (B.242) we deduce that 

A6(p,e, z )=A6(p,Z) , (B.246) 

A7 (,0, e, z) = A7 (,0 , e) (B.247) 

Therefore, from Eqs. (2.5) for a = I, b = 2 and 3, we get 

A2,22 (e , z) = 0 , (B.248) 

A2,33 (e , z) = 0 . (B .249) 

which can be solved to give 

A2 (e , z) = e ( Cll Z + cg ) + (ClO Z + cs) . (B.250) 

Substituting this value in Eqs. (2 .5) for a = I , b = 2 and 3, and integrating with respect to p 

yields. 
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1 j' A6 (p, z) = -~ (CllZ + Cg) . jR;clp + As (z) , (B.251) 

1 j' A7 (p, z) = -- (cllB + ClO) jR;clp + Ag (B) . 
'Y . 

(B.252) 

On substituting these values, Eqs. (2.5) for a = 2, b = 3, become 

(B.253) 

which implies t hat 

Cll = 0 , (B.254) 

(B .255) 

(B.256) 

So, finally the Res in this case are as given in Eqs. (2 .130). (We have replaced Co + Ci by Ci) 

Case B(II) 

We call R2 as (3 and Eq. (B.240) gives As (z) = Co. Eq. (2.4) for a = 2 implies that 

A6 (p,B,z) = A6 (p, z) . 

Eq. (2.4) for a = 3 takes the form 

R' .JRI [cst + A2 (B, z)] + A7,3 (p, B, z) = 0, 
2R3 Ri 

which implies that Cs = O. Therefore, Eq. (2.5) for a = 1, b = 2 becomes 
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(B .257) 

(B.258) 

(B.259) 



~A2,2 (e, z) + j3A~ (p, z) = 0 , (B.260) 

which gives 

A2 (e, z) = eAs (z) + Ag (z) , (B.261) 

and therefore 

A6 (p, z) = -~AS (z) ./ ~dp + AlO (Z) (B.262) 

Now, Eq. (2 .5) for a = I , b = 3 on integrating takes the form 

(B .263) 

Eq. (2 .5) for a = 2, b = 3, implies that 

All (e, z) = eA12 (z) + A13 (z) (B .264) 

Putt.i g t.l ese wtlues in Eq. (2 .4) for a = 3, we get 

R' /. v'Rl 2R ~ [eAs (z) + Ag (z)] - [eAS,33 (z) + A9,33 (z)] ydp + eA12 ,3 (z) + A 13,3 (z) = 0 . 
3 1 . 3 

(B.265) 

This means that 

(B.266) 

Depending upon whether the term in the square brackets in the last equation is constant or 

not , we need to discuss two further cases. 

(a) [Jk CR:k),], ~ 0, 

(b) ~ R3 - 0 [ ']' VRl (2R3VRI) - . 
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Case BII(a) [R3 ( R3 )']':fO ..;R; 2 R3 ..;R; 

From Eq. (B .266) we have As (z) = 0 . Therefore, from Eq. (B .265) we get A12 (z) = C6, 

and Eq. (2.4) for a = 3, gives 

A9,33 (z) - [ ~( Rk)'] Ag (z) = 0 . 
VRI 2R3 Rl 

(B.267) 

Now, as the quan ti ty in the square brackets it; not constant, therefore, 

Ag (z) = 0 . (B.268) 

Further from Eq. (2.5) for a = 2, b = 3, we get 

,BA lO ,3 (z) + R 3C6 = 0 , (B.269) 

which implies that 

(B.270) 

AlO (z) = C3 . (B.271) 

Eq. (B.265) gives 

A13 (z) = C3 . (B .272) 

Finally, we get t he RC vector as in Eqs. (2. 139). 

Case BII(b) Jt (2R:k )' = kl 

Here there are three further possibili t ies : kl ~ O. Vie take them up one by one. 

Case BIIb(l) 

In this case t he solution of Eq. (B.266) can be written as 

(B.273) 
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Substituting this value in Eq. (2.134), Eq. (2.124) becomes (keeping in mind that C12 = 0) 

Bl = _ 1_ [e (c7e../k;z + cse-../k;z) + Ag (z)] . 
v'Rl 

Simi larly, on using Eqs. (B .273), (2.134), (B .264) and (2.136) in Eq. (2 .127), we get 

Therefore, Eq. (2.4) for a = 3, takes the form 

R~J [e (c7e../k;z + cse-../k;z) + Ag (z)] 
2R3VRl 

- [ekl (c7e../k;z +cse-../k;z) + A9,33 (z)] J 1:!clp 

+eA12 ,3 (z) + A13,3 (z) = 0 . 

From here, we see that 

where the solution can be written as 

Now, Eq. (B.237) on using Eqs. (B.257) , (B.262) and (B.274) takes the form 

B2 = -~tc3 - ~ (c7e../k;z + cse-../k;z) / jIi;clp + AlO (z) 

Putting from Eqs. (B.275) and (B .279) in Eq. (B .239) we get 

(B.274) 

(B.275) 

(B.276) 

(B.277) 

(B.278) 

(B.279) 

-jIi; (c7e../k;z - cse-../k;z) [/ jIi;clp + R3 / v:: clP] + A lO ,3 (z) + R3 A12 (z) = 0 . 

(B.280) 

On using Eq. (B .278), Eq. (B.276) becomes 

158 



[e (C7eVkJ.Z + cse-VkJ.Z ) + (C5eVkJ.Z + c6e-VkJ.Z)] [2R~~ - k1 J ?adp] 

+eA12,3 (z) + A13,3 (z) = 0 , 

which yields the values 

A () 1 (VkJ.z VkJ.z) [R; k /'.Jl-[;.J] 12 z = - - C7e 1 - CSe- 1 - " 1 --up , -Ikl 2R3.Jl-[; . R3 

Using Eq. (B .282) we get from Eq. (B .280) 

A lO,3 (z ) 

Now, this holds only if 

C7 = Cs = Cg = 0 , 

AlO (z) = C2 . 

So, finally Eqs. (B.236), (B.274), (B.279) and (B.275) take the form of Eqs. (2 .142). 

Case BIIb(2) 

(B.281) 

(B.282) 

(B .283) 

(B.285) 

(B.286) 

This case is similar to the previous one, the difference being that in Eqs. (2 .140) and (2. 141) the 

argunients of the exponential funct ions will be complex instead of real and we get the similar 

RC vector with 6RCs. 

Case BIIb(3) 
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11.' This means that 211.3.\1rRt = k2 , where k is a non-zero constant. From Eq. (2.138), we have 

As,33 (z) = 0 , whose solution is 

As (z) = C7 Z + Cs . (B.287) 

Using this value in Eqs. (B.261) , (B.262), and (B .263) , we get corresponding values of Bl , B2 and 

B3 from Eqs. (B.235) , (B .237) and (B.238). Substituting these in RC equations yields 

(B.288) 

(B .289) 

(B. 290) 

On integrating, these give 

Ag (z) = C6 z + C5 , (B .291) 

A12 (z) = -k2 ( C7 z2
2 

+ csz) + Cg , (B .292) 

("P 20Q'\ \.L..J. VV J 

Now, substit ut ing these values in Eq. (2 .5) for a = 2, b = 3, gives 

(B.294) 

This implies 

C7 = Cs = Cg = 0 , (B.295) 

AlO (z) = C2 . (B.296) 

So B i , finally is given by Eqs. (2.144). 

Case B(III) 

As t he RC equations remain unchanged if we interchange indices 2 and 3, the results for this 

case can be obtained by interchanging these indices (i.e. e and z coordinates) in Case B(II). 
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Case B(IV) R; i- 0 , R3 i- 0 

In this case Eqs. (B.239) and (B.240) yield 

(B.297) 

If we substitute Eqs. (B.235)-(B.23S) in RC equations, the only surviving equations are 

R' 
~ [cIt + A2 ((), z)] + A6,2 (p, () , z) = 0 , 

2R2 RI 

R2A6,3 (p, (), z) + R3A7,2 (p, e, z) = 0 , 

R' 
~ [CIt + A2 ((), z)] + A7,3 (p, e, z) = 0 . 

2R3 Rl 

(B.29S) 

(B.299) 

(B.300) 

(B.301) 

(B.302) 

It is clear from Eqs. (B.300) and (B.302) CI = O. So, the B i from Eqs. (B.235)-(B.23S) have 

the form 

(B.303) 

I 1 
B = fDAde, z) , 

VRI 
(B.304) 

B2 = A6 (p,e,z) , (B.305) 

(B.306) 

Differentiating Eq. (B.29S) with respect to () and Eq. (B.300) with respect to p and subtract ing 

yields 

(B.307) 

This gives rise to two possibilities (as before) depending upon whether the term in the square 

brackets is a function or a constant. 

(a) [Jt CR:k)T i- 0 , 

(b) [JJ!L ( R2 )']' = 0 .JRl 2R2.JRl . 
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Here we will discuss them. 

Case BIV(a) [JiL ( Rz )']' # 0 ...(f[; 2 R2 ...(f[; 

We have A2 (e, z) = O. In this case Eqs . (B.29S)-(B.302) yield 

A6 (p ,e,z) = A6 (e ,z) , (B.30S) 

A7 (p ,e,z) = A7 (e ,z) , (B.309) 

A6 (e, z) = A6 (z) , (B.310) 

A7 (e, z) = A7 (e) = 0 , (B .31l) 

R2A6,3 (z) + R3A7,2 (e) = 0 . (B .312) 

T his gives 

A6 (z) = C4 z + C2 , (B .313) 

R2 
(B.314) Ade) = --C4e + C3 . 

R3 

Now, this is possible only if either C4 = 0 or ~ is constant. 

Case BIVa(l ) 

SO, C4 = 0 and the result is the minimal symmetry. 

Case BIVa(2) (~)' = 0 

'Writing R2/ R3 = k, and Co + Cl as Cl the RC vector in this case is given by Eqs. (2.153) . 

Case BIV(b) [JiL ( Rz ) ']' - 0 ...(f[; 2R2 ...(f[; -

vVe put ~ (2R~...(f[;)' = k3 , where there are further three possibilities for the constant: 
> 

k3 :< O. 

Case BIVb ( 1 ) 

Eq. (B.307) becomes 

(B.3 15) 
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which can be solved to give 

A2 (8, z) = As (z) e-/k3o + Ag (z) e- -/k3o . (B.316) 

Substituting t his value in Eq. (B.300) and (B.302) and integrating with respect to 8 and z 

respectively, yields 

1 ( R') _ A6 (p, e, z) = - ~ ~ [As (z) e-/k3o - Ag (z) e--/k30] + AlO (p , z) , 
yk3 2R2 RI 

(B.317) 

A?(p, e, z) = - (2R;~) [e-/k30./ As (z) clz + e--/k3o ./ Ag (z) clZ] + All (p, z). (B.318) 

Now , Eq. (B.298) implies 

AlO (p, z) = AlO (z) . (B .319) 

Eq. (B .299) yields two equations 

AS,33 (z) - [ ~( ~)'] As (z) = 0, 
yRI 2R3 RI 

(B .320) 

A9,33 (z) - [ ~( ~)'] Ag (z ) = 0 . 
yRI 2R3 RI 

(B.321) 

These equations again suggest two further possibilities depending upon whether the term in 

the square brackets is constant or not. 

(i) [7k (2R:k )'J' # 0 , 

(ii) [JiL ( Ra )']' = 0 "f![; 2 R3 JRl . . 

Case BIVbl(i) [ ']' JiL R3 ~ (2R3JRl) # 0 .. 

(B.320) and ·(B.321) we have As (z) = 0, Ag (z) = 0, i.e.(, A2 (8, z) F O. Here, from Eqs. 

Therefore , from Eqs. (B.2D8)-(B.300) and (B .302) , we note that 

A6 (p , 8, z) = A6 (z) , A7 (p, 8, z) = A7 (8) , (B.322) 
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and from Eq. (B.301) we find that 

(B.323) 

(B.324) 

The RC vector finally i::; as given in Eqs . (2.158). 

Case BIVbl(ii) 

'vVe put ~ (2R~) / = k1· Now, there are again three possibilities, k1 ~ O. We first 

consider k1 > O. In this case the solution of Eqs. (B.320)-(B.321) can be written as 

(B.325) 

(B.326) 

Substituting these values in Eqs. (B.316)-(B.319) and (B.299), we get 

All (p,e) = All (e) , (B .327) 

A6 (p,e, z) 

(B.328) 

(B.329) 

Now, with these values all the RC equat ions are satisfied except Eq. (2.5) for a = 2, b = 3, 
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which takes the following form. 

(B.330) 

This implies that 

C5 = C6 = C7 = Cs = 0 , (B.331) 

(B.332) 

(B.333) 

So, the result in this case is given by Eqs. (2 .1 61). 

We see that for kl < 0 and kl = 0, we get the same result as in this case. 

Case BIVb(2) 

In this case the solution (Eq. (B.316)) of Eq. (B.315) will involve complex arguments for 

exponential functions and the results can be obtained similarly as in Case BIVb(l). 

Case BIVb(3) 

In this case, we have 2R~ = k4 ; where k4 is a nonzero constant. From Eq. (B.307) 

therefore, we get A2,22 (B, z) = 0, which has the solution 

A2 (B, z) = BAs (z) + Ag (z) (B.334) 

Eqs. (B.298)-(B.299), on integration with respect to Band z respectively yield 

j'VR1 
A6 (p, B, z) = -As (z) Help + AlO (B, z) , 

. 2 
(B .335) 

j' VR1 
A7 (p, B, z) = - [BAs,3 (z) + A9,3 (z)] yelp + All (B, z) 

. 3 
(B.336) 

Using these in Eqs . (B.300) and (B.302) we get 

(B.337) 
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R ( R' )' ~ ~ leAs (z) + Ag (z)] - [eAg,33 (z) + Ag,33 (z)] 
V Rl 2R:l Rl 

(B.338) 

which implies that 

(B.339) 

(B.340) 

This again implies two possibili ties, depending on whether the term in the square brackets is 

constant or not. 

Case BIVb3(i) [...f!L ( Ra )'] # 0 .,fl[l 2 R 3 .,fl[l 

Eqs. (B.339) and (B.340) imply that As (z) = 0 = Ag (z), and the solution is similar to 

Case BIVb1(i). 

Case BIVb3(ii) ...f!L 3 -0 
[ ( R' ) '] .,fl[l 2 R3 .,fl[l -

( 
R' )' vVe put flt 2R3~ = k1 , where kl is a constant which can be greater than, equal to or 

less than zero. 

Case BIVb3(ii)ry 

This solution here is similar to Case BIVb1(iih, where kl = 0, k3 > O. 

Case BIVb3(ii),e 

This case is similar to the subcase of Case BIVb(2), where kl = 0, k3 < O. 

Case BIVb3(ii), 

Here Eqs. (B.339) and (B.340) give 

As (z) = Cll Z + Cs , (B.341) 

(B.342) 

In this case Eqs. (B.335)-(B.337) take the form 
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A7 (p, B, z) = - (BCllZ + C6) __ 1 + All (B, z) . I· V![; 
. R.3 

(B.344) 

Substituting these values in Eq. (B.302) and integrating with respect to z yields 

(B.345) 

Eq. (B.301) now, takes the form 

R2 [-Cll .f 'i[Fdp - k4 (Cll (}2
2 

+ C6 B) + A 12 ,3 (z) ] 

+R3 [-Cll J 11idp - k2 ( Cll z; + C5Z) + A 13 ,2 (B) ] = 0, 
(B.346) 

vvhich implies that 

(B.347) 

or 

(B.348) 

The last equat.ion gives rise to further two cases, depending upon , whether ~ is a constant or 
Jt2 

not. 

Case BIVb3(ii),1 

In this case, we get from Eqs. (B.347) and (B.348), Cll = C6 = 0, 

and Eq. (B.346) further implies C5 = Cs = 0 and A12 (z) 

(B.303)-(B.306)) in this case is given by Eqs. (2.166) . 

Case BIVb3(ii),2 

(B.349) 

C2 .So, the RC vector (Eqs. 

We put ~~ = -d. In this case k2 becomes equal to k4 . Eq. (B.346) in this case gives 

Cll = 0, 

(B.350) 
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Eq. (B.347) gives 

(B.351) 

Using those values in Eqs. (B.343)-(B.344) and (B.345), we finally get from Eqs. (B.303)­

(B .306), the Res as given in Eqs. (2.167). 
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Appendix C 

Ricci Collineations for the 

Degenerate Ricci Tensor 

In this appendix we give the detailed calculations of Case I of Section 2.3. 

Case I 

In this case from the RC equations we see that EO is completely an arbitrary funct ion of t, 

p and z. Further, from Eqs. (2.5) for a = 0 b = 1,2,3, we obtain B~ = E~ = E~ = 0, and , , , 

therefore, on integration Eq. (2.4) for a = 1, gives 

(C.1) 

Putting this in Eq. (2.4) for a = 2, and integrating with respect to e gives 

(C.2) 

Similarly, from Eq. (2.4) for a = 3, we get 

(C .3) 

Now, differentiating Eq. (2.5) for a = 1, b = 2, with respect to e and substituting from above 

yields 
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(C.4) 

which suggests two possibilities. 

(a) 
[ 

R ( 112) '] I ~ - 2R2VR1 -I- 0 , 

(b) ...!3L - -0 [ ( R2 ) '] I VR1 2R2 VR1 -. 

We take these one by one. 

Case I(a) 

In this case from Eqs. (C.1), (C.2) and (C.3) we have Bl = 0, B 2 = Bl (p, z), B3 = B2 (p,e), 

and Eqs. (2.5) for a = 1, b = 2 and 3, give B2 = Bl (z), B2 = B2 (e). From Eq. (2.5) for a = 2, 

b = 3 we have 

(C.5) 

which yields 

(C.6) 

(C.7) 

So, the complete solution for this case is as given in Eqs. (2 .263). 

Case 1(b) 

Here, we put ~ ( - 2Rf2VR1 )' = k1 , a constant, and discuss three cases: kl ~ 0 . 

Case 1b(1) 

The solution of Eq. (C.4) in this case can be written as 

(C .8) 

Now differentiat ing Eq. (2.5) for a = 1, b = 3, with respect to z yields 
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(e.g) 

( 
RI ) ' Note t hat ~ - 2R3./RI = k2 , is a constant . So, we have 

(C .10) 

which yields 

B 3,33 (z) + k2B3 (z) = 0 , (C.11) 

(C.12) 

Here, again we have the following possibilities: k2 ~ O. 

Case Ibl(i) 

In this case the solution of Eqs . (C .11) and (C.12) can be written as 

(C .13) 

(C .14) 

Substituting from Eqs. (C.8), (C.13) and (C.14) , we get from Eqs. (C.1), (C.2) and (C.3) 

(C.15) 

(C.16) 
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B3 = iRa [eiVklO (c1ei../k2z _ C2e-i../k2z) 
2 R3 ..jl'[l ../k2 

+ e-iVTC;O (C3ei../k2z - C4 e-i../k2z )] + B 2 (p , z) . 
(C.17) 

Putting these in Eq. (2.5) for a = I, b = 2 and integrating with respect to p gives 

Bl (p, z) = -iVk1 [eiVTC;O (Cl ei../k2z + c2e-i../k2z) 

- e-iVTC;o (c ei../k2z + C e-i../k2z)] f' 8.dp - iR2 [eiVTC;O (c ei../k2z + C e-i../k2z) 
3 4 . R2 2R2..jl'[l y'kl 1 2 

- e-iy'klO (C3ei../k2z + C4e-i../k2z) ] + B3 (z) . 

(C.18) 

But Bl (p, z) is a function of p and z only and we must have B 1,2 (p , z ) = O. This makes all the 

terms on the right hand side of Eq. (C.18) vanish except the last one, i.e., Bl (p, z) = B3 (z), 

and similarly from Eq. (2.5) for a = I , b = 3 we find that B2 (p, 8) = B4 (8). Now, after putting 

these values in Eqs. (C.16) and (C.17), we get from Eq. (2.5) for a = 2, b = 3 

~ ( I€ + Vi) [eiVklO (Cl eiVk2z - c2e- i../k2z) 

- e-iVTC;o (C3 eiVk2z - C4 e- iVk2z)] 

- R2JI[;B3,3 (z) - R3JI[;B4,2 (8) = O. 

Differentiating this, first with respect to 8 and then with respect to z yields 

1\ 
This gives rise to two cases depending upon which of the two factors is zero. '; 

Case Ibl(i)a: 

First, we consider 

(C.19) 

(C.21) 

This expression and its derivatives with respect to 8 and z make the terms in the square brackets 
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of Eqs. (C.15), (C.16) and (C.17) vanish and we are left wit h 

(C.22) 

and Eq. (C.19) implies that 

(C.23) 

(C .24) 

which implies that ~ =constant= k3(say) . T herefore, 

(C.25) 

So, we finally get the result as given in Eqs. (2 .270). 

Case Ibl(i) fJ 

Here /fi;+/fi = 0, which implies that kl = -k2 . In this case again we get Eqs. (C.23) and 

(C.25). Therefore, we write Eqs. (C.16), (C.17) and (C.15) as 

(C.26) 

B2 = iR2 [ei../k!O (c ei -/k2z + c e-i-/k2z ) _ e-i../k!o (c ei-/k2z + c e-iVk2z )] 2R2..;Rl../k! 1 2 3 4 (C.27) 
+C5Z + c6, 

B3 = iR3 [ei../k!O (c eiVk2z _ c e-i-/k2z ) + e- i../k!O (c eiVk2z - c e-iVk2z ) ] 2R3..;Rl-/k2 1 2 3 4 

+C5~e + C7, 

(C .28) 

Now, putting these in Eq. (2.5) for a = 2, b = 3, gives 
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Vk2 [ei..(klO (C eiVf2z _ c a-iv'k2Z
) _ e- iv'k!O (C eiVf2z - C e-i v'k2Z)] (R' - R') = 0 . 2.Jl[l.,ff] 1 2 . 3 4 2 3 

(C.29) 

Now, R.2 i= R3, because if R.2 = R3 we get /';1 = /';2, which contradicts that 1i:1 = -k2 . So, the 

factor in the square bracket in Eq. (C.29) must be zero. This gives the same solution as in the 

previous case in Eq. (2.270) with the only dift'erence that here k3 = -1. So, here we have the 

RCs from Eqs. (2.271). 

RI 
Case Ibl(ii) k2 = 0 (or 2R3./RJ = k3 , a constant.) 

In this case the solu tion of Eqs. (2.266) and (2.267) is 

(C.30) 

(C.31) 

Therefore, Eq. (2.264) becomes 

(C.32) 

so that Eqs . (C.1), (C.2) and (C.3) take he form 

(C.33) 

B2 = _ iR2Vf; [ei..(klO (c z + c ) - e-i..(klO (c z + c )] + B (p z ) 
2R2VRl 1 2 3 4 1 " 

(C.34) 

B 3 = -k3 [eiv'k!O (c1 r + c2z) + e- i..(klo (c3r + c4 z ) ] + B2 (p, z ) . (C .35) 

Now, putting these in Eq. (2.5) for a = 1, b = 2, gives 
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(C.36) 

which implies 

B1 (p,Z) = B1 (Z) . (C.37) 

Similarly, from Eq. (2.5) for a = 1, b = 3, on integrating this with respect to p we get 

B 1,3 (z) = 0 = B 5,2 (B) , (C.38) 

or 

(C.39) 

Eq. (2.5) for a = 2, b = 3, therefore, becomes 

iR2Vkl [c eiVklO - C e-i~O] + B (z ) JRl 1 3 1,3 

- iR3k3Jk1 [ei~O (Cl ~2 + C2 Z) - e-i~O (C3~2 + C4 Z)] (C.40) 

-iR3y'fl [c1 eiVklO - C3 e- iVklO ] I 1Fdp + B5,2 (B) = 0 , 

which shows that 

(C.41) 

So, finally the RCs from Eqs. (C.33)-(C.35) take the form as given in Eqs. (2.274). 

Case Ibl (iii) 
Here the solution of Eqs. (C.ll) and (C.12) can be written as 

(C.42) 

(C.43) 
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If we compare these with Eqs. (C.13) and (C.14) of Case Ib1(i) we see that the only difference 

is that 11ere the argulllellt of exponential fUllctiolls is real whereas ill the previous CCllie it was 

complex. So, similar results (with this difference, of course) are obtained on parallel lines. 

Case Ib(2) 

Here we get - 2R0k = k3 , a constant, and Eq. (C.4) has the solution 

Al (e,z) = A2 (z) e + A3 (z) . 

Eqs. (C.1), (C.2) and (C.3), therefore, become 

'lYe discuss here two further cases . 

(i) 

(ii) 

I.e. 

I.e. 

R~ = 0, 

Case Ib2(i) k3 = 0 (or R~ = 0) 

Note that in this case Eq. (2.5) for a = 2, b = 3, gives B2,22 (p, e) = 0, or 

B2 (p, 8) = B3 (p) 8 + B4 (p) 

From Eq. (2.5) for a = 1, b = 3, we have 

R ( R' )' A2,3 (z) e + A3,3 (z) + ~ - 2R3VrRt [8.r A2 (z) dz + .r A3 (z) dz] 

+ }tB3(P)8+ }tB~(p) = O. 

( 
R' )' Here, if we put ~ - 2R3~ = k4 , a constant, we get 
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(C.44) 

(C.45) 

(C.46) 

(C.47) 

(C.4S) 

(C.49) 



(C.50) 

(C.51) 

Otherwise we will have 

(C .52) 

and Eqs. (C.45)-(C .47) will give the result. 

Now, from Eqs. (C .50) and (C.51) we further discuss three cases: k4 ~ O. 

Case Ib2(i) a 

Here, the solution of Eqs. (C.50) and (C.5 1) can be written as 

(C.53) 

(C .. 54) 

And from Eq. (2.5) for a = 1, b = 2 we get after integrating with respect to p, 

(C.55) 

Therefore, Eqs. (C.45)-(C.47) become 

(C.56) 

(C.57) 
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(C.58) 

Now from Eq. (2.5) for a = 1, b = 3, we get 

B~ (p) = 0 , B3 (p) = C5, B4 (p) = 0 . (C .59) 

Finally, from Eq. (2 .5) for a = 2, b = 3 we see that 

(C.60) 

which implies that Cl = C2 = C5 = O. Hence, the result from Eqs. (C.56)-(C.58) reduce to Eqs. 

(2.285). 

Case Ib2(i) ,e 
R' Here we can write - 2R3~ = k5 , a constant. In this case Eqs. (C.50) and (C. 51) can be 

solved to give 

So, Eqs. (C.45)-(C.47) yield 

1 1 
B = I'D [(CIZ + C2) e + C3 Z + C4] , 

VRI 

B2 = Bl (p,z) , 

Now, Eqs. (2.5) for a = 1, b = 2 and 3, give 
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(C.61) 

(C.62) 

(C.63) 

(C.64) 

(C.65) 

(C.66) 



so that Eq. (2.5) for a = 2, b = 3, becomes 

This equation gives rise to further two possibilities. 

(1) 

(2) 

RI -I- 0 
31 

R~ = 0 

Case Ib2(i),61 

or 

or 

k5 1= 0, 

k5 = O. 

R~ 1= 0 or k5 1= 0 

(C.67) 

(C .68) 

From Eq. (C.68) we see t hat 01 = 02 = 0, and Eqs . (C.63)-(C.65) give the RCs as given in 

Eqs. (2 .286). 

Case Ib2(i) ,62 R~ = 0 or k5 = 0 

In this case Eq. (2.5) for a = ,2, b = 3, yields 01 = 0, so that Eqs. (C.63) -(C.65) in view of 

Eqs. (C.66) and (C.67) take the form of Eqs. (2.287) . 

Case Ib2(ih 
This case is similar to the Case Ib2(i)a except for the difference that now in Eqs. (C.53) 

and (C.54) the argument of the exponentials will be real and not complex. 

Case Ib2(ii) 

Now, using Eqs. (C.45) and ,(C.47) in Eq. (2.5) for a = 1, b = 3, and differentiating with 

respect to z yields 

R ( RI )1 
A 2,33 (z) fJ + A3,33 (z) + r!- - ~ [fJA2 (z) + A3 (z)] = 0 . 

VRl 2R3 Rl 
(C.69) 

Now, if the quantity ~ ( - 2R~)' = k4, is not a constant, then we will have A2 (z) = 

A3 (z) = 0, in which case Eqs. (2.5) for a = 1, b = 2, 3, yield B~l = B~l = 0, and Eqs. (C.45) 

and (C.47) become 

(C.70) 
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Eq. (2.5) for CL = 2, b = 3, therefore, implies 

where ~ is constant. So, the final result is as given in Eqs. (2.288). 

On the other hand if k4 is a constant, we have the following cases: k4 ~ O. 

Vve discuss these one by one. 

Case Ib2(ii)a 

Now, Eq. (C .69) yields 

The solution in this case is 

From Eq. (2 .5) for CL = I , b = 2, we get on integration with respect to p 

(C.71) 

(C.72) 

(C.73) 

(C.74) 

(C.75) 

(C.76) 

(C.77) 

Now, differentiating Eq. (2.5) for CL = I, b = 2, with respect to z and putting values from Eqs. 

(C.45)-(C.47) and (C.75)-(C.77), we get 
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R2k3k4 [ (CI eiv'k4z + C2e-iv!k4Z ) 0; + ( C3 eiJk4Z + C4 e-iJk4z ) a] 
+R2k4 (cI eiJk4z + C2 e- iJk4Z ) .r /ffdp + R2 A4,3 (z) 

+R3 (- R~ ) (c eiyEjz + C2e-iJk4Z) = 0 2R3.,fJ[l I , 

(C.78) 

which is satisfied if and only if CI = C2 = C3 = CI[ = O. And Eqs. (C.45)-(C.47) reduce to Eqs. 

(2 .289) (as done in the previous case). 

Case Ib2(ii) ,6 

This means that -2R~ = ks , is a constant. In this case the solution of Eqs. (C.73) and 

(C.74) is 

(C.79) 

(C.80) 

Therefore, Eqs. (C.45) and (C.47) take the following form: 

B I - _ 1_ uc-."...L r>~ ' {J...L (r>n"Y...L ,,_)1 - ~ l \ 1 ~ I \..;;l) v I ...... ,J AJ I ...... £1 J , 
yRI 

(C.S1) 

(C.82) 

(C.83) 

Using these in Eqs. (2.5) for a = I, b = 2, 3, and integrating with respect to p yields 

(C.84) 

B2 (p, a) = - (CIa + C3) _1 dp + As (a) j'VR1 
. . R3 

(C.85) 

Now, Eq. (2 .5) for a = 2, b = 3, becomes 
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h:'jR'2 (c1 0; + c'jO) - R'2C 1 .r 1fdp + R 2A\,'j (z) 

+k5 R 3 ( Cl Z; + C2Z ) - R3Cl I v;?fclp + R3A5,2 (e) = 0 , 
(C.86) 

which implies that Cl = C2 = C3 = 0, A4 (z) = C5 and A5 (e) = C6. T herefore, Eqs. (C.81)-(C.83) 

give the RCs as given in Eqs. (2.290). 

Case Ib2(iih 
In this case the arguments of t he exponent ial functions in the solut ions, Eqs . (C. 75) and 

(C .76) of the Eqs. (C.73) and (C.74) will be real instead of complex and the results can be 

obtained exactly similarly as in the Case Ib2(ii)a. 
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