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PREFACE 

The problem of counting of loops is difficult one, however many 
mathematicians counted the loops of certain order. In paper [8] John Slaney 
and Asif Ali has used better techniques with the help of FINDER to 
generate, enumerate and determine the inverse property loops up to the order 
of 13, and also commutative IP loops of order 14. Similarly Cawagas has 
used a program to count the NAFILs, but this program failed to count the 
NAFILs of order 7. So he forwarded his problem to professor Hantao Zhang, 
the latter after examining the problem, he discovered the order with the help 
of two softwares SEM and SATO. 
J. D. Philips and Petr Vojtechovsky have given a construction of an infinite 
family of C-Ioops in their paper [7]. Following their method we gave the 
construction of an infinite family of flexible loops. However our main work 
is about the counting of certain kind of loops that is flexible loops. 
This dissertation comprises three chapters. In chapter 1 there are three 
sections. In first section there is introduction, in second section there is 
quasigroups and loops, while the third section contains different kinds of 
loops with examples. In second chapter there are two sections. First section 
consists of introduction, construction of C-Ioop and some basic results 
proved about the flexible loops related to our work. In the second section 
some implications are given which are useful in our thesis. The third chapter 
consists of four sections. In section 1 introduction, history of the counting of 
loops and the counting of flexible loops up to order 9 are discussed. In 
section 2 the construction of flexible loop is given and it is proved that the 
loop constructed in such a way is also an IP loop and Jordon loop. In section 
3 it is proved that if a loop is an ARIF loop such that it is right nuclear 
square loop (left nuclear square loop) then it is RC-Ioop (LC-Ioop). It is also 
proved that if a loop is an ARIF loop such that it is middle nuclear square 
loop then it is C-Ioop. In section 4 we proved that ARIF loop satisfies the 
squaring property if it is commutative and also we proved that every ARIF 
loop satisfies the Jordon identity and become Jordon loop if it is 
commutative. 

Ikram Ullah 
January 2010 
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Chapter 1 

Preliminaries 

1.1 Introduction 

This chapter consists of basic concepts of quasigroups and loops. Although the whole sub~ 

ject could not be reviewed , nontheless important and necessary topics being helpful in the 

forthcoming literatme are included. 

1.2 Quasigroups and loops 

According to the Hausmann and Ore a set G is defined to be groupiod relative to the operation 

(.) iff, to every ordered pair (a , b) of elements of G, there corresponds a uniquely defined element 

a·b of G. If f is any fixed element of a groupiod G (.) we may defined two single-valued mappings 

Lf, Rf of G into itself by 

(a) L f = f · a , and (a) Rf = a· f (1.1) 

where (1.1) is to hold for all a of G. An element 1 of a groupiod G (-) is said to be a unit 

of G (.) if for every a of G, 

a· 1 = 1 · a = a. 

If e is also a unit then 

e = e· 1 = 1 

and hence a unit, if it exists, is unique. An element f of G (.) is said to be left nonsingular 
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if L f is a permutation of G and similarly an element f of G (-) is said to be right nonsingular 

if Rf is a permutation of G. 

Quasigroup (Q, .) is defined to be a groupiod in which every element x is nonsingular. Moreover 

a set Q is a quasigroup if and only if t he following two laws are satisfied: 

i) To every ordered pair x, y of elements of Q t here corresponds a unique element xy of Q, 

called there product. 

ii) If, in the equation x·y = Z , any two of t he symbols x, y, Z are assigned as elements of Q, t he 

t hird is uniquely determined as an element of Q. An example of a quasigroup is given below 

1 234 

1 3 142 

2423 1 

3 1 4 2 3 

42314 

Both left and right cancellative laws hold in quasigroup. 

Which makes its multiplication table is a Latin square formally defined, each row and each 

column being a permutation of its elements. 

A quasigroup Q is called left distributive if it satisfies x(yz ) = (xy)(x z ) for all x, y, z E Q and 

right distributive if (xy) z = (x z )(yz ) for all x, y, z E Q. 

A Latin square of order n is an n x n array in which n 2 symbols, taken from a set A, are 

arranged so that each symbol occurs only once in each row and exactly once in each column. 

The multiplication table of above quasigroup is t he example of Latin square. 

Loop is a quasigroup with neutral element (identity element). In other words, any quasigroup 

with neutral element is called loop. Thus we can say that a loop Q obeys (i), (ii) in the above 

definition of quasigroup and the following 

(iii) There exists an element 1 of Q with the property 

x· l = l· x=x 

for every x of Q. A loop Q can have exactly one unit. Moreover if a subset H of Q obeys (i) , 
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(ii) with respect to the operation (-) of Q, then it will contain unit 1 of Q. Such kind of subset 

is called subloop. If a loop Q is associative then it is a group. Thus loops are nonassociative 

groups. Every group is a loop that is loop is the generalization of group. 

The smallest loop is of order 5, whose multiplication table is: 

1 234 5 

1 1 234 5 

221 

335 

443 

4 5 

1 2 

5 1 

3 

4 

2 

55423 1 

1.3 Different types of loops 

Any loop L satisfying 

i) x(xy) = (xx)y, is called left alternative loop. 

ii) x (yy) = (xy)y, is called right alternative loop. 

iii) x(yx) = (xy)x, is called flexible loop. 

iv) x(y(xz)) = (x(y z ))x, is called left Bol loop. 

v) x((yz)y) = ((xy) z )y, is called right Bol loop. 

vi) (x x )(yz ) = (x (xy)) z, is called LC-loop. 

vii) x((yz)z) = (xy)(zz), is called RC-loop. 

viii) (x y)(zx) = (x(yz))x, is called Moufang loop. 

ix) (xx)(yz) = ((xx)y)z, is called left nuclear square loop. 

x ) x ((yy) z) = (x (yy)) z, is called middle nuclear square loop. 

xi) x(y(zz)) = (xy)( zz ), is called right nuclear square loop. 

The example of right nuclear square loop is the loop whose multiplication table is given above 

in the definition of loop. This is the example of such a loop which is left nuclear square loop, 

middle nuclear square loop, and also right nuclear square loop. 

xii) x (y(y z)) = ((xy)y) z, is called C-loop. 
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The smallest nonassociative C-Ioop is: 

0 1 2 3 4 5 6 7 8 9 

0 0 1 2 3 4 5 6 7 8 9 

1 1 0 3 2 5 4 9 8 7 6 

2 2 3 0 1 6 8 4 9 5 7 

3 3 2 1 0 7 9 8 4 6 5 

4 4 5 6 7 0 1 2 3 9 8 

5 5 4 8 9 1 0 7 6 2 3 

6 6 9 4 8 2 7 0 5 3 1 

7 7 8 9 4 3 6 5 0 1 2 

8 8 7 5 6 9 2 3 1 0 4 

9 9 6 7 5 8 3 1 2 4 0 

xiii ) x 2 (yx ) = (x2 y)x , and also L is commutative, then L is called Jordon loop. 

The smallest non-associative Jordon loop is 

0 1 2 3 4 5 

0 0 1 2 3 4 5 

1 1 0 3 4 5 2 

2 2 3 0 5 1 4 

3 3 4 5 0 2 1 

4 4 5 1 2 0 3 

5 5 2 4 1 3 0 

xiii ) x y = y x, is called commutative loop. The multiplication table of commutative loop is: 
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e a b c d g 

e e a b c d g 

a a e d b g c 

b b d e g c a 

c c b g e a d 

d d g c a e b 

g g c a d b e 

xiii) x(y(zx)) = ((xy) z )x, is called extm loop. 

A loop L is said to have the inverse property, and is called an IP loop, iff it is a loop with 

inverse such that for all elements x, y E L 

It is not hard to see that IP loop also satisfies the principle 

(xy)-l = y-1x-1. 

IP loops are of interest as a strong and natural genralization of both groups and Steiner loops. 

The smallest IP loop that is not a group is of order 7: 

1 2 3 4 5 6 7 

1 1 2 3 4 5 6 7 

2 2 3 1 6 7 5 4 

3 3 1 2 7 6 4 5 

4 4 7 6 5 1 2 3 

5 5 6 7 1 4 3 2 

6 6 4 5 3 2 7 1 

7 7 5 4 2 3 1 6 
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A RIF loop is an IP loop L with the property that 

eJ = e for all () E Inn (L) , 

where J is a permutation of order 2 and eJ = J - 1eJ. An ARIF loop is a flexible loop satisfying 

the following 

(a) R xRyxy 

and (b) LxLyxy 

Left nucleus of a loop L is the subset of all elements x in L such that x(yz) = (xy) z for every 

y , z in L. It is denoted by N;..(L). 

Consider the loop of order 6, whose multiplication table is: 

0 1 2 3 4 5 

0 0 1 2 3 4 5 

1 1 0 3 5 2 4 

2 2 5 0 4 1 3 

3 3 4 1 0 5 2 

4 4 3 5 2 0 1 

5 5 2 4 1 1 0 

here N;..(L) = {a}. 

Right nucleus is the subset of all elements x in L such that y (zx ) = (y z )x for every y , z in 

L, it is denoted by N(!(L) and middle nucleus is the subset of all elements x in L such that 

y(xz ) = (yx) z for every y, z in L, it is denoted by NJ1-(L). 

N1tcleus of a loop L is the intei'section of the left nucleus, middle nucleus and right nucleus of 

L, it is denoted by N(L) . Consider the loop of order 6 given above, we have N(L) = {a}. 

Let (L,.) be a loop , and let x be an element of L. Then the map Lx : L -t L defined by 

yLx = x . y is the left translation by x. and the map R x : L -t L defined by yRx = y . x is the 

right translation by x. 
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Let (L, .) be a loop. The permutation group Mlt(L,·) generated by all left translations L x and 

right translations R x, where x is an element of L, is called the multiplication group of (L, .). 

Thus Mlt(L,.) be the permutation group consist ing of the permutations Rx, R;l, Lx, and L;l 

for all x in L , and of all products of a finite number of these. We shall call Mlt(L,·) the group 

associated wit h L. Consider a loop L of order 6 with the following multiplication table: 

1 2 3 4 5 6 

1 1 2 3 4 5 6 

2 2 1 4 3 6 5 

3 3 4 5 6 2 1 

4 4 3 6 5 1 2 

5 5 6 1 2 3 4 

6 6 5 2 1 4 3 

here the order of Mlt(L, .) is 24. We can easily find the elements of Mlt(L , .) with the help of 

GAP (software). The subset of Mlt(L) consisting of all maps fixing the neutral element of Lis 

called the inner mapping gmup of L, and is denoted by 1nn(L) . Note t hat 

i) 1nn(L) be the group generated by the set of all permutations Rx,y, Mx ,y 

where 

ii) The the set of all permutations 

may also generate the 1nn(L). 

iii) The set consisting of all permutations R x,y, L x,y and Tx = R xL ; l is another generating set. 

A. Beg defines the cenral element of a loop L as follows: 

If (L, ·) is a loop, t hen a E L is called the central element of L if [( xa) ali! = x [a (ay)] for all x, 

y in L. He further proved that for every central element a of inverse pr~perty loop L , a2 is in 

the nucleus of L. 

Left conjugacy closed loop is a loop with left translations closed under conjugation that is a 
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loop L in which L; l LyLx is a left translation for every x, y in L, right conjugacy closed loop 

is a loop with right translations closed under conjugation, this means that a loop L in which 

R; l RyRx is a right translation for every x, y in L and conjugacy closed loop is a loop with left 

and right translations closed under conjugation, that is a loop L in which L;l LyLx is a left 

translation and R;l RyRx is a right translation for every x, y in L. 

An ordered triple (U, V, W) of permutations of the set L is called an autotopism of the loop 

(L, .) if and only if 

xU· yV = (x· y) W for all x, y E L. 

Rememb er that the set of all autotopisms of (L,·) forms a group under the composition of 

multiplication: 

The unit and inverse elements of the group are (1,1,1) and (U, V, W)-l = (U- 1, V-1, W-1). 

If L is any loop such that x E N).. (L) then (Lx, idL, L x) is an autotopism. 

A permutation P of a set L is said to be pseudo-automorphism of the loop (L ,· ) if and 

only if there exists an element c of L called a companion of P such that (P, PRe, PRe) is an 

autotopism of (L, .). 

If L is any loop such that x E Np (L) then (idL, Rx , Rx) is an autotopism and hence idL is 

pseudo-automorphism. 

Let G be a multiplicative group with neutral element 1, and A be an abelian group written 

additively with neutral element O. Any map 

satisfying 

f-L(1, g) = f-L(g , 1) = 0 for every g E G, 

is called a factor set. 

If L is any loop , then J E Mlt(L) is a permutation such that xJ = x-1 that is J is a permutation 

of order 2. 
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Chapter 2 

Flexible loops 

2.1 Introduction 

This chapter includes the construction of C-loop with the help of two commutative groups given 

by J. D. Philips and Petr Vojtechovsky in paper [4J . In this paper they proved that flexible 

C-loops are ARIF loops. Also some basic results about the flexible loops are proved in this 

chapter. There are also some implications and results are given which are useful in our work. 

Theorem 1 Let fL : G x G -> A be a factor set. Then (G, A, fL) is a C-loop ~f and only ~f 

{L (h, k) + fL (h, hk) + fL (g , h.hk) = fL (g, h) + fL (gh, h) + fL (gh .h, k) 

for every g, h, kEG. 

Proof. Since any loop L is C-loop if and only if 

x (y (y z )) = ((xy) y) z for all x, y E L. 
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So (G , A, ~L ) is a C-loop if and only if 

(g , a) ((h , b) . (h , b) (k , c)) 

Hence the result follows. • 

((g , a) (h , b) . (h , b)) (k , c) 

¢:> (g, a) ((h , b) . (hk , b + c + ~ (h , k))) 

((gh , a + b + ~ (g, h)) . (h, b)) (k, c) 

¢:> (g , a) (h · hk , b + b + c + ~L (h , k) + ~ (h , hk)) 

(gh · h , a + b + ~ (g, h) + b + ~ (gh , h)) (k , c) 

¢:> (g (h · hk) ,a + b + b + c + ~ (h , k) + ~ (h , hk) + ~ (g , h.hk)) 

((gh. h) k , a + b + ~ (g , h) + b + ~ (gh , h) + c + ~ (gh .h , k)) 

¢:> ~ (h , k) + ~ (h , hk) + ~L (g, h .h k) 

~ (g , h) + ~ (gh, h) + ~ (gh.h , k) 

Proposition 2 Let n > 2 be an int eger. L et A be an abelian group of order n , and el E A an 

elem ent of order bigger than 2. Let G = {I , u , v , w} be the Klein group with n eutml element 

1. Define 

~:G x G ~ A 

by 

{ 

el, if (x, y) ~ (v, w), (w, u), (w, w) 

~(x, y) = -el, if (x, y) = (v , u) 

0 , otherwise. 

Then (G , A , ~) is a non-fl exible (hence n onassociative) C-loop with n ucleus N = {(I , a ) : a E 

A} . 

Example 3 The smallest noncommutatuve nonassociatice C-loop, which satisfies the above 
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FTOposition 2 is given by 

0 1 2 3 4 5 6 7 8 9 10 11 

0 0 1 2 3 4 5 6 7 8 9 10 11 

1 1 2 0 4 5 3 7 8 6 10 11 9 

2 2 0 1 5 3 4 8 6 7 11 9 10 

3 3 4 5 0 1 2 9 10 11 6 7 8 

4 4 5 3 1 2 0 10 11 9 7 8 6 

5 5 3 4 2 0 1 11 9 10 8 6 7 

6 6 7 8 10 11 9 0 1 2 5 3 4 

7 7 8 6 11 9 10 1 2 0 3 4 5 

8 8 6 7 9 10 11 2 0 1 4 5 3 

9 9 10 11 8 6 7 3 4 5 2 0 1 

10 10 11 9 6 7 8 4 5 3 0 1 2 

11 11 9 10 7 8 6 5 3 4 1 2 0 

Corollary 4 For any integer n > 1 there is a nonassociative noncorrimutative C-loop with 

m.cleus of size n. 

Lemma 5 In flexible loops inverses are unique. 

Proof. Let x'" be the left inverse of x and x P be the right inverse of x, then 

x"'x e and xxP = e 

=> x ( x"'x ) = xe and (xxP) x = ex 

=> x ( x"'x ) = x and (xxP) x = x 

=> x ( x"'x ) = (xxP) x 

=> x ( x"'x ) = x (xPx) as L is flexible 

=> x"'x = xPx as L is cancellative 

=> x'" = x P as L is cancellative 

Thus t he result follows . • 
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Lemma 6 Every commutative loop L is flexible. 

Proof. Since L is commutative, so 

x y y x 

This implies that L is flexible. _ 

* (x y) x = x (x y) 

* (xy)x = x(yx). 

Lemma 7 Every ARIF loop is alternative loop. 

Proof. Let L b e an ARIF loop , then by definition 

replacing x by e, we have 

Re R y2 RyRy 

* R y2 = RyRy 

* (x ) Ry2 = (x ) RyRy 

* (x ) y2 = (x y) Y 

* x (yy) = (xy) y 

which implies that L is right alternative, similarly from definition the left alternativity of L 

follows. Hence every ARIF loop is alternative. _ 

Theorem 8 Every C- loop is nuclear square loop . 

Proof. Let L be a C-loop , .then by definition we can write 

x (y (y z )) = ((xy) y) z for all x, y , z E L. 
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But we know t hat every C-loop is alternative, so 

But in C-loop 

N (L) = Ne (L) = N/l- (L) = N).. (L) 

which implies that L is left, right, and middle nuclear square loop and hence L is nuclear square 

loop .• 

Lemma 9 If L is an IP loop and R x , L x E Mlt(L), then R{ = L x- l and L; = R x- l. 

Proof. Consider 

(y) J - 1R x J = (y) JRx J 

(y -1 ) Rx J = (y-1x) J 

( - 1 )-1 -1 ( - 1) - 1 Y X = X Y 

Similarly we can prove that L; = R x-l. • 

Lemma 10 Every ARIF loop is flexible. 

Lemma 11 Every RIF loop is an ARIF loop. 

Lemma 12 The following aTe equivalent faT an IP loop L : 

i) L is a RIF loop. 

ii) L is flexible and R x,y = L x- l ,y-l for all x, y E L. 

iii) R xy Lxy = LyLxR xRy for all x, y E L. 

iv) R xyLxy = R xRyLyLx for all x, y E L. 
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Lemma 13 Every poweT altenwtive loop is alteTnative. 

Lemma 14 Let L be a commutative, alternative, inveTse pTOpeTty loop . Then L satisfying the 

squaTing pTOpeTty. 

Theorem 15 An element a of an IP loop L is a centml iff a2 EN (L). 

Lemma 16 Let L be a loop and a its element. Then: 

i) a E N).. (L) ¢:} (La,idL,La) is an autotopism, 

ii) a E Ne (L) ¢:} (idL, Ra , Ra) is an autotopism, and 

iii) a E NJ.L (L) ¢:} (R;;l, La, idL) is an autotopism. 

Proposition 17 A loop L is CCL iff both of the tTiples (Tx, Lx, Lx) and (Rx, T;l, Rx) aTe 

autotop'isms, faT x E L . 

Theorem 18 Any loop L is moufang loop iff (Lx, Rx, LxRx) is autotopism faT each x E L. 

Theorem 19 FaT a loop (L,·) the following identities aTe equivalent: 

i) (xy. z )x=x(y· zx ), 

ii) yx . xz = (y . xz) x, 

iii) xy . xz = x (yx . z ) . 

Theorem 20 A loop (L,·) is an extra loop iff faT all x E L, (L,·) satisfies anyone of the 

following (equivalent) conditions: 

i) (Lx,R;; l ,LxR;;l) is an autotopism of (L , .) , 

ii) (Rx, L;;l Rx, Rx ) is an autotopism of (L, .), 

iii) (R;;l L x, Lx, L x) is an autotopism of (L, .). 

Theorem 21 Every extm loop (L,·) is a Moufang loop. 

Proposition 22 The following aTe equivalent on any loop L: 
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o 

i ) L is right central loop . 

ii) L is right alternative and for all x E L, x 2 belongs to the right nucleus of L. 

iii) (id£ , Rx2 , R x2) is an autotopism of L. 

iv) If A,B belong to R(L) t hen A B 2 also belongs to R (L) . 

v) LxRy2 = Ry2Lx for all x, y in L. 

Theorem 23 A ll IP loops are antiautomorphic. 

Theorem 24 Every IP loop is WIP loop. 

Theorem 25 Eve11J steiner loop is C-loop. 

Theorem 26 If L is nuclear square loop such that L is moufang loop, then L is extra loop. 

Theorem 27 Eve11J moufang loop is diassociative. 

Theorem 28 If L is fl exible loop such that L is C-loop, then L 'is diassociative. 

Theorem 29 If L is IP loop, then N (L) = N{! (L) = N fL (L) = N).. (L) . Where N (L) , 

N{! (L ), NfL (L), and N ).. (L) represents t he nucleus, right nucleus, middle nucleus and left 

nucleus respectively. 

Theorem 30 In IP loops the inverse of left (right) translation is left (right) tm nslation. 

2.2 Implicat ions 

1) Diassociative loop ::::} Power alternative loop. 

2) Diassociative loop::::} F lexible loop. 

3) Extra loop ::::} Moufangloop. 

4) C-loop ::::} RC-loop. 

5) C-loop ::::} LC-loop. 

6) C-loop and F lexible loop::::} Diassociative loop . 

7) RC-loop and LC-loop ::::} C-loop. 

8) LC-loop ::::} Left nuclear square loop . 
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9) LC-loop => Middle nuclear square loop. 

10) RC-loop => Right nuclear square loop. 

11) RC-loop => Middle nuclear square loop. 

12) Moufangloop => Left Bolloop. 

13) Moufangloop => Right Bolloop. 

14) Left Bol loop => Left Power alternative loop . 

15) Right Bolloop => Right Power alternative loop. 

16) Power alternative loop => Alternative loop. 

17) Left Bol loop and Right Bol loop => Moufangloop. 

18) Left Power alternative loop and commutative loop => Right Power alternative loop . 

19) LC-loop and commutative loop => C-loop. 

20) LCC loop and commutative loop => RCC loop. 

o 
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Chapter 3 

Counting and construction 

3.1 Introduction 

This chapter consists of four sections. In Section 1 the introduction and the history of counting 

of loops is given. The counting of flexible loops up to order 9 is also there in Section 1. In 

Section 2 the construction of flexible loop is given and it is proved that the loop constructed 

in such a way is also an IP loop and Jordon loop. In Section 3 it is proved that if a loop is an 

ARIF loop such that it is right nuclear square loop (left nuclear square loop) then it is RC-loop 

(LC~loop). It is also proved that if a loop is an ARIF loop such that it is middle nucleare square 

loop then it is C-loop. In Section 4 we showed that ARIF loop satisfies the squaring property 

if it is commutative, also we proved that every ARIF loop satisfies the Jordon identity and 

become Jordon loop if it is commutative. 

3.1.1 Definition 

A flexible loop is a loop L which satisfies the following identity 

x (yx) = (xy) x for all x, y E L . 

Clearly every group is flexible loop, but not conversely. 

We present the number of non-isomorphic flexible loops having order upto 9. These loops 

are obtained by exhaustive enumeration. 
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3.1.2 H istory of loops 

The history of counting of loops is very interesting. Many people worked on the counting of 

different kinds of loops of different order. Also they used various ways for the counting of loops. 

Raoul E. Cawagas is one of those who developed a program known as ICQNSTRUCT, and with 

the help of this program he generated and determined non-isomorphic finite invert able loops 

of order n ~ 6. Cawagas also enumerated the non-isomorphic finite invert able commutative 

loops of order 7 with the help of this program. Cawagas found only the finite invertable loops 

of order 6. Where as it was Schonhardt who found in 1930 all kinds of non-isomorphic loops of 

order 6. After the lapse of 55 years , Brant and Mullen enumerated all kinds of loops of order 7. 

So in different times loops of different order by different people are found. Till now loops upto 

order 10 are found. For details see [1]. 

Our work is based on the counting, but we counted only flexible loops upto order 9 and for 

this purpose we used the solver FINDER, prior to us this was also used by Asif Ali and John 

Slaney for counting IP loops. Besides the above mentioned software they also confirmed the 

counting with the help of solver MACE-4. We used the same program used by the Asif Ali and 

John Slaney with necessary changes of constrains for flexible loops. W.ith the help of solver 

FINDER it is not so difficult to generate the flexible loops upto order 9, but solver FINDER 

failed to count the flexible loops of order 10. 

3.1.3 Flexible loop of small order 

The smallest flexible loop which is not a group is of order 5 whose multiplication table is given 

in chapter l. 

We used FINDER to enumerate all flexible loops upto order 9. We used the symmetry 

breakers in order to get the non-isomorphic loops. Counting of flexible loops is given below 
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order flexible loops groups 

1 1 1 

2 1 1 

3 1 1 

4 2 2 

5 2 1 

6 12 2 

7 19 1 

8 2291 5 

9 31071 2 

3.2 Construction of flexible loops 

Let G be a multiplicative grollP with neutral element 1, and A be an abelian group written 

additively with neutral element O. Any map 

J.L:G x G -t A 

satisfying 

J.L(1, g) = J.L(g, 1) = 0 for every g E G , 

is called a factor set. When J.L : G x G -t A is a factor set, we can define ' the multiplication on 

G x A by 

(g, a)(h, b) = (gh, a + b + J.L(g, h)). (A) 

The resulting groupiod is clearly a loop with neutral element (1,0). It will be denoted by 

(G,A,J.L). Additional properties of (G ,A, J.L) can be enforced by additional requirements on J.L. 

We construct flexible loop with the help of two groups such that one is multiplicative group 

and other is additive abelian group. 

Theorem 31 Let J.L : G x G -t A be a factor set. Then (G , A, J.L) is a flexible loop ~f and only 
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~f 

11- (h , g) + 11- (g, hg) = 11- (g, h) + 11- (gh, g) for every g, h E G. 

Proof. By definition the loop (G, A, 11-) is flexible loop if and only if ' 

(g, a) ((h, b) (g, a)) ((g,a) (h , b)) (g,a) 

=? (g ,a) (hg , b+a+l1-(h,g)) 

(gh, a + b + 11- (g, h)) (g , a) 

=? (g(hg),a+b+a+l1-(h,g)+I1-(g , hg)) 

( (g h) g, a + b + 11- (g, h) + a + 11- (g h, g)) . 

Compairing both sides we get 

l1-(h ,g) + l1-(g,hg) = /-£(g , h) + l1-(gh,g) 

Hence the result follows. • 

(B) 

Theorem 32 Let n > 2 be an integer. Let A be an abelian group of order n, and Ct E A be an 

element of order bigger than 2. Let G = {I , u, v, w} be the Klein group with neutral element 1. 

Define 

by 

. {Ct, if (x, y) = (1£, w) , (w, 1£) 

l1-(x , Y) = -Ct, if (x, y) = (1£, v), (v, 1£) 

0, otherwise. 

Then L = (G, A , 11-) is a fl exible loop with N (L) = {(I , a) : a E A}. 

Proof. The map 11- is flexible factor set. It can be depicted as follows: 
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f..L 1 U v W 

o o 1 0 0 

U 0 0 -a a 

v 0 

W 0 

-a 0 

a 0 

o 
o 

To show that L = (G, A, f..L) is flexible loop, we verify equation (B) as follows. 

Take h = 1 in equation (B) we have 

f.i (1 , g) + f..L (g , g) = f..L (g, 1) + f..L (g, g) , 

which is true for all g E G. 

Take h = U and g = u, v, W respectively, we get the following results: 

All of which are true. 

f..L(U,U)+f..L(u , l) 

f.i(U ,V) + f..L(v ,w) 

f.i (u, w) + f..L (w , v) 

f..L (u, u) + f..L (1, u) = 0, 

f..L(v ,u) + f.i(W ,V) = -a, 

f..L (w,u) + f..L (v ,w) = a. 

Now take h = v and g = u, v, w respectively, we get the following results: 

which are true. 

f..L(v,u)+f..L(u,w) 

f.i(v ,v) + f..L(v , 1) 

f..L(v,w)+f..L(w ,u) 

f..L (u, v) + f..L (w, u) = 0, 

f..L(v,v) + f..L(l ,v) = 0, 

f..L (w, v) + f..L (u, w) = a. 

Now take h = wand g = u, v, w respectively, we get the following results: 

f..L(w ,u)+ f..L(u,v) 

f.i (w, v) + f..L (v , u) 

f.i(w ,w) + f..L(w , 1) 

f..L(u ,w)+ f..L(v ,u) = 0, 

f..L(v,w)+f..L(u ,v) =a, 

f.i(w,w)+f..L(l ,w) = 0. 
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c 

which all are true. Hence L = (G,A,/-L) is flexible. Now we check that L = (G,A,f-L) is not 

associative. For this consider 

(u, a) ((v, a) (v, a)) = (u, a) (I , 2a) = (u,3a) , 

and 

((u, a) (v, a)) (v, a) = (w, 2a - a) (v, a) = (u, 3a - a) , 

this implies t hat (u, a) ((v, a) (v, a)) "I ((u, a) (v , a)) (v , a) , and (v , a) , (u, a) ~ N (L) because 

a "I O. Also (w , a) ~ N (L) because 

(u, a) ((w, a) (w , a)) "I ((u, a) (w , a)) (w , a) , 

as (u ,3a) "I (u ,3a+a) . 

Thus L = (G , A, f-L) is nonalternative and hence nonassociative flexible loop. Now it remains to 

show that N (L) = {( 1, a) : a E A} . For this consider 

((g, b) (I, a)) (h, c) (g, b) ((I, a) (h, c)) 

which is true, so 

Similarly, we can show that 

=> (g, b + a + f-L (g, l))(h, c) 

= (g,b)(h,a+c+f-L(l,h)) 

=> (g, b + a + 0) (h, c) 

(g,b)(h,a+c+O) 

=> (gh,b +a+c+ f-L(g,h)) 

(gh , b + a + c + f-L (g , h)) , 

=> (l ,a) E NJ1-(L). 

(I , a) EN). (L) and (I, a) E Np (L) . 
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Hence 

(I , a) E N (L ) 

=} N (L) = {(I , a) : a E A} . 

Which is t he required result. • 

Corollary 33 FOT any abelian gmup A of oTdeT n > 2 theTe exists a fl exible loop L such that 

ordeT (A) = order (N (L)). 

Example 34 Let G = {Ie, u, v, w} and A = {O, I, 2}, then 

(G,A,fL) = G x A = {(Ie, 0) ,(I e, 1) ,(Ie, 2) ,(u, 0) ,(u, 1), ('I.L, 2) , 

(v, 0) ,(v, 1), (v, 2) ,(w, 0) ,(w, 1) ,(w, 2)} 

is the flexible loop whose multiplication table is given by 

0 1 2 3 4 5 6 7 8 9 10 11 

0 0 1 2 3 4 5 6 7 8 9 10 11 

1 1 2 0 4 5 3 7 8 6 10 11 9 

2 2 0 1 5 3 4 8 6 7 11 9 10 

3 3 4 5 0 1 2 10 11 9 8 6 7 

4 4 5 3 1 2 0 11 9 10 6 7 8 

5 5 3 4 2 0 1 9 10 11 7 8 6 

6 6 7 8 10 11 9 0 1 2 3 4 5 

7 7 8 6 11 9 10 1 2 0 4 5 3 

8 8 6 7 9 10 11 2 0 1 5 3 4 

9 9 10 11 8 6 7 3 4 5 0 1 2 

10 10 11 9 6 7 8 4 5 3 1 2 0 

11 11 9 10 7 8 6 5 3 4 2 0 1 
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where 

and 

(la,O) 

(u,O) 

(v,O) 

(w ,O) 

0, (l a, 1) = 1, (la , 2) = 2, 

3, (u, 1) = 4, (u , 2) = 5, 

6, (v , 1) = 7, (v , 2) = 8, 

9, (w , 1) = 10, (w ,2) = 11 , 

N ((G, A , J1)) = {(l a, 0), (la , 1), (la , 2)}. 

Lemma 35 If J1 : G x G -) A be a factoT set and (G , A, J1) is a flexible loop, then fOT (g , a) E 

(G,A , J1) , (g , a)-l = (g - l,-a-J1(g,g-l)) . 

Proof. Let 

(g, a)-l = (h, b) , 

then 

(g,a) (h,b) (1,0) 

=} (gh, a + b + J1 (g, h)) = (1,0) using equation (A) 

=} 9 h = 1 and a + b + J1 (g, h) = ° 
=} h = g-l and b = -a - J1 (g, h) 

=} h = g-l and b = -a - J1 (g ,g-l) as h = g-l 

Thus (g , a)-l = (h , b) = (g - l ,-a-J1(g ,g-l)) . As the loop is flexible, so t he inverses are 

unique. Hence the result follows. • 

Lemma 36 L et J1 : G x G -) A be a factoT set, then the loop (G, A , J1) is commutative ~f and 

only ~f 

gh = hg and J1 (g, h) = J1 (h,g) fOT all g, hE G. 
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Proof. Let (g, a) , (h , b) E (G, A, p,), then (G, A, J.L) is commutative 

{=? (g , a) (h, b) = (h, b) (g, a) 

{=? (gh , a + b + P, (g, h)) = (hg, b + a + J.L (h,g)) using equation (A) 

{=? gh = hg and p, (g, h) = p, (h, g) , 

where g, hE G are orbitrary, hence the required result follows. 

Next we will prove that the loop constructed by Theorem 32 is also an IP loop. • 

Theorem 37 Let J.L : G x G --7 A be a factor set defined in the same way as in Theorem 32, 

where G is Klein gmup and A is any abelian group of order n > 2, then (G, A, It) is a flexible 

non-alternative IP loop. 

Proof. Flexibility and non-alternativity of (G, A, It) follows from Theorem 32, and by 

Lemma 36 (G , A, It) is commutative, so 

p,(g , h) = p,(h,g). 

Since (G, A, It) is flexible, then by Theorem 31 we can write 

J.L(h ,g) + p,(g,hg) 

p, (g, h) + P, (gh, g) for every g, hE G 

=? P, (g, h) + p, (g, hg) 

p,(h,g) + p,(gh,g) using equation (C) 
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As G is klien group, so 9 = g-l and hg = gh for all g, h E G and above equation becomes 

p, (g, h) + p, (g-1,gh) 

p,(h,g) + p, (hg , g-l) 

=* _a_p, (g , g- l) +a+b+p,(g,h)+p, (g-l,gh) 

b + a + p, (h , g) - a - p, (g,g - l) + p, (hg,g-l) 

=* (h,-a-p,(g ,g-l) +a+b+p,(g,h)+/-L(g-1,gh)) 

(h,b+a+p,(h,g) _a_p,(g,g-l ) +p,(hg,g-l)) 

=* (g-l(gh),_a_p,(g , g-l) +a+b+p,(g,h)+ p,(g-l,gh)) 

((hg) g-l, b + a + /-L (h, g) - a - p, (g , g-l) + P, (hg , g-l)) 

=* (g-1, -a - p, (g , g-l)) (gh , a + b + J-L (g, h)) 

(hg, b + a + p, (h , g)) (g -1, -a - p, (g , g-l)) . 

So by Lemma 35 we can write 

(g, a)-l (gh, a + b + p, (g, h)) 

(hg , b + a + p, (h,g)) (g, a)-l 

=* (g, a)-l ((g , a) (h, b)) = ((h, b) (g , a)) (g, a) - I. 

This implies that (G, A, p,) is an IP loop. Hence the result .• 

Now we are going to prove that the loop constructed by Theorem 32 is also Jordon loop. 

Theorem 38 Let p, : G x G -t A be a factor set defined in the same way as in Theorem 32, 

where G is Klein group and A is any abelian group of order n > 2, then (G , A, p,) is a fl exible 

non-alternative Jordon loop. 

Proof. Flexibility and non-alternativity of (G, A, J-L) follow from Theorem 32 and according 
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to the definition of;;, : G x G ~ A we can write 

;;, (h, g) ;;, (h, g) for all h, 9 E G 

=> ;;,(h,g) + ;;,(l,hg) = ;;,(l,h)+;;,(h,g) 

=> ;;,(h,g)+ ;;,(g2 , hg) =;;,(l,h) + ;;,(g2h,g) 

=> a+a+ ;;,(g ,g)+ b+a+ {L(h ,g)+ ;;,(g2, hg) 

a + a + ;;, (g , g) + b + {L (g2, h) + a + ;;, (g2 h, g) 

=> (g2 (hg) , a + a + ;;, (g, g) + b + a + ;;, (h, g) + ;;, (g2, hg) ) 

( (g2 h) g, a + a + ;;, (g , g) + b + ;;, (g2 , h) + a + ;;, (g2 h, g)) 

=> (g2,a+a+;;,(g,g)) (hg,b+a+;;,(h ,g)) 

(g2 h, a + a + ;;, (g, g) + b + ;;, (g2 , h)) (g, a) 

=> [(g , a) (g , a)] [( h, b) (g , a)] = [(g2, a + a + ;;, (g, g) ) ( h, b)] (g , a) 

=> (g , a) 2 
[( h, b) (g , a)] = [{ (g , a) (g , a)} (h, b)] (g, a) 

=> (g, a) 2 [(h, b) (g, a)] = [(g , a) 2 (h, b)] (g , a) 

which is jordon identity, also by Lemma 36 (G,A,;;,) is commutative . . Hence (G, A, ;;,) is a 

flexible non-alternative Jordon loop. • 

3.2.1 Autotopism and flexibility 

Now we will make a relation between autotopisim and flexibility that is what will be the kind 

of autotopisim so that the loop is fl exible. 

Lemma 39 Let L be any loop and (Rxz '! dL , Rxz ) is an autotopisim JOT all x, Z E L, then L is 

an extm loop . 

Proof. Let L be a loop such that (Rxz ,!dL ,Rxz ) is an autotopisim for all x,z E L , then 

by the definition of autotopisim we can write 

( u) Rxz . (v) I d L (1£v)Rxz for all x,z,1£,v E L . 

=> (1£) (xz ) . V = (1£v) (xz ) . 
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Now replacing u by y and v by x we get 

(y) (x z) . x = (yx) (xz) 

or 

((y) (x z )) x = (yx) (xz ) 

So by Theorem 1 in [5], it follows that L is an extra loop. • 

Theorem 40 Any loop L is flexible ~f for each x E L, (Rx'! dL, Rx) is an autotopisim. 

Proof. Let (Rx,!dL,Rx) is an autotopisim for each x E L,this implie's that (Rxz ,!dL,Rxz ) 

is an autotopisim. 

So by above Lemma 39 L is an extra loop and extra loop is subloop of moufang loop. So L 

is flexible. • 

3.3 ARIF loops and nuclear square loops 

In this section we will show that for which kind of loops the square of left (right) translation 

will be left (right) translation. It is already proved that every RC-loop implies right nuclear 

square loop and also middle nuclear square loop. Similarly, every LC-loop implies left nuclear 

square loop and also middle nuclear square loop. But here we will prove that every right nuclear 

square ARIF loop is RC-loop, every left nuclear square ARIF loop is LC-loop and every middle 

nuclear square ARIF loop is C-loop. 

Lemma 41 Any loop L is altemative iff 
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Proof. We know that any loop L is alternative if and only if L is left alternative and right 

alternative 

¢:? (xx) y = x (xy) and (yx) x = y (xx) 

¢:? x 2y = ((y) Lx) Lx and ((y) Rx) Rx = (y) Rx2 

¢:? (y) Lx2 = (y) LxLx and (y) RxRx = (y) Rx2 

¢:? (y)Lx2 = (y)L; and (y)R; = (y)Rx2 

¢:? Lx2 = L; and R; = Rx2. 

Hence the result follows. • 

Corollary 42 If L is an ARIF loop, then 

Theorem 43 Let L be an ARIF loop such that it is right nuclear square loop, then L is RC­

loop . 

Proof. Since L is an ARIF loop, so by above Corollary 42, we can write 

Rx2 R; for all x E L 

=} (y) R; = (y) Rx2 

=} ((y) Rx) Rx = (y) Rx2 

=} (yx) X = Y (xx) 

=} z ((yx) x) = z (y (xx)) . 

Replace x by z and z by x, we have 

x (y (zz)) = x ((yz) z). 
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As L is right nuclear square loop, so 

(xy) (zz ) = x ((y z ) z ). 

Which is the right central identity. Hence L is RC-loop. 

Corollary 44 Let L be an ARIF loop, then L is RC-loop if and only ~f L is right nucleaT squaTe 

loop . 

• 
Theorem 45 Let L be an ARIF loop such that it is left nucleaT squaTe loop, then L is LC-loop. 

Proof. Since L is an ARIF loop , so by above Lemma 42, we can write 

Lx2 L; for all x E L 

=? (y) L; = (y) L x2 

=? ((y) Lx) Lx = (y) Lx2 

=? x (xy) = (xx)y 

=? (x (xy)) z = ((xx) y) z . 

As L is left nuclear square loop, so 

(xx) (yz) = (x (xy)) z. 

Which is the left central identity. Hence L is LC-loop. • 

Corollary 46 Let L be an ARIF loop, then L is LC-loop if and only if L is left nucleaT squaTe 

loop. 

Theorem 47 Let L be an ARIF loop such that it is middle nucleaT square loop, then L zs 

C-loop. 
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Proof. Since L is an ARIF loop, so by above Lemma 42, we can write 

R x2 R; for all x E L 

=} (y) R; = (y) Rx2 

=} ((y) R x ) R x = (y) R x2 

=} (yx)x =y (x x ). 

Interchanging x and y, we have 

(xy) y x (yy) 

=} (( xy) y) z = (x (yy)) z. 

As L is middle nuclear square loop, so we can write 

((xy) y) z = x ((yy) z ). 

U sing Lemma 42, we get 

((xy) y) z = x (y (y z )) . 

Which is central identity. Hence L is C-Ioop. • 

3.4 ARIF loops and squaring property, Jordon identity 

In this section we will find the condition on ARIF loop such that it satisfies the squaring 

property. Also we will prove that ARIF loop satisfies the Jordon identity and becomes Jordon 

loop if it is commutative. 

Theorem 48 Let L be a commutative ARIF loop, then (xy)2 = x2y2 for all x, y E L. 

Proof. Since by corollary 2.8 in [6], it follows that every ARIF loop is alternative and also 

IP loop. But L is also commutative, so by Lemma 5.1 in [7] the result follows. • 

Theorem 49 Every ARIF loop satisfies the Jordon identity. 
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Proof. Since every ARIF loop is flexible and also alternative. So consider 

(( xx ) y) x = (x (xy)) x 

x ((xy) x) = x (x (yx)) 

(xx) (yx) = x2 (y x) 

=? (x2y) X = x2 (yx). 

Which is Jordon identity. Hence the result follows . • 

Corollary 50 Every comm1dative ARIF loop L is Jordon loop. 

Proof. By Theorem 49 and commutativity we get that L is a Jordon loop . • 

Theorem 51 Let L be an ARIF loop such that (L;" I dL, L;, ) is an autotopisim for each x E L, 

then L satisfies the Jordon identity. 

Proof. Since L is an ARIF loop and (L;" IdL , L;, ) is an autotopisim for each x E L, t hen 

by definition of autotopisim we can write 

(y)L~.(z)IdL (y z )L; 

As L is alternative, so 

(xx) y . z 

=? ((y) Lx) Lx' z = ((y z ) Lx) Lx 

=? x(xy)·z=x(x(yz)). 

(xx) (y z ) 

=? (x2y ) Z = x2 (y z ) 

=? (x2y) X = x2 (yx). 

Which is the Jordon identity. Hence the result follows. • 
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