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Preface 
Actions of PGL(2,Z) on projective lines over finite fields , PL(Fq), where q is a prime 

power , have been parametrized by Q. Mushtaq in 1980. Corresponding to each e in Fq , a class 

of non-degenerate homomorphisms from PGL (2, Z) to PGL (2 , q) is associated. Each class is 

represented by a coset diagram D (8, q) . In this dissertation we consider D (8, q) representing 

{). (2,3,7) . Certain fragments of these diagrams occur frequently. Q . Mushtaq has found con

ditions of t heir existence and t he frequency with which they occur. Following his method we 

consider one of the fragments and determine condition of its existence and the frequency, which 

is related to t he Galois group attached with it , with which it occurs in the coset diagram for 

{). (2 , 3,7) . 

The first chapter is purely devoted to some relevant definitions. A few examples are given 

to illustrate t hese definit ions. 

In the second chapter our main focus is on the construction of the Galois Group . For t his 

we introduce some relevant definit ions along with few examples to illustrate t hese definitions. 

Particularly, we discuss Finite Fields, Extension Fields, Fixed Fields, Splitting Fields and the 

Galois Groups. 

In the third chapter we give an introduction of graphs depicting group actions. In this 

chapter we describe parametrization of the conjugacy classes of actions of the infinite triangle 

group {). (2, 3, 7) on projective lines over the finite fields Fq. For each 8 E Fq we associate a coset 

diagram D (8, q) depicting the conjugacy class of actions of {). (2,3,7) on P L (Fq) . Following Q. 

Mushtaq's method we consider one of the fragments and determine condit ion of its existence 

and t he frequency, which is related to the Galois group attached wit h it , with which it occurs 

in t he coset diagram for {). (2 , 3,7) . 
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Chapter 1 

Important Groups 

In this chapter we give some relevant definitions along with few examples to illustrate t hese def

initions. Particularly, we discuss Permutation Groups , Dihedral Group , Linear Group , Modular 

Group , Triangle Groups and particularly, the TI-iangle Group 6. (2,3,7). 

In the following section we give defini tions of some important and relevant groups. 

1.1 Permutation Groups 

Let 0 be a non-empty set and Sym (0) be the set of all permutations from 0 to itself. Then 

Sym (0) is a group under function composit ion. It is called a permutation group on the set O. 

When 0 has n elements Sym (0) is denoted by Sn and is referred to as a symmetry group of 

degree n . The order of the permutation group is n!. For example for n = 3, S3 = {I, (1 2) , (2 

3) , (13), (1 2 3) , (13 2)} is a permutation group on t he set of three elements. Even p ermutations 

of Sn form a group well known as an alternating group and denoted by An. 

The permutation groups have significant importance due to the fact that any finite group 

of order n is a subgroup of Sn. Abstract definitions of a few permutation groups are as follows . 

S3 = (x, Y : x2 = y3 = (xy)2 = 1) 

S4 = (x , y : x2 = y3 = (xy)4 = 1) 

A4 = (x , y : x2 = y3 = (xy)3 = 1) 

A s = (x ,y: x2 = y3 = (xy)S = 1). 
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Dihedral Groups 

Let .6.n denote a regular polygon with 11, 2: 3 number of vertices. The 11, rotations of 

.6.n through angles 0, 27r /11" ... , 2(11, - 1)7r / 11" together with 11, reflections about the line joining 

opposite vertices of .6.n and the lines joining the midpoints of opposite edges of .6.n (if 11, is 

even) or about the lines joining vertices of .6.n to midpoints of opposite edges (if 11, is odd) form 

a group. This group is called a dihedral group of order 211, and is denoted by Dn or D2n. If 

a denotes the rotation about t he centre of .6.n through an angle 27r /11, and b is anyone of the 

reflections in .6.n then the abstract definition of D2n is 

D2n = (a,b: an = b2 = (ab)2 = 1). 

In the set tabular form D2n is the group {1, a, a2 , ... ,an-l,b ,ab , a2b , ... , an- Ib}. In fact D2n 

is independent of the size of .6.n and its posit ion in the plane. It depends only on t he number 

of edges of .6.n. Since a-I i- a, t he group D2n is non-abelian. 

Next section gives an introductory note on linear groups. 

Linear Groups 

Let F be a field and 11, a positive integer . The set of 11, x 11, matrices with entries from F is 

denoted by Mn(F). Then GL(n, F) = {llf E Mn(F) : M is invertible} is a group under matrix 

multiplication. It is referred as an n-dimensional general linear group over F. If I FI = l' where 

l' is finite , then IGL(n, F)I = (qn - 1) (Tn - 1') (Tn - 1'2) .. . (Tn - Tn-I). The n-dimensional special 

linear group is defined by 8L(n,F) = {M E GL(n,F): det(M) = I}. The group 8L(n,F) is a 

normal subgroup of GL(n, F). Let F X denote t he multiplicative group of non-zero elements of 

F. Then the determinant map det:GL (n , F) ---t F X is a group epimorphism and has 8L(n, F) 

as its kernel. Hence, GL(n, F) j 8L(n, F) is isomorphic to F X. 

The projective groups are obtained from corresponding ordinary linear groups by identifying 

matrices t hat are scalar multiples of each other. Let F be a field and 11, be a positive integer. 

Then Z = {a1n : a E F X} is t he set of scalar matrices which is the normal subgroup of GL(n , F) 

as X-I M X = M for all X E Z and for all ME GL(n, F). The n-dimensional projective linear 

group is t he quotient group of GL(n , F) by Z and defined by PGL(n, F) = GL(n, F) /Z . 

T he projective special linear group, denoted by P8L(n, F), is obtained by taking factor 
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group of SL(n. F ) with the intersection of SL(n, F ) and Z. Hence it is defined as 

PSL(n, F) = SL(n, F)/(SL(n, F) n Z = SL(n. F)/Z. 

1.2 Modular Group 

The modular group is the group PSL (2. Z) , consisting of all Mobius transformations z ~ ~:t~ 

where a, b, e , dE Z wit h ad-be = 1. This group has a finite presentation < x, y : x2 = y3 = 1 > 

in terms of transformations x : z ~ ~l and y : z ~ Z~ l. PSL (2 , Z) is a free product of 

a cyclic group < x > of order 2 and a cyclic group < y > of order 3. The modular group 

PSL (2 , Z) is a discrete group. 

In t he following we give a list of normal subgroups of PSL (2, Z) upto index 100. 

S .No I ndex Generators 

1 1 x,y 

2 2 y 

3 3 x 

4 6 xyxy-l 

5 6 xy-1xy-l 

6 12 xy-1xy-1xy-l 
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S.No Index Generators 

7 18 xyxyxy-1xy-l 

8 24 xyxy- 1xyxy- l 

9 24 xy-1xy-1xy-1xy-l 

10 42 xyxyxy- lxyxy-lxy-l,xy-lxy-lxy-lxy-lxy-lxy-l 

11 42 xyxy-lxyxyxy-lxy-l,xy-lxy-lxy-lxy-lxy-lxy-l 

12 48 xyxyxyxy-1xy-1xy-l 

13 48 xyxy-1xy-1xyxy-1xy-l 

14 54 xyxy-lxyxy- lxyxy-l,xy-lxy-lxy- lxy- l xy-lxy-l 

15 60 xy-1xy-1xy-1xy- 1xy-l 

16 72 xyxy-lxyxy-lxyxy-l,xyxyxyxyxy-lxy-lxy-lxy-l 

17 72 xy- l xy-lxy- l xy- lxy- lxy- l ,xyxy-lxyxyxy-l xyxy - lxy-l 

18 78 xy- l x y- lxy - lxy- lxy-lxy- l ,xyxyxy-lxyxy - lxyxy- lxy-l 

19 78 xy- l xy- l xy- lxy- lxy- l xy- l ,xyxy-lxyxy-lxyxyxy-lxy-l 

20 96 xyxy-lxyxy-lxyxy-l,xy-lxy-lxy-lxy-lxy-lxy-lxy-lxy-l 

21 96 xy- lxy-lxy-lxy-lxy-lxy-l,xyxy-lxyxy-lxyxy-lxyxy-l 

The list of normal subgroups of P S L (2, Z) upto index 1500 is available on the link 

www .designtheory. org/ - peter / software / lowx/hecke / c2xc03 . sp .gz. 

The linear fractional transformation t : z ---) ! inverts x and y, that is, 
z 

t2 = (xt)2 = (yt)2 = 1 and extends the group PSL (2, Z) to PGL (2, Z). The extended 

modular group PG L (2, Z) is t hen generated by x, y and t and its defining relations are: 

1.3 Triangle Groups 

Triangle groups and their significance are well explained in [1 J and [6J. Triangle groups are 

represented by D. (l, m, n) =< x, y : xl = ym = (xyt = 1 > where l , 'In , n E Z andl , m , n > 1. 
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Every countable group OCCUl'S as a subgroup of some quotient of P8L (2, Z) [5J . The symmetric 

group of degree k (k = 5,6,8) is itself a quotient of P8L (2, Z). Similar properties are true even 

of the triangle groups with n 2: 7 [5]. The group 6. (l, m, n) is independent of the order in which 

l , m, n are listed. 

It is known that 6. (l , m , n) is finite precisely when (j = t + ~ + ~ - 1 > 0, and the groups 

which arise in this case are 

6. ( l , n , n)~Cn 

6. (2,2, n) ~ D2n 

t:.. (2,3, 3) ~ A4 

6. (2,3, 4) ~ 84 

6. (2,3 , 5) ~ As 

Cyclic group of order n, 

Dihedral group of order 2n, 

Tetrahedral group , 

Octahedral group and 

Icosahedral group . 

If (j = t + ~ + ~ - 1 = 0 that is if (l, m, n) = (2,3, 6), (2,4,4) or (3,3,3) t hen the group 

6. (l , m, n) is infini te . The commutator subgroup and the factor commutator group is cyclic of 

order n. The triangle groups 6. (l , m, n) are infinite if and only if 

1 1 1 
(j = - + - + - - 1 < O. 

l m n -

The triangle groups 6. (2,3, n) are especially important for being homomorphic images of 

P8L (2, Z). These triangle groups are infinite if and only if n 2: 6. The finite groups 6. (2,3. n) , 

n ::; 5 are well known and they are: 

(i) Trivial 

('ii) 83 =< x,y : x 2 = y3 = (xy)2 = 1 > 

(iii) A4 =< x,y: x 2 = y3 = (xy)3 = 1 > 

(iv) 84 =< x, y : x 2 = y3 = (xy)4 = 1 > 

( v ) As = < x, y : x 2 = y3 = (xy) 5 = 1 > . 

When n = 6, 6. (2 ,3 , 6) is an infinite group but soluble. Its commutator subgroup is a free 

abelian group on two generators, and the associated factor-commutator group is cyclic of order 

n . 
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Chapter 2 

Fields and The Galois Groups 

In t his chapter our main fo cus is on the constructions of the Galois Groups and for this we 

int roduce some relevant defini t ions along wit h few examples to illustrate these definitions. 

P articularly, we discuss F ini t e F ields , Extension Fields , Fixed Fields , Spli tting Fields and T he 

Galois Groups. 

2.1 Finite Fields 

T he fields which have fi ni tely many elements, play an important role in many branches of 

mathematics, such as number t heory, group t heory, projective geometry and many others. The 

most familiar examples of such fields are the fields Zp for prime p, but these are not all. A 

fini te field is uniquely determined up to isomorphism by the number of elements it contains ; 

t hat t his must be a power of a prime; that is for every p rime p and integer r > 0, t here exists 

a field wit h pT elements . T here do not exist fields wit h 6, 10, 12, 14, 18, 20, ... elements . T he 

fi eld wit h q = pT elements is written by GF (q) or Fq , where GF stands for the Galois fi eld . 

The ring Z of integers induces a natural ring structure on Zn = Z/nZ, t he integer modulo 

n. If n is a prime p , t hen Zp is a fi eld under this structure. Similarly 

(Znr = { (ao,al , .. . ,aT-d : ai E Zit}, where n is prime, is a field . It is obtained in the 

following way. 

1. Identify t he sequence (ao , aI, ... , a,.-d with the polynomial ao + al t + a2t 2 + .. .. + aT- I tT- I 

in the ring of polynomials Zp [t ] . 
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2. Choose a polynomial f (t) of degree r, which is irreducible in 2p [tJ. 

3. Define a multiplication of two sequences by multiplying the corresponding polynomials 

in 2p [tJ and then reducing modulo f (t ) . It is always possible to choose f (t) in such a way that 

the non zero elements of the field are just the powers: t, t 2, t 3, .. , t
pr 

-1 , the last of these being 

the multiplicative identity 1. The field constructed in this way is sometimes called the Galois 

field with p" element's and is denoted by G F (p") . 

Theorem 1 A finite .field GF (pr) of pI' elements exists for every prime power p" . 

Example 2 GF (24) is constructed by choosing an irreducible polynomial. H ere f (t) = t4 +t+ l 

is an irreducible polynomial of degree 4 ,in 22. 

Elements of F24 modulo f (t) .. 

0 0 

t t 

t 2 t2 

t 3 t 3 

t4 t + 1 

t 5 t 2 + t 
t 6 t 3 + t2 

t1 t 3 + t + 1 

t 8 t 2 + 1 

t 9 t 3 + t 
t lO t 2 + t + 1 

t ll t3 + t 2 + t 
t I2 t3 + t 2 + t + 1 

t I3 t 3 + t2 + 1 

t I4 t 3 + 1 

t I5 1. 

We summarize the relevant properties of a finite field. 

1. T here is a fini te field with 17, elements if and only if n is a prime power, 17, = q = p". 

9 



2. If F is a finit e field with q elements then F is isomorph ic to t he Galois field GF (q). 

In particular , t he structure of t he field does not depend upon the choice of the irreducible 

polynomial f (t) . 

3. The multiplicative group of G F (p") is a cyclic group of order pT - 1. A generator of t his 

group is called a primitive element of the field. 

4. The group of fi eld automorphisms of G F (pT) is a cyclic group of order r generated by 

the automorphism x --; x p . 

2 .2 Extension Fields 

A field E is an extension fi eld of a field F if F is a subfield of E , that is , F :S E . 

Theorem 3 Let F be a field and f (x ) be a non-constant polynomial in F [xl then there exists 

an extension fie ld E of F and an 0' E E s1ich that f (0') = O. 

Consider F = ~ and f (x) = x2 + 1 E ~ [xl. 

Since f (x) = x 2 + 1 is irreducible over ~ t hen < x 2 + 1 > is a maximal ideal in ~ [xl . So 

lR[x] . fi ld 
<x2+1 > IS a e . 

Let E = <X~~]l > ' Then we can view ~ as a subfield of E . Now let 0' E E such that 

0' = x+ < x2 + 1 > then by computing in ~[~]l ' we find 
<x > 

Thus 0' is a zero of x 2 + 1. 

(x+ < x2 + 1 »2 + 1 

(x 2 + 1) + < x2 + 1 > 

O. 

An element 0' of an extension field E of a field F is algebraic over F if f (0') = 0 for some 

non-zero f (x) E F [xl · If 0' is not algebra ic over F , then 0' is t ranscendental over F. 

For instance, J2 is algebraic over Q for it is t he zero of x2 - 2 E Q [xl . In t he following 

) 1 + V3 is algebraic over Q because if 

0' = J 1 + V3 t hen 

0'2 = 1 + V3 or 
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(ex2 - 1) 2 = 3 or 

ex4 - 2ex2 - 2 = O. 

Hence ex is a zero of x4 - 2x2 - 2 E Q [x] . 

Let F be the additive group of all functions from ~ into R Consider ~ as the additive 

group of real numbers, and let c be any real number. Then <Pc : F ---> ~ is the evaluation 

homomorphism defined by <P c (1) = f (c) for all f E F. 

The following theorem shows the importance of t he concept of the evaluation homomor

phism. 

Theorem 4 Let E be an extension .field of a field F and let ex E E. Let <P c> : F [x] ---> E 

be the evaluation homomorphism such that <P a (b) = b for b E F and <P a (x) = ex, then ex is 

transcendental over F ~f and only ~f <P a g'ives an isomorphism of F [x] with a wbdomain of E, 

that is <Pa is a one-to-one map. 

2.3 Fixed Fields 

Let e be an isomorphism of a field E onto some field. Then an element a E E is called left 

fixed by e if e (a) = a. A collection 5 of isomorphisms of E leaves a subfield F of E fixed if 

each b E F is left fixed by every e E S. 

For instance, let E = <Ql[J2, V3]. Then the map e : E ---> E defined by 

for a, b, c, dE Q is an automorphism of E. If we view E as (<Ql[J2J) [V3], then e leaves Q[J2] 

fixed . 

Theorem 5 Let E be a field , and let F be a subfield of E. Then the set G (~) of all automor

phisms of E leaving F fixed forms a subgroup of the gr01lp of all automorphisms of E. 

The symbol ~ does not mean in G (#) a quotient space of some sort , but rather it means 

E is an extension field of the field F. 

Let E be a finite extension of a field F. The number of isomorphisms of E onto a subfield 

F leaving F fixed is the index {E : F} of E over F. 
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T heorem 6 If F :S E :S K wheTe K is 0. .fin'it e extension .fi eld of the fi eld F. then 

{I( : F} = {K : E}{E : F} . 

Let E be a fi eld and F be a subfield of E. The dimension of t he vector space E over F is 

called the degree of ~ and is denoted by [E : Fl. 

A finite fi eld extension E of F is a separable extension of E if 

{E : F} = [E : Fl. 

Theorem 7 If K is a .finite extension of E and E is a finite extension of F , that is F :S E :S K , 

then K is sepamble oveT F ~f and only ~l K is sepamble oveT E and E is sepamble oveT F. 

Let E be a fi eld extension of F. A subfield L of E is called an intermediate fi eld of ~ if 

F :S L :S E . 

2.4 Splitting F ie lds 

Let K be a field . A polynomi al f (x) E K [xl is said to split over a field S 2 J( if f (x) can be 

factored as a product of linear factors in S [xl. A field S containing K is said to be a splitting 

field for f (x ) over I( if f (x ) splits over S , but over no proper intermediate fi eld *, . 
For instance, C is t he splitting field for the polynomial f (x) = x2 + lover lR'.. Since x2 + 1 = 

(x + 1,) (x -1,) E C [xl and ~ has no proper intermediate field . 

2 .5 T he Galois Groups 

Let E be a field , and let F be a subfield of E . Then the set G (~ ) of all automorphisms of E 

leaving F fixed form s a subgroup of t he group of all au tomorphisms of E is called t he Galois 

group of E over F. If p (x) is an irreducible polynomial with coeffi cients in F , t hen it also has 

a Galois group , namely t he Galois group of its splitting field. 

For inst ance, consider the polynomial p (x) = x4 - 5x2 + 6x in Q [xl . I t splits in t he field 

Q [J2, J3] into (x - J2) (x + J2) (x - v'3) (x + J3) . 
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We define t he a utomorphism '11 1 : Q [J2, J3] ~ <Ql [J2, v'3] by 

WI (a + bJ2 + c J3 + dJ6) = a - b!2 + cJ3 - d..J6. Simila rly we can define 

'11 2 (a + bJ2 + c J3 + d..J6) = a + b!2 - cJ3 - d..J6. Now 

'113 = WI 0 '11 2 uecaLlse the composition of two automorphisms is again an a utomorphism 

and t he Identity mapping is also an automorphism . Hence the set G = {I , WI, '11 2, W3} is the 

group of automorphisms of Q [12, v'3] under the composition of m appings . 
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Chapter 3 

Coset Diagrams 

In this chapter we give an introduction of graphs depicting group actions. In t his chapter 

we describe parametrization of the conjugacy classes of actions of the infinite triangle group 

6. (2,3,7) on projective lines over the finite fields Fq. For each e E Fq we associate a coset 

diagram D (e, q) depicting the conjugacy class of actions of 6. (2 , 3,7) on PL (Fq). We obtain 

conditions on e and q, which guarantee only those coset diagrams which depict homomorphic 

images of 6. (2,3 , 7) in PGL (2 , q). We use Cebotarev's Density Theorem to find with what 

frequency certain fragments of coset diagrams occur in the homomorphic images of 6. (2 , 3,7) . 

3.1 Graphs and Coset Diagrams 

Intuitively, a graph is a finite set of points in space being joined by a rcs. In many papers the 

graphs have shown to be an economical mathematical technique to prove certain results . For 

instance, 1. D. E . Conder in [3] has made use of graphs and has given proofs of the facts that 

all but a finite number of the alternating groups are Hurwitz groups . 

For finite groups of small order the graphs can be used instead of multiplication tables; 

they give the same information but in a much more efficient way. See for example [2] and 

[6]. Graphical methods have been used in many papers in the theory of finitely generated and 

finitely related groups. 

The concept of graphs was first introduced in 1878 by A. Cayley [2] . A number of group 

theorists used Cayley 's diagrams to prove many important results on finitely generated groups. 
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Later , Schreier generalized the notion of graphs of groups introduced by A. Cayley. Since 

then graphical met.bods started appearing in mathematical literature. Today graphs and their 

applications in various l1 Jathematical disc iplines have emerged as a significant theory on its own 

right. In 1978, G. Hi gman introduced the concept of the coset diagrams for the modular group 

and in 1980, Q. Mushtaq being his doctoral student laid the foundations and developed it into 

a useful theory. 

In Cayley 's diagrams , the elements of the group are represented by the vertices , whereas 

in the Schreier 's diagrams, the vertices represent the coset of a subgroup G. Some examples of 

t hese types of diagrams 8.re given below. 

Consider the syullnet' ric group on three letters , that is: 

Since 83 has six elements , its Cayley graph has six vertices. Elements of 83 are {I , x, y , xy, 

y 2, xy2 }. Here x is represented by broken lines and y by solid lines . T he diagram of S3 can be 

drawn as given below. 

/ 

y 
F iguTe 3. 1 
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Consider the alternat ing group 

As =< x. y : x 2 = y3 = (xy)s = 1 > . 

Now using the cyclic subgroup H =< Y >, the figure 3.2 represents the Schreier diagram for 

As , where x is deno ted 11)' broken edges and y is denoted by solid edges. There are 12 vertices, 

representing 12 cosets of the subgroup H of order 5. Recall t hat t he order of As is 60. 

<1
3 -)- 1)4----\ -~--9-->-_[>10 \ ::---- --~ / 

- - 7 "..... ~ 6 _-->----_ I ( -
, ~ I = .- = :: ><- -:. -: - ~ y _ ,I ~ I 

I _ -<: - -~_ _ \ - -< - - - - - - --<.- -
2 5 8 11 

FiguTe 3.2 

In 1978, G. Higm an introduced this special type of diagrams particularly for the modular 

and the extended modular groups. ( See for details [3] and [4]) . 

A coset diagram for t-he modular group G consists of a set of small t riangles and a set 

of edges. The t llree' cycle's of yare denoted by small triangles whose vertices are permuted 

counter-clockwise by y and any two vertices which are interchanged by x are joined by an edge. 

The action of t is represented by reflection about the vertical line of axis, in case of the extended 

modular group. The fixed points of x and y, if they exist, are denoted by heavy dots. Notice 

that (yt)2 = 1 is equivalent to tyt = y-l, which means that t reverses the orientation of the 

triangles representing the three cycles of y ( as reflection does); because of this , there is no need 

to make the diagram more complicated by introducing t-edges. These diagrams are called the 

coset diagrams beca.nse here the vertices are identifiable with t he right cosets in a permutation 

group G, of t he stabilizer N of any point of the set 0 , so that an edge of colour i joins the set 

N 9 to t he set Ngxi , for each element 9 of G. 

For example. the action of PSL(2 , Z) = (x, y : x 2 = y3 = 1) on PL(F17 ) by x : z ---+ ~l , 

Y : z ---+ z~ 1 to gi ve the following permutation representation 

x = (0 (0) (J 16) (28) (3 11 ) (4) (5 10) (6 14) (7 12) (9 15) (13) 

y = (0 00 1) (2 9 L6) (3 12 8) (4 5 11) (6 15 10) (7 13 14) . 
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The coset diagram for the action of PSL(2 , Z) on P L (Fl7 ) is: 

7 14 II 5 

10 

F iguTe 3.3 

The coset diagrams have m any useful applications . vVe can find a presentation for a subgroup 

H of finite index /I in a finitely-presented group G =< X I R >. 

The coset diagrams provide an elegant proof of t he following t heorem , "If G is a group 

generated by permutations xl, X2, ... , Xd of a set n of size n, such that Xl X2 . .. Xd is t he identity 

permutation, and Ci is the number of' orbits of < Xi > on n, t hen G is t ransitive on n only 

if CI + C2 + ... + Cd ::; (d - 2)n + 2. This was obtained by Ree and Singerman using the 

Riemann-Hurwitz formula. 

The coset diagrams can often be used to prove that certain groups are infinite, by joining 

diagrams together to construct permutation representations (of a given group) of arbitrarily 

large degree. 

An edge whose both vertices, namely initial and final, coincide with each other is called a 

loop. 

If 7f = {va , e l. 'VI, e2. U2, . .. , ek, 'Uk} is an alternating sequence of vert ices Vi and edges ei 

of a graph t hen IT is a path in the graph , joining Va and Vk, where ei joins Vi- l and Vi for each i 

and ei # ej (i # j). The path P describ ed before is called t he inverse path. A path P is called 

a closed path if its initial vertex coincides with its terminal vertex. 

If a word C satisfi es the rela tion C = J , where J is the identity element, then any path 

corresponding to C is called a circuit. In other words a circuit is a closed path. So, loop is an 
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example of a circuit. A circuit in which the elements are fixed just by one word and its inverse 

is called a simple circui t . O therwise, it is called a non-simple or connected circuit . 

If any two vertices in a coset diagram are joined by a p ath , t hen it is called a connected 

coset diagram. III ot her words a coset d iagram is connected if the action is tr ansitive. 

3.2 Parametrization and Coset Diagrams 

The group PGL (2, q) has a natural permutation representation on P L (Fq) , and therefore, 

any homomorphism (\' : PGL (2 , 7l., ) ~ PGL (2 , q) gives rise to an action of PGL (2 , 7l.,) on 

P L (Fq ) . We denote l be generators xo., y CY. and tCY. of PGL (2 , q) by x, y and t. If neither of the 

generators x and y [or P S L (2 , 7l.,) lies in the kernel of CY. , so t hat x and yare of order 2 and 3 

respectively, then CY. is said to be a non-degenerate homomorphism. Two such homomorphisms 

CY. and f3 are said to be conjugate if f3 = CY.p for some inner automorphism p of PGL (2 , q) . It has 

been proved in [12], t he conjugacy classes of non-degenerate homomorphisms of PGL (2 , 7l.,) into 

PGL (2 , q) correspond in a one-to-one fashion wit h t he conjugacy classes of non-trivial elements 

of PGL (2, q) , uncler a correspondence which assigns to the non-degenerate homomorphism 

CY. the class containillg (:r:y) CY. . This of course, means that we ca n actually parametrize the 

conj ugacy classes of lJO n-clegenerate homomorphisms CY. : PGL (2 , 7l.,) ~ PGL (2 , q) except for a 

few uninteresting ones, by the elements of Fq . That is, we can in fact parametrize the actions 

of P GL (2,7l.,) on PL (Fq ) . 

If CY. is such a hOllJoll1orphism and X, Y and T denote elements of GL (2, q) which yield t he 

elements x. f) and f ill PGL (2, q), where Fq is not of characteristic 2 or 3 , then because of t his 

and because of t he fad tha t X, y and f are of order 2, 3 and 2 respectively , we can take the 

matrices X , Y and T t.o be: 

X ~ [ : ~: 1 y ~ [ ; 
if 

where a. c, d, f , i E Fq with 
- d - 1 

i -I- O. We shall write 

(3 .1 ) 
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and require that 

d2 + d + lj.2 + 1 = O. (3.2) 

This certainly yields elements satisfying the relations X2 = )'11 , y3 = ).,21 and T2 = ).,31 , 

where ).,1, ).,2 and ).,3 are some non-zero scalars and 1 is t he identity matrix. The non-degenerate 

homomorphism (\. is determined by xi) because the one-to-one correspondence assigns to a the 

class containing .1' i7 . So we only have to check on the conjugacy class of xi) . The matrix XY 

has the trace 

r = a (2d + 1) + 2lcf (3.3) 

If trace (XYT ) = Is; then 

8 = 2a f - c (2d + 1) (3.4) 

so t hat 

(3.5) 

and set 

(3. 6) 

Thus , gIven the values of q and e we can always find the matrices X and Y by using 

equations (3.1 ) to (3. 6) . 

For instance , given e = 4 in Fu , we can find a coset diagram D (4 , 11) associated with the 

non-degenerate homomorphism a : PGL (2 , Z) -) PGL (2, 11) as follows. By equation (3.6) , 

e = ~ and so e = 4 implies that r2 = 46. Since 4 is a square in Fu therefore, 6. is a square 

also. So , we can assume that 6 = 1 so that r = ±2. Let us choose r = 2 and substitute these 

values of 6 and T' in equation (3.5) to obtain 8 2 = 11. By letting I = - 1, we can choose 8 = 1. 

Similarly, if we let d = 0, the equation (3.2) yields f = ± 1. Without any loss of generality, we 

can choose f = 1 and substitute the values of r , 8, d, I and f in equations (3 .3) and (3.4) , to 

obtain 

2 = a - 2c 

1 = 2a - c. 

Solving these equations for a and c, we get a = 0 and c = -1. Thus 
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x= , y = [0 -1 1 
1 - 1 

so we can takp ,]' ns t he' transformat ion z ----> - 1 , and y- as t he transformation z ----> z -1. We 
z z 

can calculate the IH'nlllitat ion representations of x and fj as 

x=(O 00)(110)(25)(37)(48)(6 9) , and 

fj = (0 00 1) (2 10 6) (3 5 8) (4 7 9). 

T he associated diagram D (4, 11) is given below. 

00 f-----) (j 

6 2 

7 

9 

4 
FiguT e 3.4 

8 

5 

3 

In [11] Q. Mushtaq has proved the following results for Hurwitz groups. 

Theorem 8 FOT each zeTO of f (z) = z3 - 5z2 + 6z - 1 in Fq there exis ts a conjugacy class of 

non-degenemte homol1wrphisms form !:::,. (2, 3, 7) into peL (2 , q) , 

Proof. Suppu:;(' !J itself is a prime and is congruent to ± 1 (mod 7) . Then due to a result 

of Macb eath [8], there are three distinct traces 1'1 , 1'2 ,1'3 of elements of t he group S L (2, q) 

t hat yield elements of order 7 in P S L (2, q), and thus there are three conjugacy classes of 

non-degenerate homomorphisms Ct from !:::" (2, 3, 7) into peL (2, q). On t he other hand , when 

q = p3 for some prime p congruent to ±2 or ±3 (mod 7 ) , t here are still three such t races, but 

these are all conj ugate under automorphism of Fq , and so there is just one cojugacy class of 

non-degenerate homomorphism Ct from!:::" (2, 3, 7) into peL (2, q) . In bot h cases every element 

of PSL (2, q) that comes from an element of S L (2, q) with trace 1'1 ,1'2 or 1'3 must have order 7. 

Indeed except when the trace is ± 2, the trace of any element of S L (2 , q) determines its order. 
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Now suppose A is Hll,\' element of SL (2 . q) which has trace 1', where l' = 1'1 ,1'2 or 1'3 , As A is 

conjugate in GL (2, q2) to a matrix B of the form [p 0 1 where p is a primit ive 7 - th root of 
o p- 1 

2 
unity in Fq2 we have " = tro('e (A) = trace (B) = p + p- 1. Next 1'2 = (p + p- 1) = p2 + p-2 + 2, 

so 1'2 - 2 = p2 -t (i -'2 . which is the trace of B2 ; and 1'3 = (p + p-1)3 = p3 + 3p + 3p-1 + p-3 , 

so 1'3 - 31' = p3 + p-:J, which is the trace of B3. 

Now, since p7 = 1 and p =I- 1, we have p6 + p5 + p4 + p3 + p2 + P + 1 = O. But p7 = 1 

implies that p6 = p-l , p5 = p-2 and p4 = p-3 so p6 + p5 + p4 + p3 + p2 + P + 1 = 0 becomes 

(p + p-l) + (p2 + p-2) + (p3 + p-3) + 1 = 0, Substituting the values of (p + p- 1) , (p2 + p-2) 

and (p3 + p-3) in terms ofT. we get 1' + (1'2 - 2) + (1'3 - 31') + 1 = 0, That is l' (1'2 - 2) = 1-1'2. 

Since the trace of mat rix B is l' and the determinant is 1, we substitute these values in equation 

1'2 = 6.8 to obtain 8 = 7,2; and t hus converting the equation l' (1'2 - 2) = 1 - 1'2 into an equation 

in 8, That is , T (8 - 2) = 1 - e On squaring both sides of this equation and substituting 8 for 

1'2, we obtain f (8) = 83 
- 582 + 68 - 1 = 0, Thus if q is not a power of 7, then xf} has order 7 

if f (8) = O. If p is a pr imitive 7 - th root of unity in the appropriate characteristic, the roots 

of t his equation are; 

81 =p+p- 1 + :2 

82 = p2 + p- 2 + 2 

83 = p4 + p-.l t- 2, 

If the characteristic p satisfies p == ± 1 (mod 7), then 81 , 82 , 83 lie in Fp ' Otherwise 81 , 82 , 

83 are conjugate elements of F p3, Thus we get t hree different coset diagrams in the first case, 

but only one in the second case, 

Note t hat the coset diagram D (8, q) . where 8 is a zero of f (z) = z3 - 5z2 + 6z - 1 in Fq , 

will be such that each vertex in the coset diagram will be fixed by (xf}) 7, 

Above theorem can alternatively be proved as; 

let X , Y and X 1' be the matrices in GL (2,p) corresponding to t he elements x, f} and xf} 

respectively. Noti ce that the det (XY) = 6., and the trace (XY) = r. Now t he characteristic 

equation of XY will be 

(Xy)2 - rXY + 6.1 = 0 
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implies that 

(Xy)2 = 1'XY - 6.1 

(1'2 - 6.) (XY )2 - 1'6.XY 

(1'2 - 6.) (1'XY - 6.I) - 7'6.XY 

(T3 - 2T6.) XY + (-6.1'2 + 6.2
) I 

(1'3 _ 2T6.) (XY)2 + ( - 6.1'2 + 6.2 ) XY 

(1'3 - 21'6.) (1' XY - 6.I) + (-6.T2 + 6.2
) XY 

(T4 - 36.1,2 + 6.2) XY + (_7'36. + 27'6.2) I , 

Continuing in the s imilar way we get 

But (XY) 7 = )",1 , so we lllus t have 

But 7'2 = 6.e , so 

or 

e3 
- 5e2 + 6e - 1 = a 

is the required condition for (XY)7 = 1. • 
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Theorem 9 The transformation f has fixed vertices in D (e, q) if and only ~f e (e - 3) is a 

square in Fq . 

Proof. First \H' show that the fixed points of x exist in D (e, q) if q == 1 (mod 4) and there 

do not exist fixed points of i: if q == 3 (mod 4). 

Since y and 5';iJ haye odd orders) they lie in PSL (2 ) q) and hence so does x. This implies 

t hat t he permutation induced by x is even. Since 1'2 = 6e ) 6 is a square if and only if e is. 
This means that x is in P SL (2, q) if and only if - 1 is not a square in Fq and q == 1 (mod 4). 

T hus x has fixed vertices in D (e , q) if q == 1 (mod 4) and it does not have fixed vertices if 

q == 3 (mod 4) . This means that for t he non-degenerate hom omorphism wit h parameter e, x 

is an element of PSL (2) q) if and only jf - e is a square in Fq . 

Let 6 be the automorphism of P C L (2 ) 2) ) defined by x15 = xt ) y15 = y and t15 = t . Then if 

ex: P C L (2, 2) l---t PCL (2, q) m aps x, y , t to x) iJ ) f the homomorphism ex' = 15ex maps x) 

y, t to xf) y) f. If we let X ) Y and T denote elements of C L (2 ) q) which yield the elements x, 

y and f in PC L (2, q) , then obviously X , Y and T can be taken as follows: 

X ~ [ : ~: 1 y ~ [ ; _~~ 1 l and T ~ [ ~ ~l 1 whe" I ~ 0 and a , c, d, I 

f E Fq such that they satisfy the equations (3. 1) to (3 .6) . We recall that, by lemma 3.2 in [12], 

xy will be of order 2 if and only if trace (XY ) = T = 0 and similarly xyf will be of order 2 if 

d 1 f tmce(X) '1') 0 R lI lA' h d . f' XY h 1 an on y i I = S = . eca t 1at) U IS t e etermmant 0 so t at t 1e parameter 

of xy is ~) which we have denoted bye. 

Also ls is the trace of XYT and l6 is its determinant. If we let <P = It) we get e+<p = ,,2!ls
2 

. 

Substituting the values of T and s) from the equations (3.3) and (3 .4) in e + <p = ,,2!ls
2

. and 

then making the substitut ion of the equation (3.2) and 6 = - (a2 + lc2 ) , we obtain e + <p = 3. 

T hat is, if e is the parameter of ex then 3 - e is t he parameter of ex'. Since change from ex to ex' 

interchanges both x and xf and e and e - 3) it follows that xf maps to an element of P S L (2) q) 

if and only if - (e - 3) is a square if Fp. Since f is in PSL (2, q) if both or neither of x and xf 

is, but not if just one of t hem is, f is in P S L (2, q) if and only if e (e - 3) is a square in Fq . 

Now f has fixed points in P L (Fq) if either f belongs to P S L (2 ) q) and q == - 1 (mod 4) or f 

does not belong t'o PSL (2 , q) alld q == - 1 (mod 4) is equivalent to saying t hat - 1 is a square 

in Fq ) we conclucl\' that f has fixed vert ices in D (e ) q) if and only if -e (3 - e) is a square in 
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Fq . Hence the resul t. 

In Particular , if q = 7 01' q = p where p == ±1 (mod 7) or q = p3 , where p == ±2 or ±3 

(mod 7) then (xy) 7 = 1, and so x belongs to PSL (2, q) . Therefore, - 8 is a square in Fq . Thus, 

we have t he following corollary. _ 

Corollary 10 If q = 7 or q = p. wheTe p == ±1 (mod 7) or q = p3 , where p == ±2 or ±3 

(mod 7) then the tmnsformation [ has fixed veTtices in D (8, q) 4 and only ~f 8 - 3 is a square 

in Fq . 

As an illustration , let us consider ,vhat happens when q = 13. Here the zeros of t he poly

nomial f (z) = z3 - 5z2 + 6z - 1 are 9, 10, 12 and of these only 12 - 3 is a square in Fq . The 

t hree corresponding diagrams are given below , in each case with suitable conditions for the 

linear-fr actioual transformations x, fj and [ : 

Figure 3.5 

FiguT e 3.6 

24 



FiguTe 3 .7 

In the first and third cases the reflec tion t fixes no points and so < x, y , t >= PGL (2 , 13) . 

In the second case t E PSL (2 , 13) and hence < x, y, t > = PSL (2 , 13) x C2 · 

As a consequence of above t heorem , one can make the following deductions. 

Corollary 11 PGL (2, q) is gen erated by X, y, [ such that 

with the subgTaup < .1:, y > being non-trivial and of index 2 in PGL (2. q) ~f and only ~f either 

q == 3 (mod 4) OT q == 1 (mod 4) and two of the zeTaS of the polynomial f (z ) = z3 - 5z 2 + 6z-1 

are non-squares in Fq . 

Corollary 12 PSL (2, q) x C2 is generated by x, y, [ such that 

- 2 - 3 tL2 (- tfl 2 ( - tfl 2 (- - ) 7 1 x = y = = xv J = Yv J = XY = 

with the subg7'Oup < x, y > being non-trivial and of index 2 in PSL (2, q) x C2, ~f and only 

~f either q == 3 (mod 4) or q == 1 (mod 4) and two of the zeTaS of the polynomial f (z) = 

z3 - 5z 2 + 6z - 1 are non-squares in Fq . 

Now P GL (2. q ) . for q an odd prime power , contains two classes of involutions both consist

ing of matrices of trace zero. Recall that the classes of PG L (2 , q) , not consisting of elements 
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x, such that i:2 = 1. are in a one-to-one correspondence with the non-zero elements B of Fq . 

The class corresponding to B consists of elements represented by matrix NJ with B = ~, where 

r = trace (.I\t1) and/:::. = det (lVJ) . Thus, if X , Yare elements of SL (2, q) which yield the 

elements i: and iJ of PSL (2, q) then 

x 2 + /:::.J = 0 

(Xy)2 - T (XY) + /:::,1 = 0 

y2 + Y + [ = 0 

where the above equations are the characteristic equations of X , XY and Y respectively. 

More details about these equations can be found in [10]. 

3.3 Cebotarev's Density Theorem 

Theorem 13 Let.f be an iTTeducible polynomial of degree 17, over Z . Let B1 ,B2, ... , Bn be the 

roo ts of f in a .field of chamcteTistic O. Then J{ =Q [B 1 , B2, ... , Bn] is a normal extension of IQ. 

Let G ( ~) denote the Galois group of J( over IQ. If S is the ring of integers oveT J{. Let 

p be a prime in S wch that p d'ivides p (where p is prime in Z) then Sip is a find e fi eld of 

chamcteristic p. 

The Galois group of Sip O'l'er Zip is cyclic and is genemted by () : J.L -> J.LP for all J.L in Sip· 

Then there eXlst~ ([II automorphism {; of S such that the following diagmm commutes. 

s 

511'

l- '" P 

--------------->~ S 
5 

___ a ____ ~> S/ jJ 

FiguTe 3.8 

26 



If p dops not divide the d'isc'riminant of S then {) is 'linique, and ~f we replace j5 by an

other divisol' fi. then we replare () by cO'lljl.gate. This gives a map from the set p of rational 

primes (e:/'cept those dividi'ng the discrim'inant) to the set of confllgacy classes of the Galois 

gro'liP G (-&) bI7 'Which p maps to the conj'ligacy class containing S, Cebotarev's Density The

orem [7J says that this map 'is onto; and the density of the set of primes, mapping onto a 

partic'lilar cortj'ligacy class is pmportional to the size of the class. 

We shall see. at the end of this chapter, the application of Cebotarev's Density Theorem in 

the case of some special examples of coset diagrams arising from the actions of ~ (2,3, 7) on 

P L (Fq) , where q == ±1 (mod 7). 

The coset diagrams, which depict the action of ~ (2,3, 7) on P L (Fq) , frequently contain 

some special fragments , namel y /1' "12, / '3' and "14 respectively: 

V, 

Figll'/'e 3.9 
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v, 

FiguT e 3 .10 

V3 
F i guTe 3.11 
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Fig1LTe 3.12 

It is important for us to know when certain types of fragments exist in D (8, q) . In the 

following we determine conditions in terms of 8 and q, for the existence of the fragments in 

D (8 , q) depi ctiug homomorphi c image of £::. (2,3, 7) . 

The existenc(-' of these fragments in the coset diagrams for the Hurwitz groups is important 

because it tells how frequently the Hurwitz groups occur in the class of groups emerging from 

the action of PCL(2 ,7I.,) on P L(Fq), where q is a prime power. Q. Mushtaq has considered 

fragment ') 1 an d used the Cebotarev's Density Theorem to show how frequently they occur in 

the action of PC L(2 , 71.,) on P L( F'I) ' In this chapter we use the same technique in a similar 

fashion to find the fr equency with which fragments 1'2, 1'3 and 1'4 occur. 

Theorem 14 

(1) The .f7-agment 1'1 will occur in D (8, q) ~f 13 is a square 'in Fq . 

(2) The .fragment 1'2 will OCC1iT 'in D (8, q) ~f 29 is a sq1wre in Fq . 

(3) The fragment 1'3 will occ'u'/' in D (8, q) if 7 is a square in Fq . 

(4) Thp fmgment ')'4 will occ'u,Tin D (e , q) ~f 41 is a square in Fq . 

Proof. Tbe vert ices VI, L'2 , liJ . V4 are fixed by the elements XY Xy- 1 , Xy Xy Xy - l Xy - l , 

XY Xy Xy Xy- l. and XY XY XY Xy - 1 Xy - l Xy - l. Notice that det (X) = £::. , trace (X) = 

0, det (Y) = 1, trace (Y) = - 1, det (XY) = £::., and trace (XY) = T. It is not very hard to 
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deduce, after s ui table manipulation , t he equations 

XY X = l' X + 6. I + 6. Y (3.7) 

YXY =rY +X (3 .8) 

YX = r I - X - XY (3.9) 

from the equations 

(3 .10) 

(Xy )2 - T (XY) + 6.I = 0 (3.11) 

y 2 + Y + I = 0 (3.12) 

where X , Yare t he matr ices corresponding to the linear fractional transformations X, y. 

(1) In fragment 1'1 t he vertex VI is fixed by XY Xy-l. The matrix corresponding to 

XY XY- 1 will be M l = XY Xy- l. The determinant of Ml will be equal to det (Md 

det (XY Xy- 1) = det (XY X}1"2 ) = det (X) det (Y) det(X) det(Y) det(Y) = 6.2 

Now lvh nm be written as 

Jvh = XL'O '2 

= XYX (-y - I) 

= - (Xy)2 - XYX 

= -rXY +6.I - rX - 6.I - 6.Y = -rXY - rX - 6.y. 

So the h·acf> of Ml = tTOCP. (- rXY) - trace (1' X ) -trace (6.Y ) , that is, trace (M1) 

_1'2 + 6. . This implies that th l' discriminant of t he characteristic equation of Ml will be 

But 1'2 = 6.8. That is, the discriminant will be 826.2 - 36.2 - 286.2 . Since 6. is a square if 

and only if 8 is , we can eliminFl,te 6.2 , as we are in the fi eld Fq . So the discriminant of t he 

characteristic eq uation of Nfl corresponding to the element XY XY - 1 of PC L (2. q) will be 

82 
- 28 - 3. 
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The fragmelJL 'h will occur in D (a, q) if and only if d1 (a) = (a - 3) (a + 1) is a square in Fq . 

3 
So if aI, a2. a3 arc the roots of f (z) = z3 - 5z2 + 6z - 1 = 0 then II d1 (a i ) = f (3) f (-1) = 13. 

,=1 
Thus. 1'1 will occur in some D (();. q) if 13 is a square in Fq . 

(2) In fragment 1'2 the vert ex U2 is fixed by XY XY Xy - 1 Xy -l. The matrix corresponding 

to XY XY Xy-l XY- 1 will be lIh = XY XY Xy- 1 Xy-l. The determinant of M2 will be equal 

to det(XY XY Xy- 1 Xy- 1 ) = clet (XY XY Xy2 Xy2) = det(X) det (Y) det(X) det (Y) det(X) 

det (Y) det(Y) det (X) det (Y) det(Y) = ~ 4 . 

Now Jvh call be wri tten as 

M2 = XYXV-Xy-1Xy - 1 

= XY XY Xy2 Xy2 

= XY XY X ( -y - I) Xy2 

= (-XYXYXY - XYXYX) Xy2 

= -XYXYXYXy2 - XYXYX2y 2 

= -XYXYXYX (-y - I) - XYXY (-~) y2 

= XYXY XYXY + X YXYXYX + ~XYXY (-y - I) 

= (Xy )4 + (Xy)3 X - ~XY Xy2 - ~XY XY 

= (Xy)4 + (Xy)2 (XY X) - ~XY X (-y - I) - ~ (Xy )2 

= (Xy)4 + (Xy)2 (XY X) + ~XY XY + ~ (XY X) _ ~ (Xy)2 

= (Xy)i + (Xy)2 (XY X) + ~ (Xy)2 + ~ (XY X) _ ~ (Xy)2 

= UO ')l + (XY)2 (XL\") + ~ (XY X) 

= ( (XI,')2)2 +(Xy)2(XYX) + ~(XYX) 
= 1'2 (Xy)2 - 21'~ (XY) + ~2 + 1'2 (XY X) + 1'~ (XY) + r~ (Xy2) _ r~X _ ~2 _ ~2y 

+r~X + ~2 + ~2y 

= 1'2 (Xy)2 - 1'~ (XY) + ~2 + 1'2 (XY X ) + 1'~ (Xy2) 

= 1'2 (X } ")2 - 1'~ (XY) + ~2 + 1'2 (XY X) + 1'~ (X (- y - I) ) 

= 1'2 (Xy)2 - 1'~ (XY ) + ~2 + 1'2 (XY X) - 1'~ (XY) - r~X 

= (1'3 (Xl!") ) - 2r~ (XY) + r2~y + ~2 - 1'~x. 

So the t race of Nh will b e tmce (1'3 (XY) ) - tmce (21'~ (XY))+tm ce (1'2~Y) + tmce (~2 ) _ 

tmce (1'.0.X ) . That is trace (NI2) = 1'4 - 31'2.0. + 2.0.2 . T his implies that the discriminant of t he 
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characteristic equation of Jvh will be 

But 1'2 - 6 {). This means that the discr iminant, in fact, 

Since 6 is a square if and only if 8 is, we can eliminate 6 4 , as we are in the field Fq . So 

the discriminant of the characteristic equation of the matrix corresponding to the element 

X Y X Y X y - 1 XY - 1 of PGL (2, q) will be 84 - 683 + 1382 - 128 = 8 (8 - 3) (82 
- 38 + 4) . 

T he fragmell l 12 will occur in D (8, q) if and only if d2 (8) = 8 (8 - 3) (82 
- 38 + 4) is a square 

inFq . Nowd2 (8) can fur ther be written as ci2 (8) = (8-0)(8-3) (8 - C+F)) (8- C-F))· 
SO if 81 , 82 ,83 are the roots of f (z ) = z3 - 5z2 + 6z - 1 = 0 then 

Thus, 12 "dj occur in some D (8i , q) if 29 is a square in Fq . 

(3) In fragme nt 1 '3 the vertex V3 is fixed by XY XY X Y Xy- l . The matrix corresponding 

to XY XY XY XY - 1 will be A13 = XY XY XY X Y - 1. T he determinant of M3 will be equal to 

det(XY XYXY Xy-1) = det (XY XY XY Xy2) = det(X) det (Y) det(X) det (Y) det(X) det (Y) 

det(X) det (1') det (Y) = 6 4 . 

Now 1\113 can be written as 

M3 = Xy Xy X Y Xy - l 

= XYXYXYXy2 

= XYXYXYX (- Y - 1) 

=-XYXYXYXY - XYXYXYX 

= - (XY)4 - (Xy )3 X 

= - (XV )4 - (Xy) 2 (XY X) 

= - ((XY)2f - (Xy )2 (XY X ) 

= - (1' (XY) - 6 )2 - (1' (XY ) - 6 ) (1' X + 61 + 6Y ) 
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= _ 1'2 (XY)2 +2r6 (X Y) - 6 2 _1'2 (XY X) - 1'6 (XY) - T'6 (.XY2) + T'6X + 6 2 + 6 2y 

= _,2 (-, (XY) - 6 ) + 2r6 (XY) - r2 (1' X + 61 + 6Y ) - r6 (XY) - r6 (-XY - X) 

+1'6X + 6 2 y 

= -1'3 (XY) + r26 -r 21'6 (XY) - r3 X - r26 - r26Y - r6 (XY) + r6 (XY) + 1'6X 

+r6X + 6 2y 

= _ 1,3 (XY) + 21'6 (X Y) - r3 X - 1'26Y + 2r6X + 6 2 y 

So the trace of M3 = tmcc (_1'3 (XY)) + trace (2T'6 (XY )) -trace (r3 X) -trace (r26Y) + 

trace (21'6X) + L?(Lee (6 2y) , that is t1'ce (M3) = _1'4 + 31'26 - 6 2 , 

This implies that the discriminant of t he characteristic equation of M3 will be 

But 1,2 = 6 0. T his meallS t·hat the discriminant , in fact, 

Since 6 is a square if and only if e is, we can eliminate 6 4 , as we are in the field Fq , So the dis

criminant of t he characterist ic equation of l\Ih corresponding to the element XY XY Xy Xy- l 

of PGL (2. q) will be e4 - 6613 + lle2 
- 6e - 3, 

The fragment ;3 will ocem in D (B, q) if and only if d3 (e) = e4 
- 6e3 + lle2 

- 6e - 3 is a 

square in Fq , Now d3 (e) can be expressed as (e - 4), because e3 - 5e2 + 6e -1 = 0 implies that 

e4 
- 6e3 + lle2 

- 6e - 3 = 5e3 - 6e2 + e - 6e3 + lle2 
- 6e - 3 = _e3 + 5e2 

- 5e - 3 = - 5e2 + 6e - 1 + 5e2 
- 5e - 3 = e - 4, So if el , e2 , e3 are the roots of f (z) = 

3 
z3 - 5z2 + 6z - 1 = 0 then IT d3 (ei ) = f (4) = 7, Thus , ; '3 will occur in some D (ei , q) if 7 is a 

1=1 

square in Fq , 

(4) In fragment 1'4 t he vertex V4 is fixed by XY XY XY Xy - 1 Xy- l Xy- I The matrix 

corresponding to XYXYXYXY - 1XY-1 XY - 1 will be M4 = XYXYXYXy -1 Xy -1 Xy -l , 
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The determinant of M4 will be equal to 

det (XY X l ' XY XY - 1 X l '- 1 Xy-1) 

Now jH 4 can be wri tten as 

NI4 = XYXYXYXy - 1/l(y - 1Xy-l 

= (X y )3 (Xy - 1 )3 

= (Xy)3 (Xy2)3 

= (Xy )3 (X (-Y - 1))3 

= (X y )3 (- XY _ X )3 

det (XY XY XY Xy2 Xy2 Xy2) 

det(X) clet (Y) clet (X) det (Y) det(X) clet (Y) 

det(X) det (Y) clet (Y) det(X ) det (Y) det(Y ) 

clet(X) clet (Y) clet(Y ) 

= (Xy )3 (_ T2 XY + .6XY - T2 X + .6X + T.6I)3 

= _1'4 (x y)2 + 3.67,2 (Xy)2 - T4 (XY X ) - 7,3.6 (XY2) + 2.6T2 (XY X) + T.6 2 (Xy2) 

_ .62 (Xy)2 - .62 (XY X) - T.62 (XY) 

= -r.4 (r'XY -.61) 3.61'2 (TXY - .61) - T4 (1'X + .61 + .6Y ) - 1'3.6X (-Y - 1) 

+2.6 ,,2 ('/'X + .61 + .6Y) + 1'.62X (-Y - 1) - .62X (1' XY - .61) - .62 (1'X + .61 + .6Y ) 

-/'.6'2XY 

= _1'5 XY + 41'3.6 (Xl"' ) - 1'2.621 - 1'5 X - 7A .6Y + 31'3.6X + 21'2.62y - 31'.62 (XY) 

- 2'/,.62 X - .63y 

Now , 

trace (M4) = trace ( -1'5 XY + 41'3 .6 (XY) - 1'2.621 - 1'5 X - 1'4.6Y + 31'3.6X + 21'2.62y 

-31'.62 (XY) - 21'.62 X - .63y) 

= - 1'5trace(XY) + 41'3.6trace (XY) - 1'2 .62trace (1) - 1'5trace (X ) 

- 1'4.6trace (Y ) + 31'3.6trace (X ) + 21'2 .62trace (Y ) - 31' .62trace (XY) 

- 21'.62 tTC~ce (X ) - .63trace (Y) 

= _ 1'6 + 5r.4 .6 - 77"2 .62 + .63, 

So t he discriminant of t'he characteristic equation of M4 will be 
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(- I' (j + 5r46. - 7'1''2 6.2 + 6.3)2 - 46.6 = r 12 - 10'1'106. + 39r86.2 - 72'1'66.3 

+59r46.4 - 14r26.5 - 36.6. 

But '1'2 = 6.e. This means that the discriminant, in fact, 

e6 6. 6 - 10e5 6. 6 + 3ge4 6. 6 - 72e3 6. 6 +5ge2 6. 6 - 14e6. 6 -36. 6. Since 6. is a square ifand only if e 

is, we can eliminate 6., as we are in the field Fq . So the discriminant of the characteristic equation 

of t he matrix corresponding to the element XY XY XY Xy- l Xy - 1 Xy - l of PGL (2, q) will 

be e6 - 10e5 + 3ge4 - 72e3 + 5ge2 - 14e - 3 = (e - 1)2 (e - 3) (e3 - 5e2 + 7e + 1) . 

The fragment 14 will occm in D (e, q) if and only if d4 (e) = (e - 1)2 (e - 3) (e3 - 5ez + 7e + 1) 

is a square in Fq . Now d4 (e) can be expressed as (e - 3) (e + 2) because e3 - 5e2 + 6e - 1 = 0 

implies that (13 - 5ez + 7e + I: = e + 2; and e - 1 is a square in Fq . So if e1 , ez, e3 are the roots 
3 

of f (z) = z3 - 5zz + 6z - -I = 0 then II d4 (ei ) = f (3) f (-2) = 41. Thus, /'4 will occur in 
t=1 

some D ((1" q) if 41 is a square in Fq . • 

3 .4 Application of Cebotarev's Density Theorem 

The di agram with parameter ei has vertices on the line of symmetry if and only if ei (ei - 3) 

is a square in }""c,. Now we shall consider cases, in which xZ = 'fi = (xy)7 = 1. In these cases, 

of course, x lies in PSL (2 , q) . so ei is a square. T hus we are led to ask: is ei - 3 a square? 

Now ((11 - J) (ez - 3) (ea - 3) = 1, so that of the elements e1 - 3, ez - 3, e3 - 3 either all 

three are squares, or exactly one is a square. In particular , if p "¥= ±1 (mod 7) , so that el , ez , 

e3 are conjugate. each (1 i - 3 is a square. In this case, the diagram has vertices on the line 

of symmetry. If p == ± 1 (mod 7) , we are left with two possibilities, and we want to show that 

both occur , in the appropriate ratio. 

We shall consider the Galois t heory of Q(A1, Az, A3) , where Ai = Jei - 3 and e1, ez, e3 are 

t he zeros of the polynomial f (z) = z3 - 5z2 + 6z - 1 in Fq . Now Ql (e 1 , ez, (3) is a subfield of 

Q (AI, AZ , /\ 3) . The elements of the Galois group which fix this subfield element-wise map each 

Ai to ± Ai. Because (e1 - 3) (ez - 3) (e3 - 3) = 1, we can assume t hat A1AZA3 = 1, whence the 

number of minus signs must be even. That is, the elements in question are 1, (Tl, O'z, (T3, where 

AiO'i = Ai, but. AWj = - Ai, if 'i =I j . Then {l , (T I , (Tz, (T3} is a normal subgroup of t he Galois 

group , and the factor group is the Galois group of Q(e1 ,eZ,e3) over Q. This group is a cyclic 
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group of order 3. and contains 1, T, T2, where e1 T = e2, e2T = e3, e3T = e1. Since T- 1(11 T = (12, 

T-1(127 = (13. T- 11T3T = (11. therefore , the Galois group is isomorphic to the alternating group 

We now make the appli cation of Cebotarev 's Density Theorem [7], which concerns the 

distribution of primes in algebraic number fields. The conjugacy classes of the Galois group 

are: 

C1 = {I} 

C 2 = {(I I . (12· (l3} 

C3 = {T, T1T1. T(l2 , T(l3} 

C4 = {T-l, T - l (l1 , T-1(12 , T- 1(l3 } . 

A prime p congruent to ±2 modulo 7, corresponds to t he conjugacy class C3 , and a prime 

p , congruent to ±4 modulo 7 to the conjugacy class C4 , and in these cases we get nothing 

new. But of the primes congruent to ± 1 modulo 7, approximately ~ will correspond to the 

conjugacy class C1 anel for these all three diagrams will have vertices on t he line of symmetry. 

T he remainder 'will correspond to C2, and for these , one of the diagrams will have vertices on 

the line of symmetry, but the other two will not . 

We have seell in theorem 14(2) that the condition for the existence of the fragment 1 2 in 

the coset diagram is that (ei - 3) (er - 3e; + 4ei ) is a square. So we put 

J-ii = V(e i - 3) (er - 3e; + 4ei ). In this case we have either : 

Thus if 29 is a square mod p , one or all of (ei - 3) (er - 3e; + 4ei ) are squares; and if 29 is not 

a square mod p. none , or two of (ei - 3) (er - 3e; + 4ei ) are squares . Once again , if p t= ±1 

(mod 7) , so that t here is essentially only one diagram, t his settles t he matter. 

For primes not congruent to ± 1 modulo 7, the fragment occurs if and only if 29 is a square 

modulo p. But for primes p == ± 1 (mod 7) we again get ambiguity, and we have to appeal to 
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Cebotarev's Dellsity Theorem to get the complete answer. 

We are now interested in the Galois Theory of Q(f.Ll,f.L2,f.L3)' This time, because f.Llf.L2f.L3 = 

V29, the Galois group is A I x Z2· The subgroup , A4 is the Galois group of Q (AI , A2 , A3), and 

contains all tllOse elements \A'hich map J29 on itself. Z2 is generated by an element c , which 

fixes each elemelll of Q(Bl ,B2, B3) , and maps each f.Li to -f.Li, so mapping V29 to -J29. 
T he conjugacy classes are: 

Ci ={c} 

q = {0'1c.0'2c ,0'3c } 

Once again , the primes not congruent to ± 1 modulo 7 correspond to t he classes C3, CL 
C4 and C~ depending upon whether p == ±2 (mod 7) or p == ±4 (mod 7) and whether 29 is 

a square mod p 0 1' not. In these cases the use of Cebotarev's Density Theorem gives no new 

information . But primes which are congruent to ± 1 modulo 7 correspond to class C1 or C2 , in 

the ratio 1 : 3. if 29 is a square modulo p and to class Ci or C~, in t he same ra tio, if 29 is not 

a square rnod p. Thus. among the primes: 

in ~ of the cases no diagram contains the fragment (and 29 is not a square) , 

in i of the cases one diagram contains the fragment (and 29 is a square) , 

in i of' the cases two diagrams contain the fragment (and 29 is not a square) , 

in ~ of the cases all three diagrams contain the fragment (and 29 is a square) . 
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