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Abstract 

The purpose of this thesis is to discuss some problems of diffraction of sound waves by half plane, slit 

and strip, satisfying absorbing boundary conditions. The mathematical route to these problems consists 

of Wiener- Hopf technique, integral transforms, modified method of steepest descent etc. The 

diffraction of a cylind rical and spherical acoustic wave from a slit in a moving fluid using Myres' 

co ndit ions [133] is investigated in chapters three (3) and four (4), respective ly. The so lutions of these 

problems provided the corrective terms which were not present in the previous work on t his topic. The 

mathematical resu lts obtained were well supported by the graphical discussion showing how the 

absorbing parameter and Mach number affect the amplitude of the velocity potential. 

Point source consideration is important because it is regarded as a fundamental radiating device and 

the solution of the point source problem is ca lled the fundamental so lution of the given differential 

equation. The introduction of point source changes the incident field and the method of sol ution 

requires a carefu l analysis in calculating the diffracted field . The point sources are regarded as better 

su bstitutes for real sources than line sources or plane waves. The mathematical significance of the 

problem of point source is that it will introduce another variable . The difficulty, that arises in t he 

solution of the integral occurs in the inverse transform. These integrals are normally difficult to handle 

because of the presence of the branch points and are only amenable to so lution using asymptotic 

approximations. 

Transient nature of the field is an important area in the theory of acoustic diffraction and provides a 

more complete picture of the wave phenomenon . In chapter five, the problem of diffraction due to an 

impulse line source by an absorbing half plane, satisfying Myers' impedance condition in the presence of 

a subsonic flow has been discussed. The problem of acoustic diffraction by an absorbing half plane in a 

moving fluid using Myers' condition was discussed by Ahmad [46]. He cons idered the diffraction of 

sound waves by a semi-infinite absorbing half plane, when the whole system was in a moving fluid. In 

[46], the time dependence was considered to be harmonic in nature and was suppressed throughout 

the ana lysis. While, in t his chapter, the time dependence has been taken into account throughout. The 

tempora l Fourier transform has been applied to obtain the transform function in the transformed plane 

using the Wiener-Hopf technique [13] and t he method of modified stationary phase [12]. The t ime­

dependence of field is introduced by a delta function with temporal and spatial Fourier transform. II) line 

with the solution for diffracted fie ld, asymptotic so lutions are sought for spatial integrals in far-field 

approximation. It has been shown that how the frequency of incident wave is effected by the amplitude 

of the diffracted field in different limiting positions. Also, the effects of different parameters on the field 

can be seen t hrough t he graphs. 

In chapter six, the diffraction of waves due to an impulsive line source by an absorbing half plane in a 

moving f lu id using Myers' impedance condition in the presence of a subsonic fluid flow is studied and 

the effect of the Kutta-Joukowski condition has been exam ined by introducing the wake (trailing edge) 



attached to the ha lf plane. The time dependence of the field requires a temporal Fourier transfor.m in 

add ition t o the spatial Fo urier tra nsform. Expressions for the tota l far f ield for the tra ili ng edge (wake 

present) situation are given . 

To the best of aut her's knowledge, no attempt has been made to ca lcu late t he diffracted fie ld at an 

intermediate range, from an absorbing ha lf plane with a wake attached to it using Myres' condition. In 

chapter seven, the diffraction of waves, in the intermediate zone, due to a line source by an absorbing 

ha lf plane with a wake attached to it, in a moving f luid using Myres' condit ion is ana lyzed and the effects 

of t he Kutta-Joukowski condition has been exam ined by introducing the wake {trailing edge} attached to 

t he half plane. The solution for the leading edge situat ion ca n be obta ined if t he wake, and consequent ly 

a Kutta-Joukowski edge condit ion, is ignored. 

In chapter eight, the diffract ion of an acoustic wave from a finite absorbing barrier at an intermediate 

range by using Myers' impedance boundary cond itions have been investigated . In the ca lculations of the 

integrals [46) the terms of 1/{ KRo}I\ {1/ 2}are retained. If we consider intermediate range approx imation 

in terms of source position we need to reta in the next terms of 1/{ KRo}I\ {3/2 } in the expansion of the 

Hankel function. It is observed that the solution so obtained are much better than the solution obtained 

earlier. 
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Chapter 1 

INTRODUCTION 

Over the years, scientific research and development has genuinely been focusing on the 

study of 'acoustic waves ', discovering their numerous applications. Today, these waves 

are commonly used to define fluids and solids in terms of mechanical parameters like 

compactness/ stiffness and softness. Magnitude of such functions also expands over a 

variety of disciplines of which seismic study procedures/borehole survey, quantitative non­

destructive assessment of mechanical structures and investigative/ t herapeutic usage in 

medical science may be cited as common examples . 

The experimental observation enhanced the developments in acoustics . In this field , 

the problems are generally not agreeable to the direct t heoretical treatment and their 

solutions are very complex. Moreover, the acoustical phenomena are not less than three 

dimensions and they are transient in nature too. The medium is neither at rest nor 

isotropic where the scattering of acoustic waves is taking place. A complex analytic 

treatment is required to solve the problem as the boundary circumstances to which wave 

equation is subjected are not necessarily on a regular shaped geometry. "The Theory of 

Sound' written by Rayleigh, was based on the mathematical investigation of the subject 

of acoustics in which he has considered the assumption t hat the scatters are small as 

compared to the wavelength. Morse treatises of 'Vibrations and Sound' are considered 
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as another classical work in the same field in which he gave the solut ion of scatterillg by 

rigid, circular cylinders and spheres, not llecessarily small compared to the wavelength [1]. 

Scattering is a physical process in which some forms of radiation I moving part icles are 

made to diverge from a straight path by localized non-uniformities in the medium through 

which they pass. It also includes devia tion of reflected radiation from the angle given by 

the law of reflect ion. Mathematical analysis of scattering of light by faceted objects was 

the center of attent ion for so many medieval scient ists and t he study was pioneered in 

10th century AD by Ibn-al-Haitam who calculated t he asymptot ic field for diffraction of 

a wedge and came up with the t heory of wave propagation referred as Poincare [2]. Then 

came Sommerfeld [3], who deliberat ed on exact solution of diffraction from plate using 

physical method of images and mathematical theory of Riemann surfaces [4] . T he t ech­

nique of constructing t he mandator:v valued solut ion of t he wave equation was simplified 

by Sommerfeld in a succeeding paper [5]. Lamb [6] used parabolic coordinates and the 

results achieved by him were the same as incurred by Sommerfeld. Similarly, Macdon­

ald [7] presented exact solution to diffraction by softl hard wedge in acoustic plane wave 

incidence of dual-dimension by summing t he Fourier series representation of t he Green's 

function . Next , Carslaw [8] introduced periodic Green 's function to resolve diffraction 

problem. Schwinger [9, 10] used application of integral equation method for diffraction 

problems. Later , he also conducted research on the problems involving diffraction of 

plane wave by semi-infinite parallel cylinders or plat es which led to \Viener-Hopf type of 

integral equations capable of exact solutions. Magnus [11] showed that the problem of 

diffraction of sound waves of small amplit ude can be reduced to t he solut ion of a singular 

integral equation. Copson [12] analyzed the diffraction case from plane screen by integral 

equation , solved it using Wiener-Hopf t echnique [1 3] and proved that his solution was in 

line with half plane problem of Sommerfeld [3] . 

Around 1931, W-H t echnique [13] was introduced to solve certain integral equations, 
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of the type 
00 .I f (0 J( (x - 0 cl~ = 9 (T) (0 < 1.' < oc) , (1.1 ) 

o 

where K and 9 are given and f is to be found . This technique is footed on the applica tioll 

of integral transforms and the theory of analytic continuation of complex valued functions. 

It wa.s Copson [12] who applied t his technique for the first t ime to solve the problem of 

diffractioll of soulld waves by a perfectly reflecting half plane, using the integral eq uatioll 

formulation. The procedure was practiced by . Wiener and H. Hopf (1931) for solution of 

integral equations with a difference kernel for semi-infinite interval. It is also called general 

method of solving functional equations or factorization method and has been quite helpful 

for diffraction solutions in elasticity theory of boundary value problems for heat conduction 

equation etc. The procedure of W-H technique requires that the associated mathematical 

boundary value problem is to be transformed to the \ iV-H functional equation which has 

two unknown functions of a complex variable. These unknown functions are normally 

Fourier transforms of the solution of a partial differential equation or an integral equation . 

These are analytic in two overlapping half planes and are considered as an entire function 

whose asymptotic behaviour helps to determine the Fourier transforms and finally the 

inverse t ransformation gives t he solutions of the original equation.(1.1) 

The solution of W.H. functional equation requires decomposition of kernel into product 

of functions - a known function of complex variable with numerous isolated singularities 

that characterize the underlying physical processes. The product consists of one analytic 

and of almost algebraic growth in the upper/ right half of the complex plane, whereas the 

other is analytic and of almost algebraic growth in the lower/left half plane. In scalar 

case, this may be achieved using Cauchy's integral theorem. Relevant material along-with 

an extension of these techniques is found in Rawlins and W illiams [14], W illiams [15], 

Danielle [16] and Rawlins [17]. The factorization of scalar kernel is also suggested by 
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Carrier [18]. For numerical processing, Bates and Mittra [19] have suggested a ll integral 

representation for the factorization of a class of scalar functions and it has been SllC­

cessfully llsed for the radiation problems involving waveguide structures. The matched 

asymptotic expansions (MAE) method as proposed by Crighton [20] can also he used for 

the asymptotic factorization of W-H kernels. 

T he Wiener-Hopf method is useful for considering diffraction by half-plane e.g., Noble 

[13], Mittra & Lee [21]. This was easily extended to diffraction of two parallel half-planes 

like Abrahams [22] and Lee [23]. It makes a powerful tool to tackle 2 or 3 dimensional 

diffraction problems. This technique also comes up wit h many applications to extra­

acoustics issues and electromagnetism as seen in Wickham [24]. Kuiken [25], Shaw [26], 

Davis [27] problems with axial symmetry using some interesting modifications to classical 

method, Koeg [28]. 

Acceptable procedure on Vviener-Hopf technique based problems, in wave propagation 

theory, can be found in selected literature like Copson [12], Noble [13], de Hoop [29], 

Jones [30- 32], Mittra and Lee [21], Achenbach [33], Speck [34] and Abraham [22,35]. 

The basic characteristics of the W iener-Hopf technique are as follows:-

(a) The uniform asymptotic solution of t he diffracted field doesn't impose any restric­

t ion on incident and observation angles as in the case of GTD, Kobayashi [37]. 

(b) The W-H technique does not have a restriction on the boundaries as compared to 

the arithmetical techniques which are valid only for boundaries of finite length. 

Jumerous authors have undertaken research into scattering of sound and electromag­

netic waves by half plane. First, Sommerfeld [3] obtained valid solut ion of plane diffraction 

waves from half plane using image waves, though the answers get unbounded at incident 

or reflected shadow boundaries. Various investigations in the past were carried out for the 

study of classical problems in diffraction theory, e.g., electromagnetic waves diffraction due 

to a line source by a perfectly conducting half plane. Line source diffraction of acoustic 
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waves by a hard ha lf plane with a \Yakf' attached to it, was illvest igated by Jones [38] 

and acoustic waves diffraction by an absorbing half plalle was studied by Rawlins [39] . 

Boersma and Lee [40] stuctif'd t he electric liue source diffraction by a half plane. Hongo 

and l'\akajima [41] well thought out t hf' diffrac:t iOll problem of all allisotropic cylindrical 

wave by a cylindrical obst acle. Buyukaksov and Uzgoren [42] studied t he magnetic line 

source diffraction with different impedances. Rawlins et a l [43] considered the line source 

diffraction by an electromagnetic dielectric semi-infinite plane. Asghar et al has discussed 

line source and point source diffraction by t hree half planes in a moving fluid [44] ; line 

source diffraction by a rectangular cylinder on an infinite impedance plane has been ex­

amined by Tayyar and Buyukaksoy [45]; Acoustic diffraction due to a line source by an 

absorbing semi-infinite plane with Myres ' conditions has been contributed by Ahmad [46]. 

In recent times, Ayub et al [47- 49] investigated the line source diffraction phenomenon b~' 

a junct ion , reacti vE' st ep and an impedance step and more recently Ahmed and Naqvi [50] 

studied the response of a coated circular cylinder subjected to electromagnetic radiation 

produced by a line source. Diffraction of line source and a point source field by an ideal 

half plane was obtained by MacDonald [51] and Carslaw [52] whereas solut ions in terms 

of Fresnel functions bounded at shadow boundaries were presented by Clemmow [53] and 

Senior [54] . Using uniform geometrical diffraction, further advancement on half plane so­

lution with ideal boundaries was rendered by Pathak and Kouyoumjian [55]. Williams [56] 

also referred to diffraction of waves by half planes with no ideal boundary conditions in 

reference to surfaces with identical point reacting impedance in infinite product. Then, 

Rawlins [57] offered closed form solution for diffraction of plane wave by rigid-soft half 

plane. Considering the importance of line source, t he third chapter of the thesis comprises 

discussion on the "Line source diffraction by a slit in a moving fluid" and the contents 

of this chapter have been published in Canadian Journal of Physics Vol. 87 (11) , 

1139- 1149, 2009. Also 
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Discovery of Hew physical applications enabled t he study of scattering by half plane 

surfaces with more complicated boundary conditions. To cite an example, application as 

absorbent liners in aero engine exhausts may be attributed to impedance surfaces using 

\iViener-Hopf technj q11(~ . Further to his earlier work on diffraction fro111 an absorbiug 

barrier Rm\Tlins [39], Rawlins [58] calculated the diffraction from its edge with a model of 

an acoustically penetrable, but absorbing half plane barrier. He used boundary conditions 

with two parameters mixing t he pressure and its normal derivative on sides. T he boundary 

condition discontinuities are set by two parameters, chosen to give approximately t he same 

reflection and t ransmission coefficients as those found for plane wave incident to a thin 

layer with scalar wave equation as governing formula. 

Plane wave theory is taken as fairly accurate to predict wave scattering phenomena 

when sound source is far away from scatterer. However, a lim.itation is observed when 

a large source-to-scatterer separation remains wanting mainly due to obscurity regard­

ing sufficiency of separation length. Wave front of incident wave gets spherical at large 

distances from sound source having finite aperture. With extension of scatterer over a 

large size, change in frequency and spatial characteristics may occur as sphericity of wave 

front causes significant bending stress. T he source is more appropriately modeled as point 

source or array of point sources while presenting experimental situations. Significant dif­

ference in scattered field as compared to that of a plane incident would be observed if the 

point source is brought closer to the scatterer. Reasons of the difference in result s may 

be attributed to the fact that geometrically, surface area of scatterer by spherical wave 

front is smaller t han t hat of plane wave which reduces scattered field of specular reflection. 

Keeping in view the significance of point source, t he same has been d.iscussed in chapter 

four t itled "Point source diffraction by a sli t in moving fluid". 

Due to t heir practical applications in science, engineering and communication systems, 

strips and slits are typical examples among a number of simple obstructions. The scat-
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tering and diffraction problems related to these geometries have been explained by many 

research scholars. The phenomenon of multiple diffraction often occurs from both the strip 

and slit geometries Kobayashi [37]. The problem of diffraction by a strip with parallel 

edges was first discussed by Fox [59] and he also studied the diffrac:tion of pulses by a slit 

and a grating. 110rse and Rubenstein [60] used the technique of separating the variables 

to study acoustic waves diffraction of ribbons and slits. Much of the work done on half 

planes, strips, slits and cylinders etc. has been summarized and reviewed by Bowman 

et al. [61]. John [62] studied the wave scattering by strip geometry using synU11etry-like 

principles. The diffraction of electromagnetic waves by strips satisfying various types of 

boundary conditions has been studied by Senior [63], Tiberio and Kouyoumajian [64] 

and Tiberio et al. [65] which was based on the method called the geometrical theory of 

diffraction (GTD) and it was introduced by Keller [66]. 

The method of successive approximations was used by Bowman [67], Chakrabarti [68] 

and \iVickham [24] to solve the problems related to strip configuration. Scientists , like 

Jones [32], Kobayashi [37], oble [13], Faulkner [69], Chakrabarti [70], Asghar [71], Hayat 

and Asghar [72,73] and Ayub et al [74- 79] have successfully implied the W-H technique [13] 

for scattering by strips. Serbest and Buyukaksoy has expounded a unique contribution 

regarding the studies of diffraction by strips using W-H technique in conjunction with 

ray optical method and spectral iteration technique (SIT) and this technique has also 

been applied by Serbest et al. [81], Buyukaksoy and Uzgoren [82], Erdogan et al [83], 

Buyukaksoy and Alkumru [84,85] and Cinar and Buyukaksoy [86]. Cinar and Buyukaksoy 

[87] have studied the electromagnetic plane wave diffraction by considering an important 

configuration comprising a sli t in an impedance plane and a parallel complementary strip. 

In both theoretical and engineering considerations, scattering from a slit is a well stud­

ied problem in diffraction theory. Several authors like Asestas and Kleinman [88] have 

treated diffraction from slit in finite thickness screen. Jones [32] and Nobel [13] discussed 
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diffraction from a slit using \Niener-Hopf model. Still , t he most extellsive investigation is 

t hat of Lehman [89], who used analytical properties of finite Fourier transform. ::'-Jul1lcri­

cal treatment of coupled integral equations was used by Hongo [90], 1\ero and IvIur [91]. 

Similarly, Auckland and Harrington [92] worked on t he problem in terms of a prtir of ("011-

pled integral equations to secure transmission characteristics of slit in conducting screen 

of finite thickness placed between two different media. 

A vital part of noise theory is related to interaction of acoustic sources with wave sup­

porting structures. Spatial distributions of acoustic quadruples develop acoustic similarity 

which produces turbulance in the sound regions as seen in Light hill [93 , 94] (Lighthill 's 

famous M8 law) predicting t hat amplit ude of the sound produced due to compact turbu­

lent eddy is proportionate to eddy Mach number M's 8th power. Curle [95] extended this 

theory to consider the effect of solid boundaries. Here, Light hill 's free space quadruples 

are supplemented by surface distribution of dipoles (leaky resonant system ) with strength 

proportional to local fluid pressure in surface distribution of monopoles. Far more effi­

cient radiators of sound in contrast with acoustic quadruples are marked by dipole and 

monopole sources. Therefore, it was previously thought that acoustic power radiated by a 

nearby turbulent flow would substantially increase due to presence of large homogeneous 

surfaces. It was proved by Powell [96] and Ffowcs-William [97, 98] that large plane ho­

mogeneous surfaces can release, at the most , quadruple, acoustic energy radiated from a 

region of t urbulence. They also showed that genuine dipole sources may be enhanced in 

presence of ribs and struts in an otherwise homogeneous surface. Later, it was demon­

strated by Ffowcs-William and Hall [99] that the radiated intensity is increased over its 

free field value by a large factor [JvI]-3 if compact turbulent eddy is sit uated within acoustic 

wavelength of sharp edge of rigid half-plane. 

An inquiry into surface inhomogeneities and semi-infinite geometries was also facili-

tated by Crighton [100], Crighton and Leppington [101,102] and Leppington [103]. 
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Studying compact turbulent eddy close to elastic half-plane surface, Crighton [104J 

indicated presence of a powerful edge-scattered \'lave with illcrease of [111]-5/2 on a radiated 

intensity with free value. His analysis skips fluid -plate motiollS whereas t he influence of 

fluid-loading is significant in underwater acoustics and energy from incident wave may be 

transferred to plate waves as well as the edge-scattered wave in an outgoing phenomenon. 

Scattering of such a surface-wave was analyzed by Cannell [105,106], who used t hin elastic 

plate's edge for fluid-loading to examine diffraction of an incident wave. His observations 

for heavy fluid-loading were adopted by Abraham [107] to study plane wave diffraction 

by a large fixed plate. Crighton and Innes [108] further explained t he mot ion of plane 

elastic structures in heavy fluid-loading and its applications in edge constraints and various 

geometries. Later , it was seen t hat t his study of Ffowcs-W illiams was based on assumption 

of a potent ial flow near edge with infinite velocity on the point. The finiteness of velocitv 

can be described in two possible ways. 

a. Application of linear formulae with source terms , as adopted by ~avier-Stokes, 

and analysis of Alblas [109] model would reveals that in absence of main flow , small 

viscosity removes singularity in velocity at edge without affecting t he far-field pressure. 

b . As in aerofoil t heory, we may use t he equation of sound waves with brief ampli-

tude on edge in Kut ta-Joukowski condition. 

Fluid adheres t o bounding surface in viscous fluid . T he effect of viscosity is confined to a 

small boundary layer having strong vorticity, at small dist ance from surface, where veloc­

ity reaches the free stream value. Vortex layer is thin in case of thin wings. Vortices wake 

behind the wing and Kutta-Joukowski condit ion may be applied to determine strength 

of wake. J ones [30] introduced wake to see the kutta-J oukowski ' effect having low Mach 

number. His contribution also includes calculation of a field scattered from line source 

both in still air and moving fluid. He concluded that in moving medium beyond diffracting 

plane, Kutta-Joukowski condition does not exert appreciable influence on scattered field. 
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This condition yields a stronger field dose to wake. In this way, intense sound can eas­

ily be transmitted m;l.'ay from source through wake. It was Balasubramanyam [110] who 

extended t he case to t he point source excitation whereas Rienstra achieved diffraction 

of cylindrical impulse. Considering t be importance of wake condition , the sixth chapter 

of the thesis comprises discussion on the "Diffraction of an impulsive line source with 

wake" and the contents of this chapter have been published in Physica Scripta 82 (4), 

045402, 2010. 

Noise pollution is a serious threat to environmental protection and scientists like Butler 

[111], Kurze [112], Jones [113], Rawlins [134], Asghar [71] remained associated with its 

reduction. The efforts led to application of diffraction theory through barriers particularly 

to control highway noise in urban areas. Barriers with absorbing linings in satisfying 

absorbing boundary condition can be an ideal method of noise reduction. A mathematical 

model 011 these lines 'Nas first devised by Rawlins [134], who secured the mixed boulldary 

condition through diffraction of acoustic waves from half-plane. 

It is important to deliberate acoustic diffraction for moving fluids while handling the 

issue of noise produced by motor engines and other heavy machinery. Pioneering work 

of Rawlins [114, 134] may be applied here for acoustic diffraction by half-plane in moving 

fluids , while assuming flow as subsonic by definition . It concludes that sound intensity 

in shadow region of absorbing screen is attenuated in fluid flow. This study works out 

far field for trailing edge under wake [114] conditions while calculating the leading edge 

without it. Asghar [71] extended this research further to a finite plate and calculated the 

diffracted field due to both edges of plate. He came up with finite absorbing bm;rier which 

has great significance in aerodynamics and aero-acoustics disciplines. To solve the issues 

of underwater acoustics and of supersonic aircraft noise, a lot of work has been done on 

acoustic transients and transient structure-fluid interaction, for example, between "sonic 

boom" of supersonic aircraft and windowpane or between an underwater shock wave and 
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a submersible. 

Transient nature of the field, furnishing a better picture of wave processes, makes a 

significant trait of acoustic diffraction t heory. Wave occurrence is t ime dependent and it 

varies harmoniously in time-period. In this context, time harmonic wave propagation is 

often applied, but inharmonic time variation also exists in some significant fields. 

As a common rule, time harmonic wave propagation is of paramount importance; 

however, the basic wave propagation incidence from source to receiver through an ambi­

ent environment can better be comprehended through direct signal tracking in transient 

st ate. Here, t ime harmonic field comes as a special constant frequency in case of contin­

uously emitted excitation . Therefore, t ransient wave phenomena stimulat ed by various 

applications requiring explicit treatment of time-dependent effects made a point of in-

terest wit h Friedlander [591, Harris [115, 116J Reinstra [117]. de Hoop [118], Jones [32J 

and Asghar [119, 120]. Com;idering the importance of transient nature of t he field, the 

fifth chapter of the thesis comprises discussion on the "Sound due to an impulsive line 

source II whose contents have been published in Computer and Mathematics with 

A pplication, VOL. 60 (12) , 3123-3129, (2010) .. 

A unique effort has been made in chapter seven and eight by considering t he diffraction 

for the intermediate range. In chapter seven the diffraction by a half plane with wake for 

an intermediate range has been examined while in chapter eight sound waves diffraction 

by a strip for an intermediate zone has been discussed in detail. As far as available record , 

no such attempt has been made to solve t he above mentioned problem, particularly for 

an intermediate range. 

Noise reduction by means of barriers is achieved through diffraction theory. Much 

attention is being paid to design and performance of noise barriers, particularly for reduc­

tion of traffic noise e.g., Butler [111J and Kurze [112J. Equally important is application 

of noise protecting by barriers Jones [38]. Noise level can also be effectively reduced in 
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shadow region of barrier by lining the barrier with absorbent substance. T he absorbing 

linning of the surface is depicted by the relation between acoustic pressure of t he wave 

and normal velocity changes (Morse and Ingard [121]). The 'Conclusions' also include 

t hat dependence of field on absorption parameter tantamount that intensity of sOllnd can 

be quite reduced if absorption parameter is carefully selected. 
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Chapter 2 

PRELIMIN ARIES 

The term acoustics is associated with the production , t ransmission , reception etc . of 

sound. A vibrational disturbance is called sound if its frequency lies in t he range of 20 

to 20,000 Hertz. However , the ultrasonic frequencies above 20,000 Hertz and infrasonic 

frequencies belovv 20 Hertz are also included in acoustics. Actually, sound. is a distur­

bance of mechanical energy which propagates through matter as a longitudinal wave. The 

frequency, wavelength, amplitude, period and speed are the characteristics of sound. 

T he phenomenon of winding of waves about small hurdles or t he dispersion of waves 

past small openings is called diffraction . A sound wave is scattered not only by a solid 

object but also by a region in which the acoustic properties differ, in t heir values, from 

the rest of t he medium. When an object scatters sound, some of t he energy carried by 

t he incident wave is dispersed. T his energy loss is eit her absorbed by the scatterer or 

deflected from its original course and results in the reduction of intensity of plane v,'ave. 

Some of the definit ions and the mathematical preliminaries are presented here. 
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2.1 Fourier 'Transform [122] 

Fourier transforms are very llsefnl in solving partial differential equations. The Fourier 

transform technique can be used in solving the integral equations or boundary value 

problems when thf' domain of the problem is infinite or semi-infinite. 

The Fourier transformation of f (x) is given by 

00 

1 J . F(a) = V21f f (x) euxxdx, (2.1) 
-00 

provided t hat t he above integral exists and f (x) is bounded in the given domain for all 

x . Here, a = a + iT is a Fourier transform variable and is complex in general. T he 

Fourier transform of f (x) is represented by F(a) . The properties of the function F(oJ 

arf' disc11ssed hy writ.ing t,1lP Fonrier t.ransform integral i'tS f\ S11m of thf' t.wo integrals i'tnd 

each one of them is defined in the semi-infinite range i.e. , 

(2.2) 

where 

f+ (x) = { 0 

f (x) 

x<O 
(2.3) 

x> O 

or 

(2.4) 

If t he exponential order of the function f + (x) is as 

as :1.' ---) 00, (2.5) 

then the function F + (a) is an analytic function of the complex variable a = a + iT , and is 
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regular in the upper half a-plane, i.e., T > T _ . III this domain F+l ev ) -) () as 10 I -~ 00 . 

l\ ow by taking the inverse Fourier transform 

oc 

1 () 1 j' F ( ) -io~'d + :1: = ~ + C1. e C1. , 
v 27T . 

(2.6) 

-00 

and the integration will be over any straight line T > T _ which is parallel to the real axis 

in the complex 0' - plane . T he strips of analyticity will be found by taking the domain of 

analyticity of F+(a) as t he real axis when 1+ (x) decreases at infinity, i.e., T _ < 0, and the 

Eq. (2. 6) 'would be integrated along the real axis and when 1+ (x) increases at infinity, 

i. e., T _ > 0, but not faster than the exponential function with the linear exponent , the 

domain of analyticity of F+(a) lies above t he real axis of t he complex 0' - plane and the 

Eq. (2 .6) would be integrated above t he real axis. 

Similarly for the function 

x<o 
(2.7) 

::1: > 0 

or 

(2.8) 

If the exponential order of t he function 1- (;c) is as 

11- (:r)1 < M eT 
... 

X as x -----4 00, (2 .9) 

t hen t he function F _ (a) is an analytic function of the complex variable 0' = (J + iT and is 

regular in t he lower half a-plane, i.e. , T < T + . In this domain F_(a.) -----4 0 as lal -----400 . 
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We take the inverse Fourier transform 

(2. 10) 

-00 

and the domain of analyticity of F _ (a) contains the real axis for T + > 0) and it does not 

contain the real axis for T + < O. So, the Eq. (2. 10) is analytic in the domain T _ < T < T +. 

The inverse Fourier transform relates the functions f (x) and F (a) as under 

(2. 11) 

where t he integration is performed on t he complex a-plane lying in the strip T _ < T < T +. 

T he function F (a) is analytic for T + > 0 and T _ < 0 in the strip containing the real axis 

of the complex u - pI (/ /I e. 

2.2 Decomposition Theorem [13] 

Let f (a) be an analytic function of a = eT + iT regular in the strip T _ < T < T +. If 

If(a)1 -+ 0 uniformly, within t his strip as leTl -+ 00, t hen f(a) can be decomposed as 

(2 .1 2) 

where 
oo+ic 

f+(a) = ~ J f(v) dv 
27fZ V - a 

T _ < c < T < T +, (2. 13) 

-=+ic 

is non zero and analytic in the a-plane defined by T _ < T and 

=+id 

f - (a) = -1 J f(v) dO' 
2m, v - a 

T _ < T < d < T +, (2.14) 

-=+id 
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is non zero and analytic in the a-plane T < T . 

2.3 Factorization Theorem [13] 

Let 1 (0.) be an analytic function of a = CJ + iT , regular and non zero in the strip T _ < T < 

T +. If 11(0')1 -7 1 uniformly, within this strip, as ICJI -700 , thell f(o) can be factorized as 

1(0') = 1+(0') 1-(0'), (2.15) 

where 

1 ( ) - [1 OOJ +iC In 1 ( v ) d 1 + 0' - exp - . v 
21f2 v-a 

-oo+ic 

T_<C<T<T+, (2.16) 

is regular and non zero in the upper half a-plane defined by T _ < T and 

1 ( ) 
[ 
-1 OOJ+id In f ( v) d 1 

_ a. = exp - v 
21f1 v-a. 

-oo+id 

T_< T < d < T+, (2.17) 

is regular and non zero in the lower half a-plane defined by T < T +. 

2.4 Kutta-Joukowski Condition 

T he flow is assumed to be trailing off the edge at the fluid- fluid interface and to cater this 

situation a condition is imposed which is called the Kutta-Joukowski condit ion. Imposi-

tion of this condition requires the discontinuity of the velocity potential and continuity 

of its normal derivative. The Kutta- J oukowski condition allows an aerodynamicist to 

incorporate a significant effect of viscosity \\Thile neglecting viscous effects in the conser-

vation of momentum equation. It is vital in practical calculation for the lift of a wing. 

The equation of conservation of mass and conservation of momentum applied to inviscid 

fluid flow, such as potential flow around a solid body, results in an infinite number of 
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valid solutions. One of the ways to choose the correct solution is to apply the viscous 

equation, in the form of Navier -Stokes equation. However , the results may not provide 

the correct solutions in the closed form. The boundary condition for the flow around a 

body, in case of a non-viscous flow , is that the snrface normal component vanishes. But 

for viscous fluid , the actual boundary condition is that the fluid adheres to the bounding 

surface and this requires that both velocity components (normal and tangential) subject 

to the body should disappear. For a small space ofr the edge, t he velocity becomes equal 

to free stream value and the viscosity is confined to a very small boundary layer along the 

surface. But, as the vortex layer is thin for thin wings, so it make a wake behind the wing 

whose strength is approximated by what is known as the Kutta-Joukowsky condition. 

2.5 The Wiener-Hopf Technique [13 , 32] 

The Wiener-Hopf technique is a powerful tool for solving the problems involving difrraction 

by semi-infinite / finite planes. The technique is footed on the implication of integral 

transforms and t he analytic continuation of complex valued function. Carleman invented 

this technique in 1922. Later, T. Wiener and E . Hopf (1931) applied this technique to 

solve the differential equation governing a problem of radiation equilibrium of stars [123]. 

They also found a tool to solve such type of problems and published a paper [124] in that 

regard. Originally, W-H technique [13] was used to solve the integral equation of the type 

00 

J f (0 J( (x - e:) de: = 9 (.x) (0 < x < (X)) , (2. 18) 

o 

\>.There J( and 9 are given and f is to be found . D . S. Jones made a modification in 1952 by 

applying this technique to boundary value problems [125] . The Jones ' method was based 

on the direct application of integral transformations to the partial differential equation 
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and the associated boundary conditions. This method overlooked t he initial derivation of 

the integral equation and resulted into formation of a complex '\iV-H functional equation 

directly. Sillce then, it is used for solving certain integral equations and various boundary 

value problems in Mathematical Physics, Elasticity and Heat conduction by weans of 

integral , Fourier, Laplace and other transforms. 

Partial differential equations are very useful to find the solution of certain geometrical 

shapes such as circle and infinite strips, with the help of method of separation of variables. 

However , difficulty comes across in finding solutions for shapes not covered by the method 

of separation of variables. The Wiener Hopf technique provides a significant extension of 

the range of problems that can be solved by Fourier , Laplace and Mellin transforms. 

General Scheme Of Wiener Hopf Technique 

As an example, we apply Fourier transforms to partial differential equations which results 

in two unknown functions 'w -'- (0) and v' _ ((\ ) of a complex variable (\ ,. These unknown 

functions are analytic in the regions 1m Q > T _ and 1m 0' < T + (T _ < T +) respectively. 

The unknown functions approaches zero as 10'1 ~ 00 in their respective domains of ana­

lyticity. They satisfy the functional equation 

A(a)'l/J+ (C\') + B(a)w_ (a) + C(a) = 0, (2.19) 

in the strip T _ < 1m a < T + , A(a), B(a) and C(a) are given complex valued functions, 

analytic in the strip, T _ < 1m 0' < T + and, moreover, A(a) and B(a) are non zero in t he 

strip [13] . 

The core step in the Wiener-Hopf method is to find L+(a) and L _(a) in above equa-

tions , i. e., 

(2.20) 

where the function L+ (a) and L_ (Cl') are analytic and different from zero, for half planes 
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1m CI' > T'- and 1m 0 < T 'J and strips T _ < 1m (\ < T] and T'- < 1m 0 < T~ respectively, 

and have a common portion. \"Ie use Eq. (2 .20 ) in Eq. (2.19) to ,,'rite 

(2.21) 

We ,vrite t he last term in Eq. (2.21) as 

(2.22) 

where the functions D + ( Q) and D _ (a) are analytic in the half planes 1m a > T~ and 

1m CI' < T~ respectively, and all t he three strips, T _ < 1m Q < T +, T'- < 1m 0' < T~ and 

T~ < 1m a < T~ have a common portion in the strip T~ < 1m a < T~ . T he following 

('4 uaLiull hulels Ll'Ill' ill the gi vell s1,rip 

(2.23) 

The left hand side of Eq. (2.23) is a function analytic in T~ < 1m a, and the right hand 

side is a function which is analytic in the domain 1m a < T~ . T he equality of these 

functions in the strip T~ < 1m a < T~, with analytic cont inuation shows that there exists 

a unique entire function P( 0'), coinciding with left and right side of Eq. (2 .23) respectively, 

in t he domains of their analyticity. We suppose that 

as Q ~ 00, 1m a > T _, (2.24) 

as 0 ' ~ 00, 1m a < T +. (2.25) 

Then by the extended Liouville's theorem [13] , If P( a) is an integral function such as 

IP(a)1 < !vI lalP as a ~ 00 where 111 and p are constants, then P(a) is a. polynomial of 
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degree less than or equaJ to [p] 'Nhere [p] is the integral part of p. So the equations 

(2.26) 

(2.27) 

define the desired functions with constants and the supplementary conditions of t he prob-

lem help us to determined these unknowns. So, we can say that the representations of the 

Eqs.(2.26) and (2.27) form the basis to use the Wiener-Hopf method. 

2.6 Jones' Method [13 , 126] 

Jones ' method, as established by D.S. Jones in 1952, is more appropriate than the in-

tegral equation formulation method for solving the boundary value problems using W-H 

technique. The integral equation formulation method provides to apply the boundary 

conditions before the Fourier transform is taken. But, in Jones' method, the Fourier 

transform is applied directly to the wave equation and all t he boundary conditions are 

applied in the transformed domain. As an example, let us take a half plane problem in 

which steady state waves exist in two dimensional (x, y) space and the harmonic time 

dependence is e-iwi . Suppose the boundary along the negative real axis is rigid and the 

plane waves 

¢i ( X, y) = e -ikxcos O-ikysinO (O< B< 1f), (2.28) 

are incident on the barrier. Let the total velocity potential be ¢t. (x , y) as 

(2.29) 
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where cpl.T, y) is t he diffracted potential and satisfies the Helmholtz's equation 

(2.30) 

and we assume k to have positive imaginary part [13] . T he boundary conditions are 

or 

also 

alld 

8<b1 = 0 
8y 

on y = 0, - 00 < ~. :::; 0, 

8¢ = ik sin e e-ikx cos () y = 0, 
8y , - 00 < x:::; 0, 

8¢ 8¢ . 
~ and ~ are contmuous on y = 0, 
u~1 u JI 

- 00 < ::1.' < 00, 

¢I and ¢ are continuous on y = 0, 0 < T < 00. 

We define the Fourier transform of a certain function <b (x, y) as: 

w (ex, y) -- ¢ (x, y) eiQXdx, 1 100 

y'2(ff -00 

and also W (ex , y) w+ (ex , y ) + w_ (ex , y ) 

where 

and 
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(2.33) 

(2.34) 

(2.35) 

(2.36) 

(2.37) 



Further 

as ;1.' ----7 00, (2.38) 

as .L' ----7 - 00, (2 .39) 

so that W + is analytic for Im 0' > - k2 cos f) and W _ is analytic for Im a < k,2 cos e. 

Applying Fourier transform on Eq. (2.30) ,we obtain 

el2 W (0', y) 2 ( ) 
------'-----'- - "V W 0' 'y = 0 ely 2 f , , 

(2.40) 

where 

(2.41) 

The solution of Eq (2.40) is given as 

y '2 0, 
(2.42) 

y :s: O. 

The real part of 'Y is always positive in the strip -k,2 < Im 0' < k2 cos e and so A2 = Bl = 0 

in Eq.(2.42) and using Eq. (2.33) we write 

elw(O' , O+) 

ely 
elw (0',0-) 

ely 

and also, we write -AI = B2 = A , in Eq. (2.42) and get 

{ 

A( 0' )e-1Y , 

w (O',y) = 
-A(O')e'lY, 

26 

(2.43) 

(2.44) 

(2.45) 

y :s: O. 



\t\1heu a transform is discontinuous across y = 0, we use the follovving not at ion 

(2.46) 

-00 

and the use of Eq. (2.34) results ill 

(2.47) 

and using Eq. (2.33), we get 

(2.48) 

Similarly 

(2.49) 

Using Eqs. (2.47) to (2.49) in Eq. (2.45), we obtain 

\]i + (0 ,0) + \]i _ (0 ,0+) = A(O' ). (2.50) 

(2 .51) 

\]i ~ (0' , 0) + \]i '- (0 ,0) = - I' A(O') . (2 .52) 

Actually, we are concerned with the equations which contain the functions whose regions 

of regularity are known. 

By adding Eqs. (2.50) and (2.51), we obtain 

(2.53) 
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By subtracting Eqs. (2 . .5{) ) and (2.51), we get 

In above equation , W'-- (C\', 0) is known and is given by 

or 

I ( ) _ k sin B 
\]! C\', O - f(C . 

- V 27r (C\' - k cos B) 
(2.56) 

Lct llS writ c for com"cnicncC' 

(2.57) 

and 

(2.58) 

From Eqs. (2 .53) and (2.58), we obtain 

(2.59) 

Using Eqs. (2.56) and (2 .57) in Eq. (2 .58), we get 

I () k sin B * ( ) 
\]! + 0', 0 + -12K = -'"yW C\'. 

27r (C\' - k cos B) 
(2.60) 
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The unknown functions in Eqs. (2 .59) and (2.60) are 'l1 +(0) , 'l1 ~( () ), \jJ * (0) and 4} ;' ((1 ) . 

Both the equations hold in the strip of analyticity - k2 < Im 0' < k2 ('as e and are in 

standard \ iV-H form. \ iVe substit ute I = ..J(;+I~ in Eq. (2.60) and arrange it as 

'l1~(O ) + k sin e = -~<I> * (0') , va + k -j'j;ffVet + k (0 - k cos e) 
(2.61) 

where vet + k is non-zero and analytic in Im a > - k2 and va - k is non-zero and analytic 

in Im 0' < k2 cos e. In above equation, we observe that the first term on the left hand side is 

regular in Im 0' > - k2 and the second term is regular in the strip - k2 < Im 0' < k2 cos e, 

whereas its right side is regular in Im a < k2 cos e. The middle term is split ted as 

k sin e k sin e [ 1 1] 
-j'j;ff (0' - keose) Va + k Vk + k cos e J2HJO' + k (0' - keose) 

k sin e 
+ J2H(0' - k case) J k + kcos e ' 

(2.62) 

or 

(2.63) 

where 

p + (0') _ k sin e {I _ 1 } 
- J2H (0' - k cos e) VO' + k Vk + k cos e ' 

(2.64) 

is regular in T > -k2' and 

p _ (0') = k sin e . 
-j'j;ff (a - k ('as e) Vk + k cos e 

(2.65) 

is regular in T < k2 cos e. 
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Consider a function J (C\ ) which is regular in the whole 0' - pi 0'/1 e as 

.1(0 ) ~ { (2.66) 

J(O'. ) is regular in 1m 0'. > - k2 and in 1m 0'. < k2 cos e, and hence regular in the strip 

- !,;2 < 11110' < "'2COS e, provided that J (0 ) has algebraic behaviour as a. ~ 00 . The 

exact form of J ( a) can be found v,rith the help of extended form of the Liouville's t heorem. 

Now, using t he edge conditions [13, 126]' the behaviour of the functions appearing in Eq. 

(2.66) as a ~ 00 can be examined as follows 

1\lJ -(0+)1 < C1 1O'I-1 as a ~ 00 in T < /;;2 cos e, 

IW ~(U) I 
I 

< e2 1nl 2 a.::; (1 - 00 ill T > - "'2 , 

P_(o') < C3 IO' I- J
, as C\ --. 00 in T < k 2 cos e, 

P+(o') < C4 10'1-1 
, as a ~ 00 in T > - k2 . (2.67) 

Using the above asymptotic approximations in Eq. (2.66) and we observe that 

1 

J (O') < C5 1O'I- 2 as a ~ 00 in T < k2 cose , 

(2.68) 

which shows that J( 0'.) is regular in the whole a - plane and tends to zero as 0' ~ 00. 

Thus by the extended Liouville's theorem, J (0') must be identically equal to a constant. 

Therefore, we have 

\lJ~ (0) (2 .69) 

cp* (0) (2.70) 
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We substitute \]I ~(O ) and w'j O) in Eq. (2 .52), and find .4(0 ) as 

(2.71) 

Now, substituting t he value of .4(0:) 111 Eq. (2 .45) and then applying inverse Fourier 

transform, we get 

oo+ia 
1 J e- i O'x'f I'Y 

¢(x, y) = =r=-Jk - kcos B ~ dO'.. 
2n a - k (a - k; cos B) 

-oo+ia 

(2.72) 

which can be solved by using asymptotic methods. 

2.7 Green's Function Method 

T he Green 's function is the response at :1' at time t due to a source located at t ime to 

and only depends on time after the occurrence of the concentrated source. The Green's 

function method may be utilized to solve partial differential equation and we use a unit 

source (impulse Dirac Delta) as the driving function. An integral operator is found which 

produces a solution satisfying all t he given boundary conditions for our non-homogeneous 

differential equation. The integral operator comprises a kernel which is known as the Green 

function and we denote it by G(x , xo). This kernel is multiplied by the non-homogeneous 

term and the equation is integrated by one of the variables . The Green 's function is also 

known as the impulse response of the syst em or the ' transf eT function' [127]. 

Let L be a given differential operator and g(.'"C) be a given continuous function. We 

need to find the unknown function y(x) which satisfies 

L [y(:r)] = g(;r) , (2.73) 
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and specified boundary condit ions. If t he operator £ is one-one, t hen £ - 1 also exists and 

we can write 

y(:r) = £ - 1 [g(:r) ] . 

or 

y(.T) = J £ - 1 [g(xo)6 (:r - XO ) dxO]. 

T he solution of Eq . (2.73) when 

g(X)= 6 (x-xO), 

is called t he Green 's function G (.T, :1.:0) and it satisfies 

£ [G (.r , .co) ] = <5 (.1' - TO ) , 

for the same boundary conditions as on the function y(:r ). 

Construction of the Green's function 

(2 .74) 

(2 .75) 

(2.76) 

(2.77) 

T he Green 's function is different for different equations. We construct the Green 's function 

for the S-L boundary value problem, as every second order non-homogenous differential 

equation can be converted into Sturm-Liouville (S-L) form, subject to the homogeneous 

boundary conditions [128] . 

[ d~ {p(x) ~~ } -q(x) y] + Ar(x) y=g(x) . (2.78) 

We can write Eq. (2 .78) as 

[£ + ArCr)] = g(x) , (2 .79) 

where A is an eigen value of t he corresponding S-L system. T he Green 's function will 
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not exist for all those values of /\ for which the above equation ha.c; trivial solutioll. ~ -ow, 

suppose the Green 's function exists , then the solution of Eq. (2.78) can be written as 

b 

y(x) = jg(X:o)G(:c,.ro)cLro. 
a 

For a unit impulse deriving function , Eq.(2.78) will take the form 

[ el { elG} ] elx p(x) elx - q(x)G + >'T (X)G = () (x· - xo), 

At x -=1= Xo Eq. (2.81) can be written as 

[el~1: {p(x)~~} -q(X) G] + >'7"(x)G=O , 

Suppose Eq. (2.82) ha.'3 the solution as 

x < x < b. 0 __ 

(2.80) 

(2.81) 

(2 .82) 

(2.83) 

where the constants Al and A2 can be found by using the various properties of the Green's 

function. 

The continuity of G(x, xo) at x = Xo implies that 

(2.84) 

To establish the discontinuity of t he derivative of G(x, xo) at x = Xo , we integrate Eq. 

(2.81) from x = Xo - E to Xo + E , i.e. , 

Xo+c Xo+c 

}2::;0 j [ el~ (P( x) ~~) + {- q(x) + [)T(X)} G] elx = }2::;0 j () (x - xo) elx. (2.85) 

Xo-E: 
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Since q(x) , '/'(:1') and G(.r ,:l'o) are continuous at .1' = .1'0 , ,,,e 'write Eq. (:2.1j5) a.-; 

1. [ () { clG(XO + E, La ) clG (.ro - E, TO ) }] 1 
i n1 p.T - = , 

s~o ~. b 
(2.86) 

which leads to 

(2.87) 

or 

(2.88) 

We Solve Eqs. (2.84) and (2.88) to obtain 

(2.89) 

where 1V( .1:0) is t he Wronskian . 

We get t he Green 's function by substit uting the values of A J and A2 into E q. (2.86) 

a :::;.1' :::; Xo, 
(2.90) 

Xo :::; x :::; b. 

The Green 's function thus obtained is in the closed form and not in t he form of an infinite 

series of orthogonal functions. 

The properties of the Green 's function are summarized as follows: 

• G(x, xo) satisfies the homogeneous differential equation except at :r = Xo· 

• G(x , xo) is symmetric with respect to x and Xo. 

• G(x , xo) satisfies the homogeneous boundary condit ions . 

• G(x, xo) is continuous at x = Xo. 
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• The derivative of G(.T, xo) is discontinuous at .1' = :]':0 . 

• G(x , xo) satisfies £G(T, .1'0) = O. :r -1= :1'0. 

2.8 The Method of Steepest Descent [129 - 132] 

The method of Steepest Descent is used to approximate several integrals which comes 

across in different boundary value problems and represent the diffraction and radiation 

fields. The integrand in these integTals usually contains a large parameter and the integrals 

are approximated in terms of that parameter because they have a large value contribution 

in the integrals. It is very difficult to handle these integrals and sometimes it is impossible 

to evaluate them in closed form due to the diverging nature of the parameter. A path of 

integration with a special geometrical property is chosen to solve these types of integrals. 

Riemann was the one who originated this method and Debey later developed it further 

[131]. 

For example, let us find the asymptotic expansion of a function defined by an integral 

of the form 

(2.91) 

where A is very large and positive parameter, and the path A to B of integration is an arc 

or a closed curve in the z - plane. The functions WI (z ) and ¢( z ) are independent of A , 

analytic in functions of z and regular in a domain which contains the path of integration. 

VVe take A to be real , otherwise A = AoeiJ3 and e'i,B can be absorbed into Wl (z ). Writing 

Wl (z) = 1/, (x, y) + iv (:1', y) , where x, y, 'U and v are real, then 

(2.92) 
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The magnitude of t he integral mainly depends upon the real part of 'Wl( Z). The core idea 

of this method is to deform the path of integration so that the path passes through the 

zero of 'W~ (z) whereas the imaginary part of 'W] (z) is constant on the path. 

The bound for the integral I is 

(2.93) 

where L is the length of t he contour , j is t he maximum value of 1¢(z)1 on t he path and 

U is the maximum value of u on the path from A to B . The Eq. (2 .96) might be an over 

estimate since the deformation of the path might produce a much less value of 1L. So, t he 

best bound is selected by taking t he path of integration in such a manner so as to take u 

as small as possible. 

When A is large, a small displacement ill v will produce a rapid oscillation of the 

sinusoidal t erms in e.l:p(iB). In general, the contribution from any other part of the path 

of integration will be almost the same as from this part. However , if the path of integration 

is chosen in such a way on which v is constant, t hen the rapid oscillation ",rill disappear 

and the most quickly varying part of t he integration will be exp( - AU ) . In t his case, t he 

contribut ion v-rill t hen come from the neighbourhood of t he points where u is the smallest . 

So, the core of the method consist s of deforming the contour , as far as possible, into a 

curve v = constt . passing through the point where 1l is the greatest . 

T he points at which 'W~ (z) = 0 are called saddle points. Let z = Zo = Xo + iyo be a 

saddle point . As w~ (z) = 0 so 

aU ov au f)v 
-=-=-=-=0 ax a.']; oy oy . (2 .94) 
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'll and so v cannot have a maxima or minima at a saddle point ~.'}'o. Yo) becanse 

Further 

which gives 

au aLL 
-=-=0 aoT ay . 

i.e., both t he quant it ies U xx and U yy have opposite signs. Also, we have 

which is a condition for a saddle point. The above relation shows that ':'0 

neither a maxima nor a minima. 

(2.95) 

(2.96) 

(2.97) 

(2.98) 

Now, we show that the path along v = constt is the path of the steepest descent. At 

a posit ion defined by z = Z l , we consider a local coordinate S in a direction defined by 

t he angle () with t he posit ion z-axis . Then 

au as = U x cos () + u y sin () (2.99) 

where 

(2. 100) 

If ~~ is to be t he maximum of variable () , t hen we must have 

-Ux sin () + uy cos () = 0 (2.101) 
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Using Cauchy-Rehmau equr:ttions, t he Eq. (2.Hll ) tii.kes tllP form 

Eh 
- V.1: Sill f) + 1' " COS f) = - - = 0 ., Ds (2. 102) 

Since ':: 1 is arbitrary, v must be constant along t he path of steepest descent. 

T he saddle point links the valleys and ridg es 017 the surface '1./.( x , y ). The curve '/.' = 

constant will go eit her up a ridge or down a valley as these are t he derivatives of the 

greatest change. These are t he points of t hesteepest descent for which the neighbourhood 

of the saddle point produces the most significant cont ribution. We have 

0'1.1. ou 
--- - 0 ox - oy - (2 .103) 

aL a sauule lJOillt . i.e., where ll ' ~ ('::0) = O. \ ;Ve call eXVetllU (/ ' j (:::) iu a Taylu l" s series cLloug 

t he path of st eepest descent by assuming that W j ('::0 ) -1= 0 i.e., 

1 2 ,. 
W I (z) = Wj (zo) + 2' (z - zo) W j (zo) + ... , (2.104) 

or 

(2. 105) 

In above, right hand side is purely real as v = constant and we write 

(2. 106) 

and it changes the complex variable z to a real variable t and describes the path from 

valley to valley along a route that descends most rapidly on the either side of the point 
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2 0. l\m;v using Eq. (2. 106) in Eq. (2 .91), we have 

B 

J().. ) = J qJ(z)eA
'U' j (z) _ /2 dz. (2 .107) 

A 

or 
B 

J()") ~ eAW1(Z) j '¢(z)e-.xt2 dz dt . 
. dt 

(2. 1O~) 

A 

The exponential in the above integrand decays more rapidly as compared to the function 

¢(z ). We write 

(2.109) 

with the condition that ¢(zo) is not singular in the vicinity of z = zoo We write Eq. (2 .106) 

as 

(2. 110) 

and using the polar coordinates 

~ ~ - 7' e;(Jo 
~ - ~o - 0 , (2. 111) 

in Eq. (2. 110) we get 

(2.112) 

This leads to 

(2.113) 

or 

(2.114) 

By using Eq. (2. 114) in Eq. (2 .111 ) , we find 

(2.115) 
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Substit uting Eq. (2. 115) in Eq. (2 .109) results in 

(2.116) 

or 

(2.117) 
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Chapter 3 

LINE SOURCE DIFFRACTION BY 

A SLIT IN A MOVING FLUID 

In this chapter the diffraction of a cylindrical acoustic wave from a slit in a moving fluid 

using Myers' condition [133] is investigated to present an improved form of the analyti<..:al 

solution for the diffracted field. The mathematical results are well supported by graphical 

discussion showing how the absorbing parameter and Mach number affect the amplitude of 

the velocity potential. We have drawn the numerical results and we get a corrective term in 

the solution of our problem which was altogether missing in [134]. The graphs give a clear 

picture of the variation of the velocity potential for various parameters. T he graphs also 

verify our mathematical calculations. T he asymptotic analysis of the resulting integrals is 

carried far enough to permit t he calculations of diffracted fields far from the slit. To the 

best of author's knowledge, t his problem of diffraction has not been discussed earlier and 

so it seems to be the first attempt. The method of solution consists of Fourier transform, 

\Viener-Hopf technique [13,32] and the scattered field is found by taking the inverse 

Fourier transform and using the method of steepest descent [129-132]. Here, unequivocal 

expressions are obtained for the singly diffracted field , i.e. , separated field , and doubly 

diffracted field, i.e. , interaction of one edge upon the other. 
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A classical topic in electromagnetic and acoustic wave theory is diffraction by slits 

and strips. The diffraction patterns from them involves a lctrge number of analytical, 

numerical or a combination of both methods, like separation of variables [60], geometrical 

theory of diffraction (GTD) [66 , 136]' Kobayashi's potential method [137,138]' spectral 

iteration technique (SIT) [80], method of successive approximations [24,68]' and the W-H 

technique [71,139]. Bessel's potential spaces [140] and Maliuzhinetz-Sommerfeld integral 

representation [141] are some of the recent developments. The microwave, optical in­

strumentation and guiding structures containing thick slits or slots has made diffraction 

of plane acoustic/electromagnetic waves by a slit as an important topic [142]. Clem­

mow [143] studied diffraction of H-polarized plane wave by a wide slit and a normally 

incident E-polarized plane wave by a narrow slit by using the method of plane wave spec­

trum representation. Similarly, Achenbach [33] analysed diffraction of a plane horizontally 

polarized shear wave and a plane longitudinal waye by a semi-infinite slit using integral 

transforms with the W-H technique and the Cagniard de-Hoop method. 

3.1 Formulation of the Problem 

We consider the diffraction of an acoustic wave due to a line source from a slit occupying 

a space {p ~ x ~ q, Y = 0, Z E (- oo,oo)}. The positions of the planes located on both 

sides of the slit are given by {-oo < x ~ p, Y = 0, Z E (-00, oo)} and {q ~ x < 00, Y = 0, 

Z E (-oo,oo) }, respectively and these are assumed to have vanishing thicknesses. The 

line source is located at (xo, Yo ) and the system is placed in a fluid moving with subsonic 

velocity U parallel to the x-axis. The time dependence is considered to be of harmonic 

type e-;wt (w is the angular frequency) and is suppressed throughout the manuscript. The 
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plane is assumed to be satisfying the j'l'lyers' condition [133] 

- is C Dj) 
U n = - + -. - -.- . 

Z" 10.-' Z(I eh: 
(3. 1) 

where 'Un is t he normal derivative of the pertmbatioll \'elucitv, p is the snrface pressure, 

Z" is the acoustic impedance of the surface and -n a normal pointing from the fluid into 

t he surface. T he perturbation velocity u of the irrotational sound wave can be written in 

terms of t he velocity potential <P as u = \7 <P . The resulting pressm e is of t he sound field 

can be written as 

is = -Po ( -iw + U !J <p (x, y ), (3.2) 

where Po is the density of the undisturbed stream. The geometry of the problem is shown 

ill figllre 1. 

p o q 

,. 

Fig. 3. 1: Geom~try of t he diffraction problem 

The wave equation satisfied by t he total velocity potent ial <P in t he presence of t he line 

source is given by 

[ 
82 8 82 

] (1 - M2)!) 2 + 2ikM £:l + !) ? + e <p (x, y) = o(x - Xo)o(y - Yo), 
uX uX uy-

(3.3) 
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and at y = 0, the Eqs. (3 .1) and (3.2) lead to the following boundary conditions 

- =F 23l\I - ± i/; .t3 =F ---. -. <D (:/", o±) = 0 [ 
0 0 i/J ~U2 02 

] 

8y rh· k 0.1"2 
- 00 < x < p, q < T < 00 . (3.4) 

In Eqs. (3 .4), t he quantity 0+ refers to t he situation that y --7 0 through positive y - o.Tis 

and the quantity 0- refers to the situation y --7 0 through negative y-axis . For analytic 

ease, we shall assume that the wave number k = k] + ik2 has a small positive imaginary 

part to ensure t he regularity of t he Fourier transform integrals and that k2 is the loss factor 

of the medium. The specific complex admittance is (3 = Pzo c and Iv! = !!. (c being velocity 
• C 

of sound) is t he Mach number. It is assumed that the flow is subsonic, i.e., 1.1111 < 1 and 

Re (3 > 0, which is a necessary condition for an absorbing surface [39]. We remark that 

(3 = 0 corresponds to the rigid barrier and (3 = 00 corresponds to the pressure release 

barrier. 

Also , the potential <D and its derivative ~~ are continuous on t he slit, i.e., 

0<D + _ 0<D , _ 
!)(x,O )--8 (.1, 0 ) Ps XS q, 
uy Y 

(3 .5) 

Further, as r --7 00, if <D represents an out going wave at infinity; and if the time factor is 

considered as e- iwf then 

(1") '2 - - ik<D 1 ( O<D ) 
01' 

---7 0 , (3 .6) 

and if the time factor is taken as e i w t
, then 

(3.7) 

is the radiation condition [13]. 
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The edge conditions require that <PI and its normal derivative must be bounded for a 

unique solution and should satisfy [57, 144]. 

{ 

- 1 +0(:"I"- p) * 
<Pt (x, 0) = 

1 

- 1 + 0 (x-q)4 

(3.8) 
as J. --+ q+, 

(3 .9) 
as x --+ q+. 

In the above equations, a negative sign: indicates a limit taken from the left of the point 

P and a positive sign indicates that a lim.it taken from the right of the point q on the 

x - axis [145, 146]. 

For the subsonic flow, we can make the following real substitutions 

:r = Vl - M2X , ~l."o = V I -AI 2Xo, y = Y , Yo = Yo , (3 = VI-A I 2B , h: =vl -A121\", 

(3.10) 

and 

<p (x, y) = 'ljJt(X, Y) e-iKJ\1X. (3 .11) 

Now, using the relations (3.10) and (3. 11 ), the Eqs. (3 .3) to (3.5) can be written as 

(~ + &2. + e) nl , (X Y ) = 8(X - Xo)8(Y - Yo) e-iKNJXo (3.12) 
&X2 &y2 '+'1 ' VI _ M2 ' 

[ 
& & . 2 iBNI2 &2 ] ,± , , 

&y=f2BM &X±2](B (I +M)=f( I _ M2)](&x2 'ljJt(X ,O )= 0, -oo < X < p, q < X <00 

and 

&'ljJt (X 0+) 
&Y , 

&'ljJt (X 0-) 
&Y , P::; X :S q , 

'ljJt(X, 0-) p :S X :S q. (3 .13) 
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For the analysis purpose, it is convenient to express the total field 11'/ as 

{ 

\JJ i(X, Y ) + \JJAX, Y ) + \JJ (x ,1 '), 
v' /(X, Y ) = 

\JJ(X, Y ), 

(3.14) 

Y ~ 0 

where \JJ i(X, Y) is the incident field (corresponding to the inhomogeneous equation), 

\JJ (X , Y) is the diffracted field (corresponding to the homogenous equation) and \JJ ,.(X , Y) 

is the reflected field from the soft surface. 

Thus , \JJ i(X, Y) satisfies the equation 

(~ ~ ](2) \JJ (X Y) = 6(X - Xo)6(Y - yo) e-iJ<MXo 
&X2 + &y2 + 1, \11- M2 ' 

(3. 15) 

and the scattered field \JJ (X, Y) satisfies the Helmholtz equation 

(3 .16) 

The solution of inhomogeneous Eq. (3. 15) can be obtained by using the Green's function 

method [127] as follows: 

The spatial Fourier transform over t he variable X is defined as 

Now, as 

00 

\JJ (a, Y) = ~ J 'l/(X , Y)einX dX. 
27r 

-00 

6 (Y - Yo) o when Y =I- Yo 

00 when Y = Yo 
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such that 
00 

J 6" (Y - Yo) dY = 1. 

-00 

Thus, applying Eq. (3. 17) to Eq. (3. 15) will resul t in 

(~ + J(2) G (y. Yr ) = eioXo(j (Y - y). dX 2 ' 0 0 , 
(3. 19) 

with 

G ( -(X) : Yo ) = G (X); Yo ) (3.20) 

where J(2 = (k2 - 0'2) and G (Y; Yo) is the Green 's function corresponding to the concen-

trated source located at (Xo, Yo) . 

The homogenous solut ion of Eq. (3. 19) can be written as 

(3.21) 

where 

, ' =-iJ((CI') or K(o:)= h (3.22) 

or 

G (Y ; Yo ) 

(3.23) 

Since Green 's function is continuous at Y = Yo Thus, we can write 

(3.24) 

where p is an unknown constant and is taken to be the same for both cases by using the 
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propcrty that thE' Green 's fUllction is cont.inuous across the boundary }' = Yo. 

A suitable form of the radiated field call be exprpssed as 

G (Y ; 1'0) ~ { 
y > } ' _ 0 

(3.25) 

T he constant p can be determined by using t he property of the Green's funct ion that the 

derivative of Green 's function is discont inuous at Y = Yo and it comes to be 

~ e-i.Yo(o- J,'JI!) 

p = i J((ex )J7f (1 - NI2)' 
(3.26) 

also 

') (0) = -iI{ (n ) (3.27) 

By ll::iillg Eqs. (3.26) allCI (3 .2"5 ), the Green's fuuctioll i.c. , the illfluence function clue to a 

line source located at (X 0 , yo) is determined to be 

Wi(a, Y ) = __ l_~eioxo+i K(o) I Y -Yo l, 
2iJ( (a) 

(3.28) 

where J( (a) = .j k 2 - a 2 is the squal~e root function and can be' consid~red as t hat branch 

'which reduces to + k when ex = 0 and the complex a-plane is cut either from ex = k to 

ex = koo or from a = -k to ex = -koo where a is the Fourier transform variable. ow, 

to represent Eq. (3 .15) in the Hankel's function , \\'e put 

ex J( cos (eo + i t ) (3.29) 

X-Xo R cos eo 

IY - lal R sin eo (3 .30) 
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and after simplification we get 

Wi(X , }') = ~H6(I{R) 
41. 

(/' .' \ -

So the solution of Eq. (3 .1 5) , obtained by Green's function method, is 

= 
Wi(X , }') = a H1 (KR) = ~ J ~ e -i[o( .\ - So )- I<!Y- Yo ll rlQ , 

4z 0 47rZ h 
-00 

where a = ~:(~:,~~, and R = j(X - Xo)2 + (Y - Yo)2. 

Now, by making the following substitutions 

Xo = Rocoseo, Yo = Ro sineo , 0 < eo < 7r 

in Eq. (3 .32 ) anrl letting J{ Ro --t 00, we can writE" 

and 

'where 

W (X Y ) = be-i]CY cosllo+iK Ysinllo r , , 

1 

b = ~ (_2_)"2 ei(](Ro -f). 

4i 7rK Ro 

3.2 Wiener-Hopf Equations 

The spatial Fourier transform over the variable X is defined as 

00 

'lJ (a, Y) = J w(X, Y) eiQxdX, 

-00 
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(3 .32) 

(3 .33) 

(3.34) 

(3.35) 

(3.36) 

(3.37) 



In order to accommodate three part boundary conditions on Y = 0, we split\]J(a" Y) as 

(3.38) 

where 

p .I w(X, l -)eio (X -p) dX, (3.39) 

-CX) 

q 

.I w(X, Y)eiOX dX, (3.40) 

p 

CX) 

.I w(X, Y)eio(X-q)dX. (3.41) 

q 

Here W _(0:, Y) is regular for 1m 0: < 1m K , and \If +(0:, Y) is regular for 1m 0: > - 1m K 

while w1 (o:, Y) is an integral function and is analytic in the conmlon region - ImK < 

CY < 1m K. 

Now, taking the Fourier transform of Eq. (3.12), we obtain 

( 
d2 2) -

dY2 + K, w(CY, Y) = 0, (3 .42) 

and 0: plane is cut such that In1l-\, > 0 (for bounded solut ion) [13]. 

T he solution of Eq. (3 .42), representing the outgoing waves at infinity, can formally 

be written as 

if Y 2: 0, 
(3.43) 

if Y < O. 

where A3 (0:) and A4 (0:) are the unknown coefficients which are to be determined. Taking 
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the derivative with reflpect to "Y" of Eq.(3.43) ,we get 

(3.44) 

if Y < O. 

and using Eq. (3.43), we get 

if 1" '2 0, 
(3.45a) 

i f 1" < O. 

The Fourier transform of Eq. (??), when X < p, gives 

(3.46) 

and 

-/ _ . (( 2) ~2 NI2 ) - _ 
w_(a, O )=~B K l+M +2aM + K(1-M2) w_(a,O), (3.47) 

and the Fourier transform of Eq. (??) , when X > q, gives 

-iB (K (1 + M2) + 2aM + K (~2~:2) ) [wi+(a, O) + Wr+(a)]", (3.48) 

w~(a, 0-) = iB ( K (1 + 11112) + 2~M + K (~2~:2) ) w +(~, 0-), (3.49) 

where 
p 

w· (a 0) = b J w(X O)ein(X-p) dX t- , '1 , , (3.50) 

-00 
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= 
\IT (a 01 = bJ \IT (X O)eic«-, - q) dX 1+ ) J 1, , (3.51a) 

q 

where" I " denotes differentiation w.r.t Y. The Fourier transform of Eq. (3 .13) gives 

(3.52) 

(3 .53) 

Now, with the help of Eqs. (3 .16) and (3 .45a), we can write 

(3.54) 

etnel 

(3.55) 

Making use of Eqs. (3 .46), (3 .47), (3.48), (3.49) , (3.52) and (3 .53) in Eqs. (3.54) and 

(3 .55) and then adding the resulting equations, we get 

(3.56) 
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where 

(3.57) 

and 

_ ±ibe-iJ\ cus 00 '1 

\l! i±(O') = . 
(0 - J\ cos 80 ) 

(3 .58) 

From Eq. (3.53), we have 

(3.59) 

'where 

1 G(a) = [ei(a- KcusOo)q _ ei(a- J{ cosOo)P ] , 

(0' - K cos 80 ) 
(3 .60) 

Now making use of Eqs.(3.58) and (3.59) in Eq. (3 .56)., we get 

-/ 
, ,iW1(0) 

P (O')e,a q + p_(O')eWP + = -ibG(a), 
+ f{L(a) 

(3 .61 ) 

where 

(3.62) 

Eq. (3.61) is analogous to the Eq. (5.60) available in [13J. In Eq. (3 .61 ), KL(O') is the 

kernel and in order to solve it , we have to factorize ,.;,L( 0') as the product of two non-

singular factors such that one factor being regular in t he lower half plane and the other 

factor being regular in the upper half plane with the additional requirements that both 

the factors as well as their inverses contains elements of algebraic gro'wth at infinity and 

both of these factors should commute with each other. Note that Eq. (3.61) is a standard 

Wiener- Hopf equation. T he solution to this equation is found in t he subsequent section. 
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3.3 Solution of the Wiener-Hopf Equation 

The V/-H technique is not only independent of the incidence and reflection angles [37] , 

but it also gives an insight into the physical structure of the diffracted field [13]. For the 

solution of Eq. (3.61), we make the following factorization, 

(3.63) 

and 

(3.64) 

L+ (0') and 11:+ (0') are regular for Im 0' > - Im K, i.e., upper half plane and L_ (0') and 

h:_(0') are regular for 1m C\. < 1mK, i.e., lower half plane. So, S+(O') is regular in the 

upper half plane and S_(o-) is regular in the lower half plane. 

We write Eq. (3.61) as 

(3.65) 

where 

(3.66) 

and for simplification, we write 

A = -ib and J{m = J{ cos Bo. (3.67) 

We multiply Eq. (3.65) by S+(o:)e-iQq
, put the value of G(a) , add 8Jld subtract pole 
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contribution to get 

(3.68) 

T he first term on the left hand side of above equation is regular in the upper half plane 

and t he terms whose gender is not known, can be decomposed according to the procedure 

defined in [13], as under 

(3.69) 

and 

(3.70) 

Invoking Egs. (3.69) and (3.70) in Eq. (3.68) , we obtain 

(3.71) 

Now, multiplying Eq. (3 .65) by S_(a)e- iDP on both sides and putt ing the value of G(a), 

we get 

(3.72) 

where 

(3 .73) 
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and 

(3.74) 

Let J (Cl) be a function equal to both sides of Eq. (3.68). Vve observe that left hand 

side of Eq. (3.68) is regular in Im a > - Im K and the right hand side is regular for 

1m 0' < K cos eo respectively. We use analytical continuation so that the definition of J (Q') 

can be extended throughout t he complex 0' plane. We examine the asymptotic behaviour 

of Eq. (3 ,68) to ascertain the form of J(O') as 10'1 ~ 00. We note IL±(O')I '" 0(1), [46] as 

10'1 ~ 00 and find with the help of edge condition that p+(a) and p_(O') should be at least 

-I 

of 0 (10'12) as 10'1 ~ 00 . So, using the extended form of Liouville's theorem [13], we see 

-1 

J (C\') '" 0 (10' 12) and so a polynomial that represent J (C\') can only be a constant equal 

to zero. Similarly, t he same conclusion can be made for Eq. (3.69), and therefore each 

side of Eq. (3 .68) alld (3 .69) is equal to zero , i. e., 

and 

(3.76) 

where 

(3.77) 

(3 .78) 

and 

(3.79) 
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(3.80) 

Now making use of Eqs. (3 .77) and (3.78) in Eq. (3.75) and using Eqs. (3.79) and 

(3.80) in Eq. (3 .76), we get 

(3 .81) 

and 

(3.82) 

where 

(3.83) 

and 

(3.84) 

The assumption 0 < eo < 7[", allows us to choose CL so that -K2COS eO < CL < K 2coseO· 

Also take c = d = CL, replace 77 by - 7] , (t by -(t in Eqs. (3.39 & 3.40) , respectively, and 

use 

(3.85) 

to get 

(3.86) 
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where 

.r OT" A = =f1 (3.87) 

and F~(o) can be calculated by using Eqs. (3.83), (3 .84), (3.87), and combining the 

results , i.e., 

(3.88) 

where 

(3 .89) 

Now consider t he integral appearing in Eq.(3.41) i. e., 

1 = 

or 

(3.90) 

where 

(3.91) 

-oo+ia 

(3.92) 

(3 .93) 

and 

I = (q - p) . 

We observe that F+ (a) is regular in T > -K2' so we can expect that F+ (a) will have a 
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brallch point at 0' = - K . Bu t for large I , it is sufficielltly far from the point 0' = h.· , which 

enables us to evaluate the above integrals in the asymptotic expansion [13]. 

Now, using the procedure as in [13], we get 

(3 .94) 

-oo+ia 

or 

(3.95) 

where 

ho = , 

and 

Z = -i(K + O')l , 

where 

and Wi ,j(z) is a Whittaker function [147, 148]. Since the slit width has been considered 

to be larger as compared to the incident wavelength , the integrals have been evaluated 

asymptotically in terms of Whittaker functions. But in that case the width of the slit 

is taken smaller as compared to the incident wavelength , the Vvhittaker functions can 

be replaced by the Fresnel Integrals [142]. Now, t he other integrals are calculated as 
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follows [13] 

h= (3.96) 

-oo+io 

and 

(3.97) 

where 

R ( ) 
_ Eo [Wo {-i(K ± Krn)l} - Vllo { -i(K + et )l} ] 

1 2 et -, 2wi (G =f l(,n ) , 
(3 .98) 

Thus, Eq. (3.90) takes the form 

1 = 27ri [T(et)F+(K) L_(K) - AR2 (et) e- i
J<m q _ AS(y~lJ;,:;Km p - AAe-iKmPRl(G) ] . 

(J .!-J!-J ) 

Using t he above expression in Eq. (3.86), we get 

(3.100) 

or 

(3.101) 

where 

(3. 102) 

(3.103) 

and 

(3.104) 
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(3. 105) 

and where F+(I\) can be calculated from Eq. (3. 101) by putting C\ = h'- . 

Now using A = =f 1, in Eqs. (3 .89) and (3. 101 ) and adding the resultant equations , we 

obtain 

and by subtracting the same resultant equations with a = -0' , we get p_(cy ) or replacing 

G1 by G2 and G2 by G1, changing the sign of a in Eq. (3 .106) and using S+( -CY ) = S_(a), 

we get 

Using Eq. (3.57) in Eqs. (3. 106) and (3. 107) , respectively, we get 

(3.108) 

and 

(3. 109) 

where 

C ( ) 1 [G (K) Gl(K)T(K)L_(K)] 
1 K = ( T2(I<)L~(J<) ) 2 + S+(K) , 

S+(K) 1 - s~ (J<) 
(3.110) 

(3.111) 
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Using Eqs. (3.38), (3.43) , (3.450), (3.59) , (3.108) , (3.lU9) , we get 

-A4(0) = 5+10) [GJ(o) + C1(I\, )T(0')] e
uxq 

- AG(o) 

+ 5_10:) [G:2( -0) + C:2(I\')T( -0)] eioP . 

where A3 ( 0') corresponds to Y ;;:: 0 and A4 (0:) corresponds to Y < O. 

(3.112) 

We substitute these values of A3(0:) and A4 (0:) into Eq. (3.22) then obtain w(X, Y ) by 

taking t he inverse Fourier transform as 

Invoking Eqs. (3.102) , (3. 103) , (3.104) and (3. 105) in Eq. (3.113) , we get 

00 

w(X,Y) = ~ J 
2n 

-00 

e,(n-"'m)(IS+(K", ) + ,,-U,'mPR,(o)ei"'1 _ C,( l\' )T(o)einq 

5', (0)(0-](",) 5'+ (0) S -r (O) 

ei(o-Xm)P s_ (!(nl)e- ioX -i~11'1 

5'_(0 )(0-1(m) 

We can break up the field W(X, Y) into two parts 

where 

-00 

-00 
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(3 .114) 

(3 .115) 

(3.116) 



and 

-oc [ 

e-'[(mI' R d<»e",q C'l( /{)T(o)e",q 

8 _ (0) 8_(n) 

+ e-, h m'l R2(-u )e"Yp _ C2(J,' )T(-o)e'QP 
8_ (0 ) ~~C;:-,_';-( 0')-"--

3.4 Far Field Approximation 

(3,117) 

, Ve calculate t he far field by evaluating the integrals appearing in Eqs. (3.57) and (3.58) 

with the help of the following substitutions. 

x = T cos e) Y = T sin e 0 = - J( cos (e + it) (3. 118) 

and deform the contour by the transformation a = - J( cos (e + i t ) which changes the 

contour of mtegratioll on'[ (t into a hyperbole throngh the poill t (1 = - 1( ('os &, ,,-here 

(0 < e < IT , -00 < t < 00) . 

TnIT 

\ 
El 

--_.--1---""'-::::-..... 
o Re T 

F ig. 3.2: Steepest descent path in t he complex 

T-plane. 
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So, we have 

00 

uK j' .;y sep(x, Y) = - h [K cos (e + it) ] [exp( -i1(']' cosh f )] sin(e + it)dt , 
27f 

(3,119) 

-ao 

where 

K h [K cos (e + it) ] = _ 
[K cos (e + 'l.t) - Km] 

[ 

ei{I';cus(O+it)-Km}dS+ (J(m ) 1 
s+ [/\-cus(O+it)] _ 

_ ei P,-cus(O+it)- I.;",} dS_(F m ) 

s_ [f( cus(O+it )] 

(3.120) 

Similarly, we have 

00 

- bK J wlnt(X, Y ) = 27f fz [K cos (e + it) ] exp( -iKr cosh t ) sin(e + it)dt , (3.121) 

-00 

where 

fz [K cos (e + it) ] = 
[ 

R1 [1,- cus(O+;t) ]ei[ J,- cus(O+iI.)-I":m ;d 

S-r [1\- cus(O+il)] 

Cj (i\-)T(r: cus(O+it))e;J,-cus(O+it)d 

- S+ [f( cus(O+i l )] 

+ - -
R 2 [- K cos (e + i f)] ei[J(cus(O+it)-f(m]d C2 (K)T [- K cos (e + it) ] e;J(CUS(O+it)d ] 

S_ [K cos (e + it)] S_ [K cos (e + it )] 

(3.122) 

we see t hat, in deforming the contour into a hyperbola, t he pole a = - K cos e may be 

crossed and we make the transformation Q = - K cos (e + it) so t hat the contour over a 

also goes into a hyperbola. T he two hyperbolae will not cross each other if e < eo but if 

t he inequality is reversed, t here will be a cont ribution from the pole which actually cancels 

the incident wave in the shadow region. So, a modification of t he method of st ationary 

phase is required because t he pole may come close to t he stationary point [39]. Hence, for 

large Kr , by using modified method of stationary phase, Eqs_ (3_60) and (3_62 ) , become 

s -ibK sin e 7f 
W ep(x,y) = ~ h(K cos e)expi(Kr - -), 

27f Kr 4 
(3.123) 
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and 

(3.124) 

where fJ (K cos B) and h(K cos B) are given, by setting t = 0, in Eqs. (3. 120) alld (3 .122) . 

~ow, use of Eqs . (3 .1 23) and (3. 124) in Eq. (3 .11) implies that 

-ibK sin Be-iK!llX 1f 
(j) sep(T, y) = ~ iJ(KrosB) expi(KT - -) , 

21fnT 4 
(3.125) 

and 

-ibK sin Be- i J( J\1 x 1[" 
(j) int(x , y ) = ~ h (K cos B) exp i(KT - - ). 

21[" KT 4 
(3 .126) 

~Here, q, sep(x, Y) consists of two parts, each representing the diffracted field produced 

by the edges at x = p and x = q respectively, as though the other edge was absent while 

Win l (X, Y) gives the interaction of one edge upon t he other. 

Thus, using Eqs. (3. 11 ), (3. 14) , (3.32) , (3. 125) and (3. 126), the total far field is given by 

a .. ibK sin Be-if{!II x { 1[" } 
(j)( x, y) '" ---; H6 (KR)e- t

J(!I},\ - ~ expi (KT - -) h,2(Kcos B). (3. 127) 
42 21[" J\ T 4 

3.5 Graphical Results 

A computer program MATHEMATIC A has been used for t he numerical evaluation and 

Graphical plotting of t he separated field given by the expression (3 .123). Some graphs 

are presented which show the effects of parameters kT i.e. , distance of t he observer from 

t he point of observation, kTo i.e. , distance of the source from the p oint of observation and 

Bo i.e. ,the angle of incidence, on t he diffracted field . T he absorbing parameter B is to 

be taken such that Re B > 0 for an absorbing surface and IMI < 1 for a subsonic flow. 

Positive Mach number indicates that the stream flow is from left to right and negative 



~Jach number indicates that the stream How is from right to left. T he following situations 

are considered: 

(1) vVhen the source is fixed in one posit ion (for all Mach numbers), relative to the 

sli t , (eo = 90°,60°, Jill and e are allowed to vary). 

(ii) When the source is fixed in one posit ion , (eo = 90°, 60°, B and e are allowed to 

vary). 

One can see from the figures (3), (4) , (5) and (6) t hat t he field in t he region 0 < e < 7r , 

is most affected by t he changes in NI , B and K. T he main features of the graphical results 

are as follows: 

(a) Since we are considering the subsonic flow i.e. , U < c, and by increasing the Mach 

number NI ,fixing all other parameters and by taking K = 1,2 respectively, the velocity 

of t he fluid is coming close to t he velocity of sound. Vve observe from Figs. (3) & (4) that 

the amplitude of the velocity poLential decreases i.e., t he sOllnd inLensiLy reduces. Thus 

a clear variation of t he velocity potent ial wit h respect to Mach number can be observed 

from the graphs. 

(b) In F igs. (5) and (6 ), the effects of absorbing parameter B on the velocity potent ial 

hac:; been shown. By increasing t he absorbing parameter B , t he intensity of t he diffracted 

wave will be decreased and consequent ly t he amplit ude of t he velocity potential will de­

crea'3e which can be seen from the graphs i.e. , the sound intensity reduces, by fixing all 
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other parameters and taking P,.' = 1, 2 respectively. 
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In this chapter, the line source diffraction of acoustic waves by the slit in a moving fluid us-

lug I'vJyen;' ("oJl( li tiuus h a.':l heel! pUllden~d UpUll . ,Yhile llslllg Fuurier Lnl.lls[urlll Ledlllique , 

the boundary value problem is reduced to the functional Wiener-Hopf equation whose 

solution is obtained by considering the factorization of the kernel. The Myers' conditions 

give rise to a corrective term ( S i~~'g~~l~ ) ) in the (third t erm of the kernel) solution. If 

t his corrective term is ignored, t he results of [135] can be achieved which shows that our 

results vary by a multiplicative factor. Further, a numerical solution of t he problem is 

obtained showing the effect of sundry parameters (for various values of Mach number 111 

and the absorbing parameter B against the velocity potential). The graphs show a clear 

variation of the velocity potential against these parameters. It is found that if a line 

source is removed to a far-off distance, i, e., infinity, the graphical results of plane wave 

situation [135]can be recovered, The Myers' conditions give better attenuation results for 

the separated and inter-active diffracted fields as compared to Ingards' conditions. This 

route of solution of diffraction problem is more rigorous and involves tedious mathematical 

calculations. 
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• The mathematical importance of tlw above solved problem rests upon the fact that 

we have to find four unknown functiolls (p± (0'), \jJ ± (Cl) ) against the case of strip 

geometry where we have to find the two unknown functions. 

• The above solved boundary value problem (a three part boundary value problem) is 

a very sl1bstantial one in the diffraction theory as it involves tediolls mathematical 

calculations. 

• Two diffracted fields i.e. , one from each edge and the other from the interaction of 

one edge upon the other edge were obtained. 

• T he above solved problem of a slit in a moving fluid will help understand acoustic 

diffraction and will go a step further to complete the discussion for the slit geometry. 

• T he far-field situation for the diffracted field is presellted and some graphs sho\\-ing 

the effects of various parameters on the separated field are also plotted and discussed. 

• To the best of author 's knowledge, the above mentioned problem has not been solved 

so far by using the Noble's approach [13] which uses Jones' method [125] based on 

the W-H technique and avoids the integral equations approach. 

• If we put NI = fJ = 0, we get the results of [13] for a rigid barrier in still fluid . 
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Chapter 4 

POINT SOURCE DIFFRACTION 

BY A SLIT IN A MOVING FLUID 

In this chapter, we shall discuss the diffraction of a spherical acoustic wave from a slit in 

a movillg fluid llsing Myers' impedance condition [133]. It is a new diffraction problem, 

under the influence of Myers' condition, which is not available in the existing literature; 

hence, it seems to be the first attempt of the kind. The method of solution consists of 

Fourier transform and Wiener-Hopf technique [13,32] where the scattered field is found by 

taking the inverse Fourier transform and using t he method of steepest descent [129- 132]. 

Unequivocal expressions are obtained for t he singly diffracted field i.e., separated field , 

and doubly diffracted field i.e. , interaction of one edge upon the other. The numerical 

results are drawn and the graphs verify our mathematical calculations and give a clear 

picture of t he variation of t he velocity potential for various parameters . T he mathematical 

significance of t he problem of point source is that it will introduce another variable. T he 

difficulty, that arises in t he solution of the integral, occurs in the inverse transform. T hese 

integrals are normally diftlcult to handle because of the presence of the branch points and 

are only amenable to solution using asymptotic approximations. 

Scattering from a slit or strip is a well known problem in diffraction theory. Asestas 

70 



and Kleinman [161] have done a lot of contribution by summarizing and reviewing the 

work done in this regard. Jones [125] and Noble [13] have studied the diffraction fro111 a 

slit / strip using the \iViener- Hopf method. The point source situation arises when there 

is a finite opening in an infinite barrier which intercepts the line of sight from the source to 

the receiver. The introduction of point source changes the incident field and the method 

of solution requires a careful analysis in calculating the diffracted field. Point source 

consideration is important because it is regarded as a fundamental radiating device [32] 

and the solution of the point source problem is called the fundamental solution of the 

given differential equation. The point sources are regarded as better substitutes for real 

sources than line sources or plane waves. Some contributions regarding the point source 

scattering situations can be found in the works of Vlaar [162]' Ghosh [163], Wenzel [164]' 

Chattopadhyay et al [165], Balasubramanyam [110]. 

4.1 Formulation of the Problem 

We consider the diffraction of an acoustic wave incident on the slit occupying a space 

Y = 0, p S x S q, -00 < ;; < 00. The point source is located at (xo, Yo, zo) and the 

system is placed in a fluid moving with subsonic velocity U parallel to the x-axis. The 

t ime dependence is taken to be of harmonic type e- iwl (w is the angular frequency) and 

the plane is assumed to be satisfying the Myers' impedance condition [133]. 

-j) U oj) 
u n =-+-.--, 

Za 1,wZa ox (4.1) 

where Un is the normal derivative of the perturbation velocity, j) is the surface pressure, 

Za is the acoustic impedance of the surface and -n a normal pointing from the fluid into 

the surface. The perturbation velocity u of the irrotational sound wave can be written in 
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terms of the velocity potential <f> as u = \7 <f>. Then the result ing pressure Ii of the sound 

field is 

p= -Po (-iW+ U !,) <f> (:r, y ,z), (4.2) 

where Po is the density of the undisturbed stream. 

The wave equation satisfied by the total velocity potential <f> in the presence of point 

source is given by 

[ 
EP 0 0

2 
0

2 
] 

(1 - JvI2) 01.;2 + 2ikJvJ OX + oy2 + Oz2 + k2 <I>,.(T ,y ,Z) = <5 (T - TO)<5(y - yo)<5 (z - zo) , 

subject to t he following boundary condit ions on t he absorbing barriers 

<I>t(x, 0+, z) = <I>t(x, 0-, z) 1 
~(x 0+ z ) = ~(x 0- z) 
By " By" 

-00 < T < P, 

q < T < 00, 

-00 < :: < 00 

P ~ x ~ q, 

(4.3) 

( 4.4) 

(4.5) 

In Eqs. (4 .4), the quantity 0+ refers to the sit uation t hat y ---7 0 t hrough posit ive y-axis 

and the quantity 0- refers to t he sit uation that y ---7 0 t hrough negative y-axis. For 

analytic ease, we shall assume that t he wave number k = kl + ik2 has a small posit ive 

imaginary part to ensure t he regularity of t he Fourier t ransform integrals and t hat k2 is 

the loss factor of the medium. T he specific complex admittance is (3 = ~ac and the Mach 

number is M = Q. 
c 

It is assumed that the flow is subsonic, i.e., I JVJ I < 1, and Re (3 > 0, which is a necessary 

condition for an absorbing surface [134]. We remark that (3 = 0 corresponds to the rigid 

barrier and (3 = 00 corresponds to the pressure release barrier. Eq. (4.5) shows that the 
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velocity potential <I> and its derivative ~~ are continuOllS on t he slit. 

The edge conditions requires that 1>, and its normal deriYa.ti\-e rl111St. be bounded for a 

unique solution and should satisfy [57,144]. 

{

- I + 0 (J' - p) ~ 
1> (2' 0) = I, , 

1 

- 1 + 0 (x:- q)4 

(4.6) 

as.T ~ q+, 

(4.7) 

as x ~ q+ . 

In the above equations, the negative sign indicates a limit taken from t.he left of the point 

p and t he positive sign indicates t hat a limit is taken from the right of the point q on the 

x - axis [145,146]. 

We define 

y ?; O 
(4.8) 

y < O 

and t he Fourier transform pair over t he variable' z ' as 

00 

'l/Jt(x, y , w) = J 1>t(x , y, z )e-ikwZ dz, (4 .9) 

-00 

00 

£1'. ( ) k J ( )) iku;zd '±' t x, y, Z = 21f 'l/JI, X:, y, w e :w. (4 .10) 

-00 

Applying Eq. (4.9) on Eqs. (4. 1), (4.2) and (4.4) , we get 

[ 
f)2 f) f)2] '. 

(1 - M2) f) 2 + 2ikJvI -f) + f) 2 + l.?(1 - w2) 'lfJ1(;r, y , w) = J(x - xo)fJ(y - yo)e-1kwzo, 
x x y 

(4.11) 
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subject to the boundary conditions 

- 00 < x < p , q < .r < OG, 

(4 .12) 

[JIb, ( 0+ ) - ow, ( . 0- ) ] By x, , w - By .l, , W 

'l/J/(x, O+,w) = 'Ij!t (X ,O-,w) 

]J ::; x ::; q. (4 .1 3) 

From Eq. (4 .8) we can write 

{ 

'l/Ji(:1;, y,w) + 'I/J,.(x, y, w) + 'I/J(x, y,w), 
'l/Jt (x, y,w) = 

'l/J(x, y , w) , 

y ~ O 
(4.14) 

y < O 

For the subsonic flow, we can make the following real substitut ions 

.r = VI - j\/2 X , .1'0 = VI - Af 2 X o, J = VI - 1'\ J2B , k = VI - 1'\ [L]( , 

y = Y, Yo = Yo , ·::0 = Zo, (4. 15) 

and 

01 ( ) ,T. (X Y ) -iJ( l' I.Y 'Pi x, y,w = 'l't , ,w e. ( 4.16) 

Now using the Eqs. (4.15), (4. 16) and the subst itution 

(4.17) 

Eqs. (4. 11) and (4. 14) can be written as 

[~ ~ .2 ,2] " _ 8(X - X o)8(Y - Yo )e-i]{ A!X -iv'1-M2 j\WZ
O 

>:lX2 + >:lv2 + k , wt (X, } ,w) - . (4 .18) 
U Ul VI - 1'\12 
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Also 

w, (X, Y, wJ ~ { 
Wi(X, Y , W) + W,.(X, 1', w) + W(X, 1-, u'), y ~ O 

(4.19) 

W(X, Y,w) y < O 

vlhere Wi(X , Y, 'W) is the incident wave corresponding to the non-homogeneous wave equa-

tion, W(X, Y , w) is the solution of the homogeneous wave equation , i. e. W(X , Y, w) is the 

diffracted wave and wr(X, Y , w) is the reflected field. Now from Eqs. (4.18) and (4.19) , we 

can say that the incident field satisfies the equation 

and the diffracted field satisfies the equation 

where 

-2 2 r /' 

[ 
D') D') ] 

8X2 + 8y2 + R. 1 w(X, 1 , w) = 0, 

eiJ\J\1Xo-i)l-M"2 K wZo 

a = -----;::==:::;:---
J 1- M2 

Now, we define the Fourier transform over the variable I X I as 

00 

w(a Y w) = _1_ j' w(X Y w)eiO: X dX , , 0= ' , , 
V £,'!r 

-00 

00 

1 j- . x W(X,y,w)=.,ffff w(o:,Y,w)e- W da. 
-00 

By applying the Fourier transform on Eq. (4.20), we get 
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( 4.20) 

(4.21) 

( 4.22) 

( 4.23) 

( 4.24) 



where 

( 4.25) 

i::; the square root function and can be considered as that branch which reduce::; to + k 

when Q = 0 and the complex o'-plane is cut either from 0' = k to Q = !.-oo or from 

0' = - k to 0' = - koo and 0' is the Fourier transform variable. 

The solution of Eq. (4.24) is given in [13], as 

( 4.26) 

and taking inverse Fourier transform w.r.t. 'X " we get 

( 4.27) 

~ow , we put 

X - Xo = Reose , y - Yo = Rsine, 0' = -1(, cos (e + it) , ( 4.28) 

in Eq. (4.27), to represent it in Hankel's function and get 

( 4.29) 

where 

( 4.30) 

Now, using Eqs. (4.22) and (4.29), taking inverse Fourier transform in ' z 'and putting 

cos (e1 + i17) 
w = -v'r:1=-===;:=JvI::;:;;2,-'-' where -00 < 1] <00, 0 < e1 < 7T, 
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( 4.J2) 

( 4.33) 

we get 

(4.34) 

and using the method of steepest descent, we obtain 

( 4.35) 

where 

( 1.3G) 

Similarly, we obtain 

( 4.37) 

where 

( 4.38) 

Now, we find the diffracted field, i.e., the solution of Eq. (4.21) 

[ 
[)2 [)2 2 2] r 

[)X2 + [)Y2 + K ')' W(X, Y ,W) = 0, ( 4.39) 

subject to boundary conditions 

[ 
[) [). 2 i B M2 [)2 ] [ Wi (X, 0, W) + W r (X, 0) w) 1 = 0, 

[)Y - 2BM [)X + 'l,KB( l + Iv! ) - K (1 _ M2) [)X2 

+w(X,O+,w) 

( 4.40) 
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[
a a .. B JvJ2 (J2 ] 

ay + 2BlIJ ax - i K B( 1 + i\J2) + A- ~ 1 _ 1112) aX2 W (X, 0-, w) = 0, 

where 

W(X, 0+, w) + Wi (X, 0, w) + Wr(X, 0, 'U') = W(X, 0-, LfI) , 

-00 < x < p, ] , 

q<x<oo 

(4.41) 

W(X, 0+,71') - W(X, 0-, w) = - [Wi(X, 0, W) + Wr( X , 0, 71')] , (4.42) 

and 

~t (X, O +, w) = ~t (X, O -, w) ] 
p ::; ::r::; q. 

W(X, O+, W) = W(X,O-,W) 

( 4.43) 

Now, we introduce the spatial Fourier transform over the variable I X I by 

00 

'TJ ( } ' .) - I ,T, ( , - ",' ) io.\ 1' -'1: 0. , ,w -. 'l'~ , l ,We t ./\.. ( 4.44) 

- :x; 

In order to accommodate three part boundary conditions on Y = 0, we split w(o., Y .. w) 

as 

where 
p 

W (a Y w) = J w(X Y w)eie>(X-p)dX - , , , , , 
-00 

q 

wI (a,Y,w) = J w(X,Y,w)eiaXdX, 

P 

00 

W (a Y w) = J w(X Y w) eio(X- q)dX - , ) , , , 
q 

( 4.46) 

where W_ (a, Y,w) is regular for Ima < ImK, w+(a, Y, w) is regular for 1m a > -

1m K while WI (a, Y , w) is an integral function which is analytic in the common region 
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- 1m l( < c\' < 1m !'\". 

The Fourier transform of Eq. (4.21 ) w.r.t. 'X I results in 

( 
d2 2)-

dy2 + h' w(o , Y, w) = 0, (4 .47) 

where h . = V (K2, ,2 - 0'2 ) and 0'- plane is cut such t hat 1m 0: > O. T he solut ion of Eq. 

(4.22) satisfying radiation condition is given by 

i f y::::: 0 
( 4.48) 

i f Y < 0 

where A](O' , w)and A2(O' ,w) are unknown which are to be determined. Vie take the 

derivative of Eq. (4.48) and t hen using the Eq.( 4.48) , we get 

if }. ::::: 0 

[ 

ih'W (O,Y ,w ) 
W/ (O', Y, w) = 

-i,,;W (o , Y, w i f Y < 0, 

where prime" 1 " denotes differentiation w.r.t. ' y ' . 

Using Eqs. (4 .45) and (4 .49), we get 

,T.' ( y ) ';a:q - I ( ) -I ( ) ia:p '*' + 0', ,w e + W 1 0', y , W + W _ 0', Y, w e = 

y::::: 0 , 

and 

,T.' ( y ) ia:q ,T.' ( Y ) -I ( Y ) i a:p ,*, +0', ,we + '*'10' , ,w+W _ O' , ,we = 

y < O. 
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( 4.50) 

(4.51) 



4.2 Transformation of Boundary Conditions 

Taking the Fourier transform of Eq. (4.41) with respect to I X' in the regioll; i.e. , for 

X < p, we get 

( 4.52) 

and 

~mY, the Fourier transform for X > q using Eq. (4 ..'1.1), gives 

( 4.54) 

and 

where 
P 

W (~ 0 w) = _ 1_ j' W (X 0 w)e';a(X-p)dX 
1_ " ~ t" , ( 4.56) 

-00 

00 

,TI . ( 0 ) - _1_ j' ,TI.(X 0 ) ia(X -q) dX 
'J! t+ (X , ,w - ~ 'J! t "we . ( 4.57) 

q 
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Now from Eq. (4.42), we get 

= -? \fJ (0 0 u') = -2 \fJ · (0 w) ..... 11 " 1} , 
( :1.58) 

and 

(4.59) 

where 
q 

\fJ (0. w) = _ 1_ J \fJ (X w)e;nX dX 11, -12K t, , ( 4.60) 

p 

and note t hat, for the sake of simplification , we write 

Making use of Eqs. (4.53) and (4.54), we get th.e following from Eqs. (4.50) and (4.51) 

+ \fJ; (X, 0+, w) + [i B {f{ (1 + M2 ) + 2aJvf + f{ (~2~f:2) } \fJ _ (~, 0+, w) . 

-iB { f{ (1 + Jvf2 ) + 2aM + f{ (~2~;([2) } {\fJ i _ (0', w) + \fJ ,._ (0', w) }] e'iop 
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and 

Adding Eqs. (4.61) and (4.62), we attain 

where 

(4.64) 

Using Eq. (4.29), asymptotic form of the Hankel function and the following substitutions 

Xo = Ro cos eo , Yo = Ro sin eo, ( 4.65) 

we obtain 

\lJ ·(X Y w) = be-iJ'"i(XCOSOo +Ysinflo) 
1 ) ' , ( 4.66) 

\lJ (X Y w) = be-iK"'((XcosOo-Ysin Oo) 
T , , , ( 4.67) 
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where 

Thu::; 

or 

and 

gIves 

Also 

gives 

where 

= 
w;+(o. , 'LV) = ~ J W i(X, 'U ') e;o(.\ -q)dX , 

y 27f 
q 

P 

W (ex w) = _ 1_ J W (X w)e;O(X-p) dX 
1_, v'2if 1, , 

-CX) 

Wil(O',W) = -ibG(a ,w), 

Using Eqs. (4.48) and (4.72), v,le get 
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( 4.69) 

(4.70) 

( 4.71) 

(4 .72) 

(4.73) 



and using Eqs. (4.48), (4 .70) and (4.73) in Eq. (4 .63), we get 

-/ 

. . i \]/ l(O w) 
P (0 w)ewq + p (G w)eWP - '= ibG(G w) + ' - , L() " K a,w 

(4.74) 

,,\There 

(4.75) 

VVe observe that Eq. (4.74) is a standard Wiener-Hopf equation. T he solution of this 

equation is discussed in the next section. 

4.3 Solution of the Wiener-Hopf equation 

For t he solution of Eq. (4.74), we factorize "'L(o , w) 

(4.76) 

where 

(4.77) 

and 

(4.78) 

where L+(o: , w) and "'+(0: , w) are regular for 1m 0: > - 1m K , i.e., upper half plane and 

L_(o: ,1U) and "'_(0: , w) are regular for 1m 0: < 1m K , i.e. , lower half plane. 

With the help of Eqs. (4.76) (4.77) and (4 .78), we can write 

(4.79) 
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and 

( 4.80) 

where S+(G, w) is regular in the upper half plane and S_(G, 1.c) is regular in the lowcr 

half plane. 

For t hc sake of simplification, let us write 

A = ib and J{m = l'\.-"y cos eo , (4.81) 

so t hat, we get 

-/ 

( ) ioq () iop i'l1 ] (a,w) -AG( ) p+ a , w e + p_ G , W e - S ( , )S ( , ) - 0' , W , + a ,w _ a,w 
( 4.82) 

where 

( 4.83) 

Multiplying Eq. (4.82) by S+(a, w)e- iaq , putting the value of G(o: , w), adding and sub-

tracting pole contribution and get 

S ( , ) ( ) i 'l1~(a , w) -ioq ( )S ( ) io (p - q)_ +a,w p+O',w-
S

( )e + P_ Cl',W +a,we -_ a,w 

( 

AS+ (}'Tn,w)e-i /{m q ) 

y'2;(O- ](,n ) 

_ AS+ (a ,w)eia(p-q)-i l\'mp . 

y'2;(o - K",) 

( 4.84) 

T he first term on the left hand side is regular in t he upper half plane and t he terms whose 

gender is not known [13] can be written as 

( 4.85) 
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and 

( 4.86) 

Invoking Eqs. (4 .85) and (4 .86) in Eq. (4.84), we obtain 

Now multiplying Eq. (4.82) on both sides by S_ (a , w)e-io.p and putting the value of 

G(a, w), we get 

AS_(o , w)eio(fJ -p)-iJ(mfJ AS_( C\' , II')e- i K mP 

..j2ii (C\' - I(,n) ..j2ii (a - K m) . 
( 4.88) 

The first term on the left hand side of the above equation is regular in the lower half 

plane. We write, again by using [13], 

( 4.89) 

and 

( 4.90) 

and putting the values of Eqs.(4.89), (4 .90) in Eq. (4.88) , we get 

(4 .91) 
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\A/e observe that the LHS of Eq. (4.87) and RHS of Eq. (4. 91) are regular in 1m a > 

-1mK and the RHS of Eq. (4.87) and the LHS of Eq. (4.91) are regular in 1mo < 

1m !\-cos eo . Hence, using the extended form of Liouville's theorem, each side of Eqs. 

(4.87) and (4 .91) is equal to zero, i.e. , 

( 4.92) 

and 

where 

( 4.94) 

(4 .95) 

( 4.96) 

( 4.97) 

such that -K2 < C < T < d < K 2 coseo and T = Im et and K2 = Im K . 

Now making use of Eqs. (4.94) and (4 .95) in Eq. (4 .92) and Eqs. (4.96) and (4.97) in 

Eq. (4.93), we get 

( 4.99) 
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where 

Ae-i /(ml) 
p+(a , w) - - p~ (a w) J2rr (a - Km ) -- + , . , ( 4.100) 

(4 .101 ) 

Kow the assumption 0 < eo < 7f allows us to choose' a' so that - K 2 cos eo < (I < J\-2 cos eo. 

Also take d = c = a , replace /./ by -1.1 , a by -a in Eq. (4.98) and Eq. (4.99) respectively, 

and use 

( 4.102) 

to get 

oo+ia 

S ( )F
*( ) A J S_ (I.I , w)F~( I.I , w)ei/l(I)-p) l AS+(Km) e-iKmCJ 0 

+ a, W + a , 'W +-. () CI.I+ y'27f = , (4. 103) 
27f'l /./ + a 27f (a - Km) 

-00+ ;0 

for A = ± 1, ( 4.104) 

We can calculate F~(C\',w) from Eqs. (4. 100), (4. 101) and (4.104), as 

( 4.105) 

where 

( 4.106) 

TOW using Eq. (4 .105) in Eq. (4. 103), we obtain 
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(4. 107) 

::'\0\\1, consider t he integral appearing ill Eg. (4 .107) i.e., 

which can also be written as 

( 4. 108) 

where 

( 4.109) 

-oc+ io 

(4 .110) 

(4.111) 

-oo+io 

and 

l= (q - p). 

We observe that F+ (a) is regular in T > -1(2, so· we can expect that F+ (a) will have a 

branch point at a = -1(. But for large l , it is sufficiently far from the point a = + 1(, 

which enables us to evaluate the above integrals in the asymptotic expansion [13]. ow 
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where 

ho = eT , 

and 

which is obtained by using 

where 

z = -i(I{ + o) l , 

and H/i,j(Z) is a Whittaker function . The other integrals are calculated as 

and 

-CXJ+ia 

where 

which is obtained by using 

R ( ) 
_ Er [Wr { -i(K ± K coseo)l} - Wr {-i(I{ + o) l} ] 

1 2 0' - . 
, 21Ti(o =f K cos eo) 
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Tlms, Eq. (4. 1U8) takes the form 

( 4. 112) 

Using Eq. (4. 112) in Eq. (4 .107), \\le get 

S+(O' ,w)F+(a ,w) = ~ [G1(o:,w) - AG2 (0',w)]- AT(O',w)F+(K"w) L_(K,w) , 
v 27f 

( 4. 113) 

where 

G (0' w) = P (0' w)e-i [(", q - R (0' w)e-;]{mP 1, 1, 1 , , (4.114) 

(4.115) 

and 

(4.116) 

(4.117) 

Now F+(K , ', w) can be calculated from Eq. (4. 113) by putting 0' = K , 

(4.118) 

Putting this value in Eq. (4. 113), we get 

_ AAT(o:,w) L_(I< ,w) [ G1(K,', w) - AG2(K, ','111) ] . 
V2KS+(O' , '111) S+(K,,(, '111) + AT(K"(, w)L_(K , w) 

(4.119) 
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For .A = - I , from Eqs.(4.106) and (4. 119), we get 

+ AT(o w)L_(I{ ,'w) [ G j (K 1, w) + G2(K 1 , VI) ] 
J27TS+(a ,w) S+(K 1 ,W) - T(I(l,W) L_(I{ ,w) , 

(4 .120) 

and for.A = 1 from Eqs. (4. 106) and (4. 119) , we get 

AT(a ,w)L_(K,w) [ G1(Kl' ,w) - G2(Kl', w) ] 
J2-n:S+(Q, w) S+(I(l ', w) + T(I(l l , w) L_(K, w) . 

(4.121) 

Addition of Eqs. (4. 120) and (4. 121) results in 

2 ( . ,) _ 2AG1 (Ct ,w ) I 2AT(cy ,w) L_( K ,'l./) ) 
p+ a , W - J27Ts (a w) T '2=5 ( )S (K ' ,) (1 _ T2 (J\ -r '1U l L~ (J\" U; J ) 

+, V £.1f . + a , w + 1 , tv 52 (1 ' l + \ ').w 

[G ( ) Gl( K 1,W)T (K 1,W) L_(K ,w) ] 
x 2 K l' ,W + S () . + J(l, W 

( 4.122) 

Now, if we subtract Eq. (4. 121) from Eq. (4. 120) with 0' = -0', we get p_(O' , w ) or if 

we replace G1 by G2 and G2 by G1 and also change sign of 0 ' in Eq. (4. 121) and use 

( ) 
_ 2AG2(-a ,w) 2AT(-O' ,w) L_(I{,w) 

2p 0 , 7lJ - r.c + ( T~(K lL2 (K l ) - v21fS_ (O' , ·w) '2=s ( )S (J'/ ) 1- 'Y,W - ,w V£.1f - O' ,W + '\' l', W 52(1' l + \ I'W 

[G (l( ) 
G2(K1 ,W)T(K 1, W) L_(K ,w) ] 

x 1 l, W + ( . ) . 
S+ l\. '"Y , w 

( 4.123) 
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Using Eq. (4.64) in Eqs. (4 .122) and (4 .12;)), WE' gel. 

( 4. 124) 

( 4.125) 

where 

G1(K,', w)T(K", w) L_(K , w) ] 
+ S+(K,,(, w) , 

( 4.126) 

() L _(I{, w) [G ( ) 
C2 K"w = . ( T2(K"'!.'W)L:"(K ,W) ) 1 K,',w 

S+(I'\ "(,w) 1 -· s~(1<-)', w) 

-I- G2(K,,(,W)T(K,,( ,W)L_(K,w)] . 
S+( K "w) 

(4 .] 27) 

;'IJow from Eq. (4.45) and (4.48), we obtain 

(4.128) 

( 4.129) 

where Al (0:, w) corresponds to Y ?: a and A2 ( 0:, w) corresponds to Y < O. 

Using Eqs. (4 .48), (4.49), (4.73), (4 .124) and (4 .125), we get 

(4. 130) 
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Using Eqs. (4.27) and (4.130 ), and t.a.king the inverse Fourier transforl1l W.r.t. 'X ', we get 

00 

\li (X ,Y ,w) = ~J [S t ) {Gl(O, U')+ C'r( K ), Il' )T (o ,W) } ein'l] e- 1aX +;II: I}' ldo 
21T I + 0 , w 

-00 

00 

+2~ J [ s_(~ , w) [G2(-Cl' , lU) + C2(I,\-"W)T(-o,'W) ]eiap
] e - ioX+i" I) ·l dCl' . (4.131) 

-(X) 

From Eqs. (4.83), (4. 114), (4. 115) , (4 .116) and (4.117) , we get 

ei (o - I';m)'15+ (Km ) e-U(.ml' R J (o,111) ei"Q 

00 5 +(a.w)(o-Km ) 5 +(0 ,111) 

\li (X, Y, w) = -Aj' 
21T 

+ C J(J< I',w)T(a ,w)eioq _ e'i(a-Km )P5_ (I(m,w) 
5 +(0,w) 5_(O'.w)(a-Km ) 

-00 

_ e-U(mQ R2( -O',w)eic.p + C2 (1( I',w)T(-O'.w)eiap 

5_(n.w) 5_(n.w) 

(4 .132) 

We can break up the field \li (X , Y, w) into two parts 

\li (X , Y, 'W) = \lisep(x, Y, 'W) + \liint (X , Y , w) , (4.133) 

where 
00 

-ib J ei(O'-K",)ds (K w)e - ioX+ihIY I 

\li sep(x, Y, w) = - S (+ )( ' J() dO' 
21T + (X, w 0' - m 

-00 

and 

[ 

e-i l\",d Rl(o ,w)eia rl CJ( /{"w)T(O'.w)e i a d 

- 5 + (0,111) + 5 +(0 ,w) 

+ e-i!"m d R2( _O',w)e- iod _ C2 (1(".w) T( _o,w)e- iod 

5_(O' ,w) 5_(a ,111 ) 
-00 

( 4.1 34) 

] e -;aX+;,IY1d" 

(4 .135) 

Here \li'sep(x, Y, w) consists of two parts each representing the diffracted field produced by 

the edges at x = p and x = q, respectively, as though the other edge was absent while 
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\]J i /ll (X , } ", v:) gives the iuteraction of one edge upon the other. 

4.4 Far Field Approximation 

The far field may now be calculated by evaluating the integrals in Eqs. (4. 134) and (4 .135 ) 

asymptotically. For that put X = R2 cos (h , Y = R2 sin 82 and deform the contour by the 

transformatioll U = _](ry c:os (82 + it), where (0 < 82 < 7T, - 00 < t < 00) . 

00 

\]J sep(x, Y, w) = ~: J h [-](, cos (82 + it)] [exp(i I\", R2 cosh t )] sin (e2 + it )dt , (4 .136) 
-00 

where 

ei[l\, CUS( 02+ iI )+ f'·",Jd 5 _ (I{m, 'W) ] 
+ 5_ [_ K , cos ( (12 + it) ,w] . 

( 4.137) 

Similarly, we get 

00 

\]J 1nt (X, Y, w) = - .12 [-I{, cos (e2 + it) ] [exp( il\", R2 cosh t )] sin (e2 + 'it)dt , (4. 138) . -b J 
27T 

-00 

where 

C1 (K" w)T [- f{, cos (e2 + it)] c i !( -YCOS(02+it )d R2 [K , cos (e 2 + it )] eil J\ , COS(02+ it )-](",Jd 

+ 5+ [- K" cos(e2 +it),w] + S_[-K,cos(e2 +it ),w] 

_ C2 (K,I,w)T [K,' cos(e2 + it) ] ei](' COS(02+it)d ] . 

5_ [-KI' cos (e2 + it), w] 
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Hence, for large R2 , Eqs. l4.136) and (4. 138) become 

sep ( , · " ) -ibsiuB2 j' ( B ) ( / R IT) \jJ ... \. , 1 ,W = 1 - 1\, COS 2 exp i Jq 2 - -4 ' 
V2ITK,R2 

(4.140) 

and 

(4.141) 

\\There h(-J(l'cosB2 ) and h(-J(I' cos B2 ) are given by setting t = 0 in Eqs. (4. 137) and 

(4 .1 39) respectively. 

ow using Eqs. (4. 140) and (4. 141) in Eq. (4.119), we obtain 

( 4.142) 

(4.143) 

Using the values of Eqs. (4 .125) and (4.68) we get 

(4.144) 

and 

(4.145) 

Taking inverse Fourier transform w.r.t. z and using k = J( VI - JvJ2, we obtain 

( 4.146) 
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Similarly 

Now putting 

Z - Zo = R12 cos (3 

h( - [( , cus 0 2 )C i "' wJ1=Al2(Z -ZO) 

') 

cos ((3 + i 77 ) 
W = --j'1=- ==}.==12;;-'- ' 

-00 < TJ < 00 a < (3 < 7f , 

and using the steepest descent method , we get 

and 

q:,trlt(x, y ,z) = 2 2 , 2 . 
. -isinB e-; KJIJ(X-Xo ) j (-Ksin (3cosB )ei (J(R12- To / 4){;li; 

87fJ1 - M2 J RoR2 7f K R12 

4.5 Graphical Results 

(4.147) 

( 4.148) 

(4.149) 

In this section , we shall present illustrative numerical examples of the scattered far field for 

various physical parameters and investigate the scattering characteristics of the diffraction 

phenomenonin in detail. The absorbing parameter B is to be taken such that Re B > 0 

for an absorbing surface and IMI < 1 for a subsonic flow. Positive Mach number indicates 

that the stream flow is from left to right and negative Mach number indicates that the 
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stream fiow is from right to left. The followillg situations are C'ollsidered: 

(i) \ iVhen the source is fixed in one position, eo = 45°, while [( and e are allowed to 

vary. 

(i i) \ iVhen the source is fixed in OIH' positiOll , eo = 45°, while _U and e are allowed to 

vary. 

(iii) \ iVhen the source is fixed in one position, eo = 45°, while B and () are allowed to 

vary. 

For all the situations, eo = 45°, see figures (I ), (2), (3), (4), (5) and (6) which show that 

the field in the region 0 < e < 7r, is most affected hy the changes in K , 111 and B. The 

main features of the graphical results are as follows: 

(a) In Figs.(l) and (2) , by increasing the values of K , the number of oscillations 

increases, which is quite natural. 

(b) In Figs.(3) and (4). as the value of _U increases bV fixing all other pari1.meters. the 

amplitude of the separated field decreases, i.e. , the sound intensity reduces. 

(c) In Figs .(5) and (6), by increasing the absorbing parameter B, again the ampli­

tude of the separated field decreases, i.e., the sound intensity reduces, by fixing all other 

parameters. 
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~= 3 d ~O , eo = "Pi 

~ 

K=O.5 , d 10, eo ~/4, 
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4.6 Conclusion 

We have studied t he problem of a point source diffraction of an acoustic wave by a slit 

satisfying Myers' condition . W hile using Fourier transform technique, the boundary value 

problem is reduced to the functional W iener-Hopf equation whose solution is obtained by 

considering the factorization of the kernel. The Myers' condit ion give rise to a corrective 

term ( S~~~lc~~2[~ ) ) in the (third term of the kernel) solution . If t his corrective term is 

ignored, t he results of [135] can be achieved which shows that our results vary from [135] 

by a mult iplicative factor. The total field is shown to be the sum of the fields produced 
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by the two edges of the slit and a field caused due to the interaction of the two edges. 

This solution will contribute t o the analysis of noise reduction . ' '''e have taken the source 

lying far from the slit wherea.'l t he reflected sound is measured at a point far from the slit 

to know, how successfully the barrier reduces the sound transmission despi te the presence 

of the slit and as to how the absorption of t he barrier makes its presence felt. The above 

results also take care of acoustic diffraction from a slit with a rigid barrier , in a moving 

fluid , which can be obtained by putt ing j3 = O. Besides, the result for the still fluid can be 

found by putting !VI = O. Further, a numerical solut ion is obtained for the problem showing 

the effect of sundry parameters (for various values of Mach number !VI and t he absorbing 

parameter B against the velocity potent ial) . The graphs show a clear variation of the 

velocity potent ial against these parameters. It is found that if a line source is removed 

to a far-off distance i.e., infinity, t he graphical result s of plane wave sit uation [135] can 

be recovered. The Myers' condit ions give better attenuation results for the separated and 

inter-active diffracted fields as compared to Ingards' condit ions. T his route of solut ion of 

diffraction problem is more rigorous and involves tedious calculations. The mathematical 

importance of the above solved problem rests upon the fact that we have to find four 

unknown functions (p± (C\' ) , \lI ± (C\') ) against t he case of strip geometry where we have to 

find t he two unknown funct ions. T he above solved boundary value problem (a three 

part boundary value problem) is a very substantial one in the diffraction t heory, obtained 

through nerve-t esting mathematical stages. Two diffracted fields i.e., one from each edge 

and the other from the interaction of one edge upon t he other were obtained. T he above 

solved problem of a slit in a moving fluid will help understand acoust ic diffraction and 

will go a step further to complete the discussion for the slit geometry. To the best of 

author 's knowledge, t he above ment ioned problem has not yet been solved by using the 

W-H technique. 
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Chapter 5 

SOUND DUE TO AN IMPULSIVE 

LINE SOURCE 

In this chapter, we shall discuss the problem of diffraction caused dne to an impulse line 

source by all absorbillg half plane, in the presence of a subsonic flow , satisfyin~ Myers' 

impedance condition [133]. The problem of acoustic diffraction by an absorbing half plane 

in a moving fluid using Myers' condition was discussed by Ahmad [46]. He considered the 

difhaction of sound waves by a semi-infinite absorbing half plane, when the whole system 

was in a moving fluid. In [46] , the time dependence was considered to be harmonic in 

nature and was suppressed throughout the analysis. In this problem, while we have taken 

into account the time dependence throughout , we apply the temporal Fourier transform to 

obtain the transform function in the transformed plane using the \iViener-Hopf technique 

[13] and the method of modified stationary phase [12] . When the transform function is 

available, an inverse temporal Fourier transform can be applied to obtain the results in the 

time domain. The time-dependence of field is introduced by a delta function with temporal 

and spatial Fourier transform. In line with the solution for diffracted field, asymptotic 

solutions are sought for spatial integrals in far-field approximation. The method to obtain 

the solution is firstly the transformed plane which gives the transfer function. The impulse 
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response is then calculated by convoluting this function with appropriate time-dependent 

function after takiug inverse Fourier trC'Lnsform, for example, Tolstoy [149], Lakhtakia 

[150.151] and SUll [152]. Here. inverse Fourier transform over the time variablf' is calculated 

through Convolution tlworcm which also provides the space-tinw diffracted field data. \lve 

have shown as to how the frequency of incident wave is affected by the amplitude of the 

diffracted field in different limiting positions. Also, the effects of different parameters on 

the field can be seen through the graphs. 

Transient nature of t he field is an important area in t he t heory of acoustic diffraction 

and provides a more complete picture of the wave phenomenon. The effect of t he transient 

nature of the field has been taken into account by many scientist like Rienstra [11 7], 

Lakhtakia et.al. [153- 155], Ayub et.al [74] and Asghar et.al. [119]. Fourier or Laplace 

transform route from time-harmonic regime may be used for t ransient solutions: however, 

a direct analysiti of LntlltiiellL problellls is tiilllpler and easier to adopt., at times. 

Numerous authors have undertaken research into scattering of sound and electromag­

netic waves by half plane, e.g., Sommerfeld [3] obtained valid solution of plane diffraction 

waves from half plane using image waves. Hohmann [156] considered t he cylindrical in­

homogeneity buried in a conductive half space with line source excitation. Boersma and 

Lee [40] studied the electric line source diffraction by a perfectly conducting half plane. 

Sanyal and Bhattacharyya [157] attained a uniform asymptotic expansion of the Mali­

uzhinetz's exact solution for the plane wave and line source illuminations by a half plane 

with two face impedances, by using Vander Warden 's method. Rawlins et al [43] con­

sidered t he line source diffraction by an acoustically penetrable or an electromagnetically 

dielectric half plane. Asghar et al discussed line source and point source diffraction by 

three half planes in a moving fluid [44]. Ahmad [46] studied the line source diffraction of 

acoustic waves by an absorbing half plane using Myres ' conditions. Hussain [158] analyzed 

the problem of line source diffraction of electromagnetic waves by a perfectly conducting 
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half plane in a homogeneous bi-isotropic medium. Using uniform geometrical diffraction, 

further advancement on half plane solution with ideal boundaries was rendered by Pathak 

and Kouyoumjian [55]. Williams [56] also referred to diffraction of waves by half planes 

with no ideal boundary conditions in reference to surfaces with identical point reacting 

impedance in infinite product. T hen, Rawlins [57] found closed form solution for diffrac-

tion of plane wave by rigid-soft half plane. The new physical applications enabled the 

study of scattering by half plane surfaces with more complicated boundary conditions. 

For example, application of absorbent liners in aero engine exhausts may be attributed to 

impedance surfaces using Wiener-Hopf t echnique. 

5.1 Formulation of the Problem 

Consider a small amplitude sound wave Oll a lllain stream moving with a velocity U 

parallel to the :r - a:ris. A semi infinite absorbing half plane is assumed to occupy the 

position y = 0, x ~ O. The equations of motion are linearized and the effect of viscosity, 

thermal conductivity and gravity are neglected. T he fluid is assumed to have a constant 

density (incompressible) and sound speed c. We assume that the plane satisfies the Myers' 

impedance condition 

(5.1) 

where 

and 'Un is the normal derivative of the perturbation velocity at a point on the surface of 

t he semi-infinite half plane, p is the surface pressure, Za is t he acoustic impedance of the 

surface and n a normal vector pointing from the surface into the fluid. 

The perturbation velocity u of the irrotational sound wave can be written in terms of 
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the velocity potential ep as u = \l cp and the resulting pressure p of the sound field is given 

by 

(5.2) 

where Po is density of undisturbed stream . The mathematical form of the problem may 

be expressed in terms of the equations satisfied by ¢(x, y , t ) as follows 

- + - - -- + M- ¢ = J(x - xo)J(y - yo)J(t ), 
[ 

[)2 ¢ [)2 ¢ (1 [) [) ) 2 1 
[)x2 [)y2 C [)x [)x 

(5 .3) 

and subject to the following boundary conditions in time domain 

;c < 0 , (5.4) 

.r < o. (5 .5) 

In above equations It- = ~ is the wave number , f3 = Pzoc is the specific complex admittance 
C a 

and, .M = ~ is the Mach number. It is assumed that the flow is subsonic , i. e., 11111 < 1, 

and Re;3 > 0, which is a necessary condition for an absorbing surface [114]. More details 

can be found in [46]. 

5.2 Temporal Transform of the Problem 

We define a temporal Fourier transform and its inverse by 

00 

X( x, y, w) = J ¢ (1:, y, t)eiwtdt , 
-00 (5.6) 
00 

¢(x,y, t ) = 2~ J X(x, y ,w)e-iwtdw , 
-00 
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where U) is the temporal frequency. ""0/e transform Eqs. (5.3) to (5.5) in frequency domain 

by using Eq. (5.6), and obtain 

[ 
2CP f) f)2 .J 

(1 - AI )D .) + 2ikJ\I-D +" 2 + k2 \ (T,y,W) = 5(:r - J·o)()(Y - Yo), 
r ,l.: uy 

(5.7) 

[ 
[) [). i(3j\J2 [)2 J ± 

-;:.) =r= 2(3 P.[ -;:.) ± 1,"'(3 =r= - I. - ~ 2 x(:r, 0 ,w) = 0 
uy uX ~ uI 

T 2: 0, (5.8) 

2... (, 0+ ) - 2... , ( 0- ) 1 8y X x, ,w - 8y X. x, , w 

X(T,O+,W) = x(:r,O-,w) 

:1. < 0, (5.9) 

with 
CXJ 

5(t) = - e-,widw. 1 J . 
27T 

(5.10) 

-00 

We observe that the mathematical problem expressed in Eqs. (5.7) to (5.9) is the same 

(1.<; discussed by Ahmad [46J except that in our problem k = ~ is not a constant; rather, 

it is a function of w. Thus, without going into details , we mention the results only, i.e., 

00 

exp [-iKN£(X - Xo)] J ei1/(S - SO ).+;K(Y - YO ) 
v(:r y w) = dv 
\ ' ,. , 47TiJ(1 - NI2) h 

-00 

where 

B [K (1 + NI2) + 2~M + (1~~~~~K] - J(K - v)J(K + Osgn(Y)sgn(Yo) 
G(v,~ ,w) = . 

L+( // )L_(O(~ - //)J( K 2 - v2)J(I{2 - e) 
(5. 12) 

where If, = J(K2 - 1)2) is the wave number and 'U is the Fourier transform variable. Also 
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where K+(V) is regular for In1'l.-' > - Im]",' , i. e., upper half plane and h:_( v) is regular for 

1m v < 1m f{ , i.e., lower half plane. Let 

(5.13) 

where 
00 

]~ = dl/ , J 
pil/(X - Xo)+i,,(Y - 1'0) 

h: 
(5.14) 

-00 

and 
00 00 

]~ = J J G(v,~,w)e'iI/X+;V(J(LI/2)IYI e-i~X+iV(I(Le)IYol d~dl/, (5. 15) 

-00 -00 

In order to calculate the total field ¢(x, y, t) , we need to find out the inverse temporal 

Fourier transform of the above integrals. Let us first consider I~ which can also be 'written 

in the form 
oc 

I - e-;XR' CUs h Ad).. , , eXl) [-i s 111 R' cos 8 '] j' 
1 - 4nJ( 1 _ lI!J2) 

(5. 16) 

-00 

where 

x - Xo = R' cos 8', IY - Yol = R' sin 8' , 1/ = K ('.os(8' + i ).. ), 

Taking the inverse temporal Fourier transform and noting t hat K is a function of w, Eq. 

(5 .16) can be written as 

00 00 

I I = 1 ,J' ,J' e - i J( l'd R' cus 8' +iJ( R ' cosh A e -iwt d)"dw, 
8n2J( 1 - M2 ) 

-CXJ -c::xJ 

using 

k = J(l - NJ2)K and 
w 

k= - , 
c 

we get 
00 00 

h = -- -- e Q Q dwd)" 
C J 1 J -iw[t+ At R' cos e' - R' cush A J 

4nQ 2n ' 
-00 -00 
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where 

vVe know that 

-00 

T hus, using this property of t he 8-function, we obtain 

00 

I - C J '( NI R' cos G' R' cosh A) l \ 
1 - -- u t + - ~ /\ . 

4nQ Q Q 
-00 

Letting R' c~r A = '17 in the above integral, we get 

00 

C J 8(t' - '17) 
I I = 4""'Q Cz,,7 , 

" / ( 2 R'2) 
- oc \ 7] - Q2 

(5. 17) 

where t' = t + II I H'QUSG' . The integral appearing in Eq. (5.17) can now be calculated 3.':i 

(5. 18) 

where H (t' - '17) is the usual Heaviside function. 

Before finding the inverse temporal Fourier transform of I~ , we calculate the double 

integral appearing in the expression for I~. To do so, we introduce the polar coordinates 

X R cos G, WI = R sin G, 

Xo Ro cos Go , IYo l = Ro sin Go , 

and the transformation ~ = - f{ cos( Go + ip) which changes the contour of integration over 

~ into a hyperbola through the point ~ = - f{ cos 8 0 where (0 < Go < 7f , -00 < T < 00). 

Similarly, by the change of variable v = f{ cos(G + iq) , the contour of integration can be 
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converted from I) illto a hyperbola throngh Lhe point // = 1'\" cos 8. Tl1\ls, omitting the 

details of calculations, we obtain 

where 

1 - M2 sin2 e) 
1 - NI2 ' 

and 8 i= 7f - 8 

ow taking the inverse temporal Fourier transform of Eq. (5. 19), we have 

,,"here 

1 'tC e -i:.Jid 
. A' /00 ~(R+Ro -!lJR' cus8') 

2 = --- e w 
27f W ' 

-00 

A' = [B{((l + ],,12) - 2]"I cos 8 0 + !I~~~u;;2rO)} - 2sin ~ sin -¥] 
167fVRRoL+(K cos 8 )L_( - K cos 8 0 ) (('os 8 + cos 8 0 ) . 

(5.19) 

(5.20) 

(5.21) 

Let us take g(w ) = ~, f(w) = e~(R+Ro -AJR'cus8') in Eq. (5.20) and using the convolution 

theorem, we can write 

where 

12 = - 'icA'F(t) * G(t ), 

iT+OO 

F(t) = ~ j' e~(R+Ro-MR'cus8')e-iwtdw, 
27f . 

iT -OO 

;T+OO 

1 / e-
iwL 

G(t) = - --dw, 
27f. w 

iT-(x) 

(5.22) 

where T lies in the region of analyticity such that - Im(K) < T < Im(K) . The asterisk 

in equation (5.22) denotes convolution in the time domain. For T > 0, we can close 

the contour of integration in the lower half plan. Knowing that w has a small positive 
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imaginary part , for T > O, we get 

F (t) = 15(t - ~ (R + Ro - j\1 R' cos 8 ')), 

G(t ) = -i . 

Hence, 
oc 

h = -cA' J 15(t' - ~(R + Ro))dt, 
- 00 

or 

12 = -2cA' H(t' - ~ (R + Ro )) · (5 .23) 

Making use of Eqs. (5.6), (5. 11) (5 .13), (5. 18) and (5.23) , we get 

c H lt' - 17) ,,1 
¢( J' , y , t) = Q - 2cA H (t - Q (R + Ro) ), 

47r J( 2 R'2 . 'II - Q2) 

(5 .24) 

where A' is given by Eq. (5.19). 

5.3 Graphical Results 

A computer programme MATHEMATICA has been used for the graphical plotting of 

the diffracted field in the time domain. The main features of the graphical results are as 

follows: 

(a) In Fig. (1) , the amplitude of the diffracted field is plotted against observation angle 

for different values of the incident angle by fixing all other parameters. It is observed that 

by increasing the incident wave angle, the amplitude of the diffracted field decreases. 

(b) In Fig. (2), the effect of Mach number !v! can be seen. By increasing the Mach 

number, the amplitude of the diffracted field decreases, i.e., the sound intensity decreases. 
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(c) In Fig. (3) , the amplit ude of the diffracted field is plot ted against observation 

angle for different values of the absorbing parameter B , by fixing all other parameters. It 

is observed t hat by increasing t he absorbing parameter , t he amplitude of t he diffracted 

field decreases, i.e., the sound intensity decreas es. 
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\Vc hayc obtained an improved form of thc diffracted field due to an impulsivc linc sourcc 

by an absorbing half plane in a moving fluid by considering the t ime dependence. T he first 

term in Eq. (5 .22) represents the field at the observation point directly coming from the 

line source, whereas the second term corresponds to the diffracted field from the edge of the 

half plane. This field starts reaching the point (x.y) after the time lapse f' > h(R + Ro). 

vVe note that t he strength of the field dies down as 1 /~. The results for the still air 

can be obtained by putting lVI = O. 
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Chapter 6 

DIFFRACTION OF AN 

IMPULSIVE LINE SOURCE WITH 

WAKE 

In t his chapter, we shall discuss t he problem of diffraction due to an impulse line source by 

an absorbing half plane with wake using Myres' impedance condition [133] in the presellce 

of a subsonic fluid fiow. In the process, we shall examine the effect of Kutta-Joukowski 

condition by introducing the wake (trailing edge) attached to the half plane. The time 

dependence of the field requires a temporal Fourier transform in addition to the spatial 

Fourier transform. We apply the temporal Fourier transform to obtain the transform 

function in the transformed plane using the Vviener-I-Iopf technique [13] and the modified 

method of stationary phase [12]. When the transform function is available, an inverse 

temporal Fourier transform can be applied to obtain the results in time domain. The 

expressions for acoustic field for the trailing edge are obtained, i.e. , a wake is attached to 

the absorbing half plane. A Kutta-Joukowski condition is also imposed in order to find 

a unique solution . • Tormally, the effect of the Kutta-Joukowski condition is to produce •. 

a beam of sound in neighborhood of the wake and to scatter a field elsewhere which 
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is approximately the onf' given by F fowcs-W'illi ams alld Hall [99]. T he solution for t he 

leading edge situation can be obtained if the wake, and consequently a Kutta-Joukowski 

edge condition, is ignored . T his can also be seen from the numerical resnlts. 

The research work of various au thors into scattering of soulld aud electromaguetic waves 

by half plane have been discussed in the previous chapter. Jones [38]studied t he problem 

of line source diffraction of acoustic waves by a hard half plane attached to a wake in still 

air as well as when the medium is convective. He showed that wake act s as a convenient 

t ransmission channel for carrying intense sound away from t he source. The problem was 

further ext ended to t he point source excitation by Balasubramanyum [110] and diffraction 

by a cylindrical impulse by Rienstra [117] . Rawlins [114] discussed the diffraction of a 

cylindrical acoustic wave by an absorbing half-plane in a moving fluid in the presence of a 

wake. The nature of and basis for a Kutta-condit ion in unsteadv flow has been discussed 

by Crighton [101] in detail. 

Transient nature of t he field is an important area in t he t heory of acoustic diffraction which 

we have discussed in Chapter Five. Effect s of moving medium was first correctly given 

by Miles [159] and Ribner [160] for a plane interface of relative motion. T he steady SLate 

(time harmonic) and initial value (impulsive source) sit uations have also been considered 

by Crighton et al. [101]. Ingard [121] discussed t he effect of flow on boundary condit ions 

at a plane impedance surface. Later on , Myers [133] discussed t he diffraction of cylindrical 

acoustic waves, by a semi-infinite absorbing plane, which was generalization of the Ingard's 

condition. Now, Myers' condit ion [133] is the accepted form of the boundary condition for 

impedance walls with flow. Recently, Ahmad [46] has discussed t he problem of acoustic 

diffraction by an absorbing half plane in a moving fluid using Myers' condit ion . 
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Formulation of the Problem 

\"'fVe consider the diffraction of an acoustic wave incident on t he half plane occupying a 

space y = 0, ,1' ::; 0 so that the stream is at zero incidence. The form of the plane wave 

in the moving fluid is produced by considering an impulsive line sourCf' at (.1:0, Yo ) and is 

of strength J(t) (where J denotes t he Dirac delta function) t hat also radiates waves. A 

wake Occl1pies y = 0, .r < 0 with t he velocity of t he moving fluid parallel t.o the x-axis 

and of magnitude U > O. The equation of motion is linearized and the effect of viscosity, 

thermal conductivity and gravity are neglected . The fluid is assumed to have a constant 

density (incompressible) and sound speed c. vVe assume that t he plane satisfies t he Myres' 

impedance condition [133J. 

(6.1) 

where the function 9 is related to the surface pressure jJ such that 

(6.2) 

and Un is t he normal derivative of t he perturbation velocity at a point on the surface of 

t he semi-infinite half plane, Za is t he acoustic impedance of t he surface and n a normal 

vector point ing from the surface into t he fluid . 

T he pert urbation velocity u of the irrotational sound wave can be writ t en in t erms of 

the velocity potent ial ¢ as u = \7 ¢ and t he resulting pressure p of t he sound field is given 

by 

(6.3) 

where Po is the density of the undisturbed stream. The line source is considered parallel 

to the edge at the point (xo, Yo). The governing convective wave equation with boundary 
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conditiolls is givell by 

(6.4) 

The Problem in Frequency Domain 

Let us transform the problem ill frequency dOlllain with the help of temporal Fourier 

transform by 
00 

X(x, y, w) = J ¢(x, y, t) eiwt elt , 
-00 (6.5) 
00 

¢(x, y,t) = 211f I x(x,y,w)e-iwtdw, 
-00 

where w is the temporal frequency. We transform equations (6 .1 ) and (6 .4) by using Eq. 

(6.5) and obtain 

(6.6) 

[
a a i f3 AI2 a2 ] 

ay =r= 213M ax ± ik f3 =r= -J,;-ax2 x(x, O±,w) = 0, x < 0, (6.7) 

with 
00 

1 j' c5(t) = 27r e-iwtdw, (6.8) 
-00 

a a 
-a X(x·,O+, w) = -a X(x,O -, w), 

y y 
x> 0, (6.9) 

(-ik + lVI :'C)x(x , o+,w) = (-i k + lVI :x)x(x ,O-,w) (6.10) 

where 13 = Pzo c is the specific complex admittance, k = ~ is the wave number and k = 
a C 

k1 + ik2 has a small imaginary part to ensure the regularity of the Fourier transform 

integrals and M = ~ (c is the velocity of sound) is the Mach number. We assume that 

the flow is subsonic, i.e., IlVII < I , (for a leading edge situation -1 < M ~ 0 and for a 
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t railing edge situation () < j\f < 1) and Re ;1 > 0, which is a necessary condition for an 

absorbing surface. Also (3 = 0 corresponds to the rigid barrier and (3 = 00 corresponds 

to the pressure relea.c;e barrier. T he trailing edge situation gives rise to a field which 

is f:liugular at the origin for the t railing edge situation. Therefore, the Kutta-Joukowski 

condition is imposed to obtain a unique solut ion of the problem. T he boundary condition 

(6.10) for a continuous pressure with massless wake as already discussed in [57] can be 

written in the alt ernative form 

x(x,o+,w) - X(x, O-,w) = Ae~x x> 0, (6. 11) 

o 0 
~X(x,O+,w) = ~X(x,O-,w), 
uy uy 

(6.12) 

III Eq. ((U 1) t hf' discontillllit:v in t lI f' fif'ld is rh lf' to imposit ion of wake which involves 8 

paranlf'ter A. This /\ will be determined by the reqllirement that the velocity at the trailing 

edge should be finite which requires the imposition of Kutta-Joukowski edge condition. 

Also A = 0 corresponds to the leading edge situation, i. e., no wake. Initially, we shall 

impose the edge condition 

dJ = 0(1), and o¢ =0(_1 ) 
or ft ' 

combined with the condition that the diffracted field is outgoing at infinity. Physically, 

we can consider t he flow of an incompressible fluid past the edge of a sheet on which the 

normal velocity is zero. We also need conditions to limit the singularities at the edge (0, 0) . 

In absence of mean flow , a solut ion exists with ¢ = O( /i") as T ---t 0 (radiation conditions 

or Sommerfeld conditions), and to this solution may be added any eigen solution of the 

problem. The eigen solutions, however , are all more singular than this and it is; therefore, 

convenient to choose the solution with ¢ = O( /i"). The better reason for taking this 
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solution can also be obtained by takiug into account the effect of viscosity to the half 

plane. 

Let us introduce the following real substitutions in Eqs. (6.6), (6.7) . (G.9 ), (G.I0 ). (6 .11 ) 

and (6.12) 

x = J l - Jvf2X, Xo = / 1 - M2XO, Y = Y, Yo = Yo , f3 = J l - !'vf 2B , J...: = / 1 -11121(, 

and 

x(x, y, w) = 'if; (X, Y , w)e-iJ{J\L\, (6.13) 

to get 

(~ a2 ]{2) 'if; (X Y ) = o(X - Xo)o(Y - Yo) eiI<MXo 
aX2 + ay2 + , ,w J l _ Jvf2 ' (6.14) 

.f < II 

(6.15) 

and 

atVJ(X, O+,w) = a~''if;(X,O-,w) } 

'if; (X,O+, w) - 'if; (X ,O-,w) = >.eif;x 
:r > O. (6.16) 

The total field W( X , Y, w) may be expressed as a sum of the incident and scattered field 

as follows: 

VJ (X, Y ,w) = w(X, Y ,w) + Wi(X , Y ,w) , (6.17) 

where Wi(X, Y ,w) is the incidence field (corresponding to the inhomogeneous equation) 

and W (X, Y, w) is the diffracted field (corresponding to the homogeneous equation) , so 

that Wi (X, Y, w) satisfies 

(~ ~ ]{2) W. (X Y ) = o(X - X o)o(Y - Yo) iI<MXo 
aX2 + ay2 + '" w Jl _ M2 e (6.18) 
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and \Ii (X, Y, w) satisfies 

(6.19) 

By t he Green's function method , t he solution of Eg. (6. 18) can be obtained 8.<; 

oc 

\Ii (X l ' w) = ~HJ (J{R) = ~ j ~ ei [O(.Y - .\O )+KP· - )'o lJ clo. 
1 " 4i 0 47ri /, ' 

(6.20) 

-CX) 

where a = ~~\~~~~, R = V(X - XoF + (Y - Yo)2 and h, = .JJ(2 - 0'2 . Here, X , is the 

wave number and 0' is the Fourier transform variable. 

Let us introduce the Fourier transform over the variable X as 

CX) 

\Ii (0 , Yw ) = j \Ii ('y.1'.w) ( - lnXd.'\ . 

- CX) 

and 
= 

\Ii (X , Y,w) = - \Ii (0' , Y,w)e1Q dO'. 1 j - x 
27r 

-00 

We cater for the two part boundary condition on Y = 0, split \Ii (ct, Y, w) as 

where 

and 

o 

\Ii _(O', Y ,w) = j \Ii (X, Y ,w)e-iOx
, 

-CX) 

CX) 

\Ii +( ct, Y, w) = j \Ii (X, Y, w )e- iax
. 

o 

(6.2] ) 

(6.22) 

(6.23) 

Here \Ii _ ( 0', Y, w) is regular for ImO' < 1m K and \Ii + ( 0', Y, w) is regular for 11110' > - 1m K. 
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WI.' transform Eq. (6. 19) b~T Fomier transform to get 

(6.24) 

and 0 - plane is cut s1lch t hat 1m k > 0, (for bounded solut ion). T he solution satisfying 

radiation condition is given by 

W(c> , Y,w) ~ { if Y ~ 0 

if Y < o. 
(6.25) 

The Fourier transform of t he boundary condit ions as given by Eqs. (6. 15) and (6.16) takes 

t he following form 

. { ( 2) 0'2 M 2 } - -/ 
=-lB K 1 + 11,1 + 20'1'1,1 + (1 -1v[2)K w;(O' ,O,w) - w;(C\' ,O,w), (6.26) 

and 

{ ( 
2) 0'211112 } - - / 

= i B K 1 + ],,1 + 20'J\I + (1 _ NJ2 ) K Wi(O' , O,w) - wi(O', O,w) . (6 .27) 

Also 

(6.28) 

and 

(6 .29) 
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\~Tith the help of Eqs. (6.25) to (6.29), we get 

where 

J~ ( () , 0, w) i ).. 
BJ(o)=J_(o,O,w)+ . - r ' 

1K 2(0 -~) 
M 

( ) 
JI (0', 0, w) 

B2 0') = -J_(a,O ,w + - --.-­
'thO 

i).. 

2(0 - ~~) ' 

From Eqs. (6.25) and (6.30) to (6.33), we have 

(6.30) 

(6.31) 

(6.32) 

(6.33) 

Eliminating 1]1'_ (O', O+,w) from Eqs. (6.26) and (6.34), and eliminating 1]1~(O',O-,w) from 

Eqs. (6.27) and (6.35), we get 

- I ',r 2 a- j \ . - + 
[ { 

'J ~if2 } ] 
1]1 +(a,O,w)- 'tB K(1+M)+2aM+(1_NI2)K +u,; 1]1 _(0, 0 ,w) 

(6 .36) 

and 
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(6.37) 

Addit ion of Eqs. (6.36) and (6.37) results in 

- / - / J(A 
iI'LL (O') J_(O', O,w) - w+(o',O,w) + wJO', O,w) + J( = 0. (6.38) 

2(0' - J\f) 

Similarly, eliminating W _ (0' , 0+ , w) from Eqs. (6.26) and (6.34) , and eliminating W _ ( 0' , 0- , w) 

from Eqs. (6.27) and (6.35) and then subtracting the resulting equations, we get 

(6.39) 

where 

B [ 2 M 2 ] 
L (O' ) = 1 + '" K (1 + 1112) + 2a i\! + (1 ~ liP ) J( . (6.40) 

Eqs. (6.38) and (6.39) are the standard Wiener-Hopf equations. Let us proceed to find 

the solution for these equations. 

Solution of the Wiener-Hopf Equations 

Let us write 

(6.41) 

and 

(6.42) 

where L+(O') and fi:+( O') are regular for 1m 0' > - ImK, i. e., upper half plane and L_( O' ) 

and /-':_ (0) are regular for 1m 0' < 1m K , i.e., lower half plane. Making use of Eqs. (6.41) 
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and (6.42) in Eq. (6.38), we get 

Whereas in Eq. (6 .43), the first term on t he left hand side is regular in the lower half 

plane and the term on the right hand side is regular in the upper half plane, for the other 

two terms whose genders are not known, can be written as [13] 

(6.44) 

and 

(6.45) 

These decompositions cannot be performed by inspection and it is necessary to use the 

general theorem B of [13]. Now, invoking Eqs. (6 .44) to (6 .45) in Eq. (6.43), we get 

where 

(6.47) 

00 - f 

T (ex ) = __ 1 J W; (~, 0, w) d( 
- 27l'i L+ (~)v' J( + ~(~ - ex ) , 

(6.48) 

-00 

(6.49) 

(6.50) 
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Vlfe have equated the terms with negativE' sign on the left hand side and terms with positiv(' 

sign on the right hand side of Eq. (6.46). Let J( a.) be a function equal to both sides of Eq. 

(6.46), which are regular in lower and upper half planes respectively. We use analytical 

cont inuation so that the definition of J (o-) can be extended t hroughout the complex (\ 

plane. We examine the asymptotic behaviour of Eq. (6.46) to ascertain the form of J (o.) 

as 0- ~ 00. It is noted that IL±(a)I-O( l ), [46J as 10-1 ~ 00 and with the help of edge 

I 

condition, it is found that J_( o.',O,w) should be at least of O(lo.r 'l) as 10.,1 ~ 00. So, 

I 

using the extended form of Liouville's t heorem [13], we see that J (o-rO(lo.r'l) and so a 

polynomial that represents J (a) can only be a constant equal to zero, i.e., 

By using Eqs. (6 .48) and (6 .50) in above equation, we have 

(6.51) 

Similarly, by adopting the same procedure as in t he case of Eq. (6.38), we can write for 

Eq. (6.39) a.s follows 
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Invoking Eqs. (6.51) and (6.52) in Eqs. (6.30) and (6 .31), respectively, and t heD making 

use of Eq. (6.20) in the result ing equatioll, we get 

(6.53) 

In order t o ensure a unique mathematical solution , we must impose Kutta-J oukowski 

edge condition which requires that the velocity should be finite at the origin , ,,,,hich in fact 

mean.' t hat in the abo\'(' C'xprC'ssion, t lw tC'rm of O(lnl-~+cl) as I(VI -4 'X' must vanish and 

IL± (C\') I -0(10 IH) as 10 I -4 00. 0 :::; 6 :::; ~. Hence, in order apply the Kutta-J oukowski 

condi tion we choose A as 

(6 .54) 

The integrand in the above integral expression is exponent ially bounded as I~I -4 00 . By, 

invoking Eq. (6 .53) with (6.54) in Eq. (6 .25) and taking the inverse Fourier t ransform of 

the resulting equation , we get 
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where the path of integration is indented below the pole 0' = ~~ for 1m k = 0 and wit.h 

the help of Eqs. (6.14) and (6.55), we get 

OG 

_ (r w) = _ex_"p-,,--[ -_i_I\.--;" 1I=1=(=X=-===./=-X_o--=-)] j' eio:( x - x 0 )+; K( ) -- Yo ) (lei. 
\. c , y , 47fiJ(l _ 1112) /-\ 

-00 

-CX) - CX) 

(6 .56) 

where 

(6 .57) 

anel 

(6 .58) 

It can be seen that if the second term in Eq. (6.56) which is carrying the effect of wake 

in it , is ignored , t he result ing equation is very much similar to that of Eq. (32), where no 

vertex sheet (wake) is attached to the absorbing half plane [38] (leading edge situation). 

A natural simplification of the problem is obtained by considering the disturbance to 

be simple harmonic in time t having frequency w . The time dependence is described by 

the factor exp( -iwt ). V-Ie shall solve the harmonic problem as if the frequency w is pure 

imaginary and then obtain the solut ion for real w by analytic continuation with respect 

to w . In order to calculate the total field ¢(x , y, t), including the det ails in appendix A, 

we finally get 

c H (t'-e) , 1 1 
¢(x, y , t ) = 4 Q J -2cF1H (t - Q(R+Ro))+2QG1H(t- Q (R + Ro)) , (6.59) 

7f (2 R12) e - Q 2 
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It is interesting to note that, t he Eq. (6.59) representing the total field with trailing edge 

situation in the transient nature. The first term in the expression (6.59) represents the 

field at the observation point when the wave is directly coming from the line source while 

the second term corresponds to the diffracted fi eld from the edge of the half plane and 

the third term includes the effect of wake. 

Graphical Results 

The graphical plotting of the diffracted field given by the second and third term of expres­

sion (6.59) is obtained when the source is fixed in one position and the affect of different 

parameters is observed for the diffracted field. The absorbing parameter B is to be taken 

such that Re B > 0, which is the necessary condition for an absorbing surface. Since the 

results are being plotted for the trailing edge situation therefore the Mach number is to 

be taken such that 0 < IV! < 1, for a subsonic flow , which also indicates that the stream 

flow is from left to right. The following two situations are considered: 

1. When the source is fixed in one position (for all values of Mach number), relative 

to the absorbing barrier, (80 = ~, M and 8 are allowed to vary) . 

2. When the source is fixed in one position (for all values of absorbing parameter), 

relative to the absorbing barrier, (80 = ~, B and 8 are allowed to vary). 

It is observed t hat the field in the region 0 < 8 < 1f , is most affected by the changes 

in NI, Band I<. Since there is no field before t he source is activated therefore t he value 

of t is taken to be positive in all the cases. The observations are given below: 

(a) . Fig. (1) is plotted for t he diffracted field (trailing edge situation) against t he 

observation angle for different values of the Mach number 1\11 by fixing all other paran1eters 

while F ig. (3) is plotted for the leading edge situation (no wake) in transient nature just 

for the comparison. Fig. (5) is plotted for the diffracted field given in [6.59]. As we are 
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considering the subsoniC' flow i.e., U < c. and by increa<;ing the Mach mllnber by hxing all 

other parameters (J( = 1, B = 0.5 , R = 2,), t Il e velocity of the fluid is coming closer to 

the velocity of the sound. The modulus of the velocity potential function is proportional 

to the amplitude of t he perturbation sound pressure and; therefore, gives a mea<;ure of 

sound intensity. I\' ow, It can be seen from the Fig. (1) , which is plotted for the trailing 

situation t hat t he amplitude of the field increases initially with some fluctuations due 

to the singularit ies, while in figs . (3,5), t he amplitude decreases by increasing !VI i.e. , 

diffracted sound intensity was less for leading edge situation than for t he trailing edge 

sit uation . On physical grounds, one would expect the opposite to be the case. The wake 

would be having a shielding effect. Since the edge condition employed in the diffraction 

theory was the normal edge condition , that is why, t his theoretical contradiction occurred. 

This requires that the sound energy is bounded in the finite region around the edge of the 

half plane which gave rise to field more singular at the origin for the trailing edge situation 

than for the leading edge situation. The normal edge condition used in the difhaction 

t heory can only be regarded to model the leading edge situation satisfactorily. 

(b) In a similar way, the Figs. (2,4,6) are plotted for the diffracted field against 

the observation angle for different values of absorbing parameter B , by fixing all other 

parameters (K = 1, !VI = ±0.5, R = 2,). By increasing t he absorbing parameter B , the 

amplitude of t he diffracted wave will be decreased and consequently the amplitude of the 

velocity potential will decrease which is also observed in F igs. (2, 4, 6). These figures also 

show that the sound attenuation increases when the absorbing parameter increa'3es. In 

particular , the presence of wake considerably reduces sound intensity in t he shadow region 

as compared to the leading edge situation. From fig. (6) it is observed that the absorbing 

parameter does not make remarkable change in the amplitude of the field when compared 
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it with fig. (2) which is plotted for the trai ling edge situation. 
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Fig. 6.1: Amplitude of the diffracted field 

plotted against the observation angle for 

different values of the Mach number lVI. 
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It is of interest to consider the half plane as a noise barrier \;vhich has effectiveness as a 

sound barrier , for example an engine above a wing and thus to examine the effects of flow 

to the sound level in the shadow region . It is shown that the magnitude of the sound 

diffracted into the shadow region is reduced by the presence of flow which shows that the 
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trailing edge situation is most efficient for reducing the noise in this region. 

Conclusion 

It is observed that the presence of the Kutta-Joukowski condition does not have much 

illfluence on the diffracted field away from the diffracting plane and produces a much 

stronger field near the wake than elsewhere even when the source is not near the edge. 

If t he transient nature of the field and the presence of wake is ignored in Eq. (6.59), the 

resulting field becomes that of leading edge situation [38], which is well supported by the 

graphical results presented in the next section. Also, it is observed that the diffracted field 

starts reaching the point (x, y) after the time lapse t' > ~(R+ Ro) and t > ~(R+ Ro ) and 

the strength of the field dies down as ko. The graphical and the analytical comparison of 

leading edge situation and trailing edge situation has been made and discussed in detail in 

the previous sectioll. It is observed that the absorbing half plane with wake gives a more 

generalized model in diffraction theory and more situations can be discussed as a special 

case of this problem by choosing the suitable parameters. The problem with more practical 

applications is one of an absorbing strip in a moving fluid with trailing edge situation. 

This can be model for an aeroplane wing and has the advantage of being cheaper than 

to construct a strip with faces entirely coated in absorbent materials. Finally, this work 

with Myers ' impedance condition in contrast to the Ingard's condition , will offer useful 

theoretical comparisons in conjunction with experimental results. This should lead to a 

choice as to which boundary condition is to be used in practice. 

We can obtain no wake (leading edge) situation by taking A = 0 and a field for a rigid 

barrier by putting B = o. Also, the results for the still fluid can be recovered by putting 

Iv! = o. 
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Chapter 7 

INTERMEDIATE RANGE 

DIFFRACTION BY A HALF 

PLANE WITH WAKE 

The aim of the present chapter is to analyze the diffraction of waves, in intermediate zone, 

due to a line source by an absorbing half plane with a wake attached to it, in a moving 

fluid using Myres condition [133]. It is also to examine the effect of the Kutta-Joukowski 

condition by introducing the wake (trailing edge) attached to the half plane. As mentioned 

in 'Abstract ', it is a fact that as per available record, no attempt so far has been made to 

calculate the diffracted field at an intermediate range, from an absorbing half plane with 

a wake attached to it using Myres' condition. 

The solution to the problem, in the intermediate zone, is obtained by using Greens' 

function method, Fourier transform, V/iener-hopf technique [13] and a modified version of 

stationary phase method [12]. It is observed that the far field solution may be recovered 

by shifting the source from intermediate range to the far field position. It is also observed 

that the field produced by the Kutta-Joukowski condition will be substantially in excess 

of the field when this condit ion is absent. The solution for the leading edge situation can 
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Iw obtained if t he wake, and cOllsequently a K1ltta-Joukowski edge condition is ignored. 

7.1 Formulation of the Problem 

Vve consider t he diffraction of m1 aco1lstic wavp incident on the half plane occupying a 

space y = 0, :r :::; 0 . The line source is located at (xo, Yo ) and the system is placed in 

a fluid moving with subsonic velocity U parallel to the x-axis. The t ime dependence is 

considered to be of harmonic type e- iwl (w is t he angular frequency) and is suppressed 

t hroughout t he process. T he plane is assumed to be satisfying the Myers' condition [133] 

-p u ap 
U =-+----

n Za iwZ" ax' 
(7.1) 

,,'he1"C' ll " is the llormal dcrj,'atj,·C' of the perturbatioll , ·doc-it,·. ji is the surfac(, pressure, 

Za is the acoustic impedance of the surface and - n a normal pointing from the fluid into 

the surface. The perturbation velocity u of t he irrotational sound wave call be written in 

terms of t he velocity potent ial <P as u = V<P. T he resulting pressure p of the sound field 

can be written as 

p = -Po (-iW + U :T) <I> (x,y), (7.2) 

where Po is the density of the undisturbed stream. 

T he governing convective wave equation with boundary conditions is given by 

[( 2) a2 
. a [J2?] _ ) ( ) 1 - ~M ax 2 + 2'tkNfax + ay2 + k- ¢(T, y) = o(:r - Xo 6 y - Yo (7.3) 

and 

- =F 2f3Nf- ± ikf3 =F --- ¢(x, o±) = 0 [ 
8 8 iflM2 82 

] 

8y 8x k 8x2 .'}; < 0, (7.4) 

133 



J: > O. (7.5) 

In Eqs. (7.4), the quantity 0+ refers to the situation that y ----7 0 through positive y - a:.r:is 

and the quantity 0- refers to the situation that y --+ 0 through negative y-axis . For 

analytic ease, we shall assume t hat the wave number k = kl + ik2 has a small positive 

imaginary part to ensure the regularity of the Fourier transform integrals and k2 is the 

loss factor of the medium. Here, (3 = ';ac is the specific complex admittance and JII! = ~ (c 

is t he velocity of sound) is t he Mach number. It is assumed that the flow is subsonic, i. e., 

jMj < 1 and Re(3 > 0, which is a necessary condition for an absorbing surface [114]. We 

mark that (3 = 0 corresponds to t he rigid barrier and (3 = 00 corresponds to t he pressure 

release barrier. Let us assume that the flow is subsonic, i.e., j1l1j < 1 (for a leading edge 

situation -1 < ill ::; U and for a trailing edge situation U < M < 1) and H.e 13 > U, 

which is a necessary condition for an absorbing surface. The trailing edge situation gives 

rise to the complication of a wake attached to the absorbing half plane. The usual edge 

conditions give rise to a field which is singular at the origin for t he trailing edge situation. 

T herefore, the Kutta-Joukowski condition is imposed to obtain a unique solution to the 

problem. The boundary condition (7.5) is obtained due to pressure continuity and can be 

written in the alternative form as 

:1.' > O. (7.6) 

In Eq. (7.6) the discontinuity in the field is due to imposition of wake which involves a 

parameter A. This A is a constant which can be determined by means of Kutta-Joukowski 

condition and A = 0 corresponds to leading edge situation, i.e., no wake. 
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Let us introduce the following real substitutions ill Eqs. (7.3) - (7.6 ) 

T = VI - lIJ2 X, 1'0 = VI - 11.[2 X 0, y = Y, Yo = 1'0 , /3 = VI - lIJ2 B, k = J 1 - J [ 2 J<, 

(7.7) 

(7.8) 

Ftno get 

(~ + ~ + J<2) 'ljJ (X Y) = r5(X - Xo)r5(Y - Yo) eiKMXo (7.9) 
aX2 ay2 ' VI - lVJ2 ' 

[
a a i B lVI2 a2 ] 

ay =t= 2BlVI ax ± iJ< B (1 + lV[2) =t= (1 _ M 2) J< aX2 'ljJ(X, o±) = 0, 

atV}(X,O+) = a~' 'ljJ (X, 0-) } 

'ljJ(X , 0+) - 'ljJ (X,O-) = Ae~;x 
x> O. 

x < 0, (7.10) 

(7. 11) 

The total field Ip(X, 1 ') lllay be expressed as sum of the illcident and scattered field i:l.'> 

follows: 

'l}}(X, Y) = \lI(X, Y) + \lI i(X, 1"), (7. 12) 

where \lI i(X, Y) is the incidence field and \lI (X, Y) is the diffracted field, so that \lI i(X, Y) 

satisfies 

(~ ~ J<2) \lI (X Y ) = r5(X - Xo)r5(Y - Yo) -iK1I1Xo 
aX2 + ay2 + 1 , vI _ M2 e , (7.13) 

and \lI (X, Y ) satisfies 

(7.14) 

Vve define a spatial Fourier transform and its inverse over t he variable x by 

00 

\lI (cx, Y) = J \lI(X, Y)e -iaXdX, 
-00 (7.15) 

00 

\lI (X, Y) = 2~ J \lI (cx, Y)eiaX dcx, 
-00 
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and to cater for the two part boundary condition, we write 

where 

and 

o 

1lI _(Q, Y) = J III (X, 1")e- io
:
r 

-00 

00 

1lI +(Q, Y ) = J III (X, 1")e- inx
, 

o 

(7.16) 

so that III _ (Q, Y, w) is regular for ImQ < 1m J( and III + ( Q, Y, w) is regular for ImQ > 

- Im J(. 

By the Green's function method, the solution of Eq. (7.13) can be obtained as 

oc 

III (X Y) = !!.-Hl(I\oR) = ~ J ~ei[o(X - .\o )+" I } ·- )o IJ do 
1, 4i 0 47fi f\ ' 

(7.17) 

- = 

where a = e~, R = J(X - XoF + (1" - Yo)2 , fi· = .)1\.°2 - 0-2 , A." is t he wave number 
vl-M-

and Q is t he Fourier transform variable. 

Transforming Eq. (7. 14) by Fourier transform, we get 

(7.18) 

and its solution satisfying radiation condition is given by 

if Y 2: 0 
(7.19) 

if Y < o. 

The Fourier transform of the boundary conditions as given by Eqs. (7.10) and (7 .11) takes 
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the following form 

. • 2 (\ 1\ ' - - / 

{ 

2 ~12 } 
= -IB l\ (l + 11 1 ) -L 2nJ I + (1 - M2) J\." lJI i(n,0) -lJI;(o,O), (7.20) 

and 

. { ( 2) 0
2

1\12 } - -/ = 't B ]{ 1 +!VI + 2n1l1 + (1 _ 1\{2 ) ]{ lJI;(o , O) - lJI Ja, 0). (7.21) 

Further 

(7.22) 

allCI 

(7.23) 

With the help of Eqs. (7 .1 6) and (7. 19) - (7 .23), we get 

(7.24) 

(7.25) 

where 

(7.26) 

(7.27) 

From Eqs. (7.16), (7 .19), (7 .26) and (7 .27) and (7 .25), we have 

(7.28) 
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(7.2!:l) 

Eliminating w~(O' . 0+) from Eqs. (7 .20) and (7.28). and eliminating W'_(CI, 0- ) from Eqs. 

(7 .21 ) and (7.29), we get 

(7.30) 

and 

(7.31) 

The addit ion of Eqs. (7.30) and (7.31), results in 

Similarly, eliminating W_(O', O+) from Eqs. (7.20) and (7.28), and eliminating W_( O. , O-) 

from Eqs. (7.21 ) and (7.29), we get 

138 



{ ( 
2) o.2]" f

2
} _ - / 

+ iB f( 1 + ],,1 + 2a j\f + ( 2) 'll i(G, O,W) + 'll i( C\' , O) = 0 
1 - ],,1 f( 

(7.33) 

amI 

1 { a
2

]"12 } -+ --:- i B ]{ (1 + ]..[2) + 2a]..lf + ( 2) _ 'll ~ (Q , 0) 
2K 1 - ]..If ]{ 

a 2M2 }_ -/ 
+ (1 _ ]..If 2) f( 'll i ( a , 0) + 'll J a , 0) = O. (7.34) 

The subtraction of Eqs. (7.33) and (7.35) gives 

where 

(7.36) 

Eqs. (7.32) and (7.35) are the standard Wiener-Ropf (VV - H ) equations. We proceed to 

find their solut ions in the next section. 

7.2 Solution of the W -H Equations 

Let us write 

(7.37) 

and 

/-l =j]{ +a j K - (} . (7.38) 
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Making use of Eqs. (7 .37) and (7.38) in Eq. (7.32) , we get 

'J ( O)L ( ).I}: _ w~(a , O) >....jX -G = w~((\' ,O) ( 
I _ a, _ 0: V 0 + + j" 7.39) 

L+(C\')..jK + a 2L+(a)(a - J'~ ) L+(C\' )..jK + (\ 

whereas in Eg. (7.39), the first term on the left hand side is regular in the lower half plane 

and the term on the right hand side is regular in the upper half plane. For the other two 

terms , let us write 

(7.40) 

where 

(7.41) 

(7.42) 

and 

(7.43) 

where 

(7.44) 

(7.45) 

Now, we use Eqs. (7.40) and (7.43) in Eq. (7.39), and equate the terms with negative sign 

on the left hand side and terms with positive sign on the right hand side, and then use 

the ext ended form of Liouville's theorem to get 

(7.46) 
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and by using Eq. (7.42) and (7.45), we get 

Similarly, adopting the same procedure as in the C3.'3e of Eq. (7 .32), "ve can write Eq. 

(7.35) as follows 

Making use of Eqs. (7.47) - (7.48) in Eqs. (7.24) - (7.25) respectively, we obtain 

(7.49) 

With t he help of Eq. (7. 17), we can write the above equation as 

± a /00 e-iI;Xo +i~pro l sgn lYol d~ 
47rL_(o} Jf{ - a L+(OJf{ + ~ (~ - a ) 

-00 

(7.50) 
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In order to ensure a unique mathematical solution , we must impose Kutta-Joukowski edge 

condition which requires that the velocity should be finite at the origin. Hence, in order 

that the Kutta-Joukowski condition be satisfied, we choose A a'3 

Using the value of A in Eq. (7.50) , we get 

(7.52) 

We use this Eq. (7.52) in Eq. (7.19) to obtain 

W(Q, Y) = 

(7.53) 

Vle take the inverse Fourier transform of Eq, (7.53) and get 
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and with the help of Eqs. (7.9 ) and (7.12), we get 

OG 

exp [-if( M (X - Xo )] j' e;C\(S - S o)+in:p '- }'u) 
6( .1' y) = do 

,. 47riV( 1 - j\P ) h 
-OG 

-00 -00 

(7.55) 

-QG -00 

where 

and 

(7.57) 

7.3 Intermediate Range Solution 

In t he calculations of the integrals of Ahmad [46] , the terms of 0 (1 / (K Ro )! ) are retained 

and higher order terms neglected . If we consider intermediate range approximation in 

terms of source position, we need to retain the next terms of 0 (1 / (I{ Ro) ~ ) in t he 

expansion of the Hankel function . For the the intermediate range solut ion , let us v,rrite 

Eq. (7.55) as 
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where 

(7.59) 

-oc 

and its solution for the intermediate range (which is accomplished in appendix B) is given 

as 

ei f( !lIS o eif([S cos(6o +iq)+KY sin(Oo +iq)] ei l
": R- i % i 

1J - (1 - --) 
- 2iJ1 - M2J27fKRo 8KRo . 

(7 .60) 

and 
DO DO 

h = J J G(a, ~) e-i~Xo +iJf(Le [ Yo l eih·IYI+iaX d~da (7.61) 

-DO -00 

and its solution for the intermediate range (as in appendix C) is given as 

and similarly 
00 00 

13 = J J F(a , ~)e-i~Xo+Jf(LeIYoleiOX+i"IYol d~da. (7.63) 

-00 -00 

and its solution for the intermediate range (which is given in appendix C) is given as 
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(7.64) 

We can also write Eq. (7.64) as 

x (7.65) 

where Fr (b17~) is Fresnel function , given by 

(7.66) 

and 

(7.67) 

With the help of Eqs. (7.60) , (7. 62) and (7.65), we can write Eq. (7.58), i.e., the complete 

solution as 

eiJ(/I1Xo eiI<!X cos(Bo+iq)+"Ysin (Bo+iq)] ei /{R- i f i 

d>(x,y) = 2iJ1 - M2J27rKRo (1 - 8KRo ) 

+ eiI<M(Xo-X )sgn IYYol 
87r2J1 - M2 

145 



) ~ 

x (7.68) 

7.4 Conclusion 

1. It is observed that for a line source near the edge of an absorbing half plane, the field 

caused by the Kutta-Joukowski condition v-rill be larger than the field caused in its absence. 

The wake has an effect of producing a stronger field when the source is near t he edge. 

T he leading edge solution can be recovered if wake and consequently Kutta-Joukowski 

condition is ignored. 

2. It can be seen t hat the solution for plane wave diffraction and line source diffraction 

differ by a factor 

___ e1 J\ RO-"4 e-iJ< M(X -Xo) ( 2 ) ~ .(. ") 

4i)1 - ],,12 7f f{ Ro ' 

which appears due to presence of line source but for intermediate range solut ion, the plane 

\vave and the intermediate solut ions differ by a multiplicative factor 

e-iKlII(X-Xo) ( 2 ) ~.( ") i 
-_ et J<RO- "4 (1 - --). 

4iV1-M2 7fKRo 8KRo 
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J. It is observed that the diffracted area in far field is of order ae.l1: Ro) ,while in the 

intermediate field, it is of order O( ~}Ro). The term containing (~J~RJ gives rise to an 

addit ional term in the diffracted field which produces a stronger field where the diffraction 

pattern will also be more visible and clear. 

4. The diffracted field for both the far field approximations and the intermediate 

approximations differ by a factor 

!) . The leading edge solnt.ion can he recowrer! if wake is ignored and R is kppt. vpry 

large sl1ch t.hat. the terms of order O( m) are neglecter! in Eq. (7.68) when t he solution 

reduces to that of the far field approximations [46]. 
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Chapter 8 

DIFFRACTION OF SOUND 

WAVES BY A FINITE BARRIER 

IN AN INTERMEDIATE ZONE 

In this chapter, we discuss the diffraction of an acoustic wave from a finite absorbing 

barrier at an intermediate range by using Myers' impedance boundary condition. As 

mentioned in 'Abstract ', it is a fact that a'3 per available record, no attempt so far has 

been made to calculate the diffracted field at an intermediate range, from an absorbing 

finite barrier using Myres ' condition. This is the first attempt in this direction and may 

lead to a variety of research in t he diffraction phenomenon. 

In calculation of the integrals [134] , the terms Of [ __ l_l] are retained. If we consider 
(l< RoP 

intermediate range approximation in terms of source position, we need to retain the next 

terms of [~] in the expansion of the Hankel function. With consideration of these 
(I< Ro P 

terms, the difficulty that arises is the solution of integrals occurring in inverse Fourier 

transform. These integrals are normally difficult to handle because of the presence of 

branch points and are only amenable to solution using asymptotic approximations. The 

analytic solution of these integrals is obtained by using a modified version of the stationary 
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phase method and the field for an intermediate range in terms of the source position is 

calculated. The integral transforms , W iener-Hopf technique [13] and asymptotic methods 

[12] are used to calculate the diffracted field. It is found that the two edges of the finite 

barrier give rise to two diffracted fields , i.e. one from each edge and the secolld from 

an interaction field. The results for the half plane [46] can be recovered by taking an 

appropriate limit. 

8.1 Formulation of the Problem 

' Ve consider the diffraction of an acoustic wave incident on the finite absorbing plane 

occupying a space y = 0, -l ~ x ~ O. The mathematical form of the problem may be 

expressed in terms of the equations satisfied by <I> (x, y) as follows: 

(8.1) 

subject to the following boundary conditions 

[
a a if3 1112 a2 

] 
ay =f 2f3M ax ± ikf3 =f ~ ax2 <I> (x, O±) = 0 -1 < :1.' < 0, (8.2) 

a ( +) _ a (. _) -a <I> x,O - -a <I> x,O 
y y 

- (Xl < x < -l, x > 0, 

- (Xl < :r < -l , x > 0 .. (8.3) 

In above equations, k = ~ is the wave number , f3 = Pzoc is the specific complex admittance 
C a 

and M = ~ (c being velocity of sound) is the Mach number. It is assumed that t he fimv 

is subsonic, i.e., IMI < 1, and Ref3 > 0, a necessary condition for an absorbing surface. 

The formulation of the problem is the same as discussed in [78]. Therefore, without 

going into details, we mention the results only. The solution for the incident wave is given 
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in integral form as 

(8.4) 

where Cl = ~:.;~~:~, R = V(X - Xo)2 + (Y - 1"0)2, 1\ = J K2 - [\':2, Here, K is the wave 

number, and (\ is the Fourier transform variable, We are to present the incident wave 

solution in an intermediate zone, and for that, we use the following transformation 

Xo = Ro cos eo , 1Y01 = Ro sin eo and a = -K cos (eo + iq), (0 < eo < 7f, -00 < q < 00), 

in t he integral appearing in Eq, (8 ,4), and get 

or 

(X) 

aeiJ<[.\' cos(lio+iq)+nY s in(lio+iq)] I 
'l1 o(X, Y) = , , eiI<Rocoshqdq , 

4m 
-(X) 

oc 
aei}"[.\' cos(lio+iq)+h:), s in(Oo +iq)] J i J';ROq2 (1 +rZ + 

'l1 o(X, Y) = 4 ' e 2 12 ' )dq, 
7f~ 

-00 

by rotating q = T e~ in above equation, we obtain 

00 J e_ XRr2 (Hi;; + oo)dT, 

o 

Now letting I<~01'2 = T in above integral, we get 

aeiJ<[.\' cus(Oo +iq)+h:Y sin(lJo +iq)] e
iX 

R-i if Joo J iT2 

'1i 0 (X, Y) = ----2-7f-i J--:2=}=,(=R=0 ---- e -7' ( T) -:1 (1 - -61-( R-
o 

) dT , 

o 

or 

aeiI< [X cus(lJo+iq)+nY s in (Oo+iq)] eU
'; R-i if ifo 

'l1o(X,Y) = 27fi~ (...[ir-8KRo)' 
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or 

Eq. (8.5) gives t he incident wave solution in the intermediate zone. To find the diffracted 

field for the somce (which is not very far from edge of the barrier) in the intermediatf' 

zone, we use Eq. (97) of [78] and geL 

where 

_ [1 - e-i/ (a- 1{ cos 00 )] ] 

((1 - }{ cos eo) 

(8 .6) 

+ (8.7) 
T( - Ct)L_(G)q 1 [l _e-i / (Q _ ](cuseo) ] ] 

[(-2CtJIfB + KB (1 + l\II2 ) + BAl2 Q 2 ) ] (Ct - K cos e) , 
(l-A12)K + 

Here, Al (Q) corresponds to Y > 0 and A2(0') corresponds to Y < O. 
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8.2 Intermediate Zone Solution 

To find out the diffracted wave solution in an intermediate zone, we introduce the following 

transformation 

x = Reos () , IYI = RsinB and Q = -K cos (B + it), (0 < B < 71, - 00 < t < 00) . 

Thus Eq. (8.6) reduces to 

1 J= Al(-KeOS(B+it)) } . \lI(X Y) = -- etJ(Rcoshtdt , ~ , 
71_= A2(-Kcos(8+it)) 

(8.8) 

Writing the Maclaurin series of A I( -K cos (B + it)) and A2( -K cos (8 + it)) in the above 

integral. \YC' get 

1 J= AI(-K('os())+tA;(-J(cosB)+~A;'(-J(eos8)+ ... } .. 
\lI (X, Y) = ~ . e1f{Rcushtdt , 

-oc A2 ( - K cos B) + tA~ ( - K cos (B)) + t A~ ( - K cos B) + ... 

The second term in the above integral will vanish. Therefore, the integral reduces to 

\lI(X, Y) = -- . e1J(Rcusht dt, 
1 J= AJ (-K cos 8) + ~A~( -K cos B) + ... } . 

~ -= A2 ( -K cos 8) + tA~( -K cosB) + ... 
(8.9) 

where Al ( - K cos B), A~ ( - K cos B), A2 ( - K cos B), and A~ ( - K cos B) can be calculated 

from E4. (8.7) as follows 

AJ ( - K cos 8) } = bsgn(Y) 

A
2

( - K cos B) ~L(Qm) 
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aud 

A~(-KcosB) } _ bK[2Ksin
2

BL'(am ) -icosBL(om)]sgn(Y) [L( ){S' ( )Q S ( )Q} 
- fn= O'm + G m - J + + Om . 2 

AI/(}( B) V 27f£3(Qm ) 
2 - COS 

+ L' (O'm) - (L'(am) + ilL(am))eiJOm + L(am)eiJ(/m ] 
Km K 2m 2 
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+ XIII [LI/ (Cl. m ) + {ilL' (Cl m ) - LI/ (C\:711) }eiIOI'J- L' (ct w )(1- ei/o /,) 
J(2m 2 

+ [J(m{L'(a 711 ) - i IL (nm)} - 2L(0'111) ] (1- i IOm )eiT(lm _ 2i lL(am)e i f{/m ] 
K 3m 3 I",-2m 2 

ei/0p 
-v'2ir 2 {(ilK sin2 B - cos B) Q 8 + K sin2 BQ23}[4B 2 1\1IQlQL+(0'711 ) 

27rL_(O'm)Q9 

_B2 K 2Qn {L' (a m ) + ilL(O'm)} ] 

Ksin2 Bei/0p [ L2:~~n:~Q9 {L~(a711) - BlVIL+(O'm) (1 + (1!jJ2))}[4MQ lO L+(0'"J 

I21TL~(O'm)Q9 _K2Q 11 {L' (Qm) + ilL (O'711)}] 

. M2 M 2cosB 
+BK sin

2 
B{ (1 _ M2) J( + il(2lVI - (1 _ M2))} ] 

2 { BM
2
cosB,( (}] -BJ( sin B ilQ1 2 + 2BM - (1 - 1\112 ) }{J(mL O'm) - L O'm) 
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where 

b1 = if( Sill e, Om = -f( cos e, Clp = f( cos B, m. = cos B + cos eo, 

M2 cos2 e 
Q9 = 2M cos e + (1 + M2) + (1- NI 2) , 

2:.1 2111/2 cos e ( 2) 
QIO = 2NI]{ cos e - (1 _ M2)]{ +]{ 1 + NI , 

Q = 2 (3 - 1v12) NI2 cos2 e NI4 ('08
4 e (1 NI2)2 

11 (1 - NI2) + (1 - J..;J2 / + + , 
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Thus the diffracted field in t he intermediate zone is gjven by 

where A1(-J{cosB) , A2 (-J{cosB) , A~(-J{('osB) and A~(-J{cosB) are given by Eqs. 

(8 .10) and (8 .12) respectively. Thus , the total field in the intermediate range is given by 
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(8. 14) 

8.3 Numerical Discussion 

The graph are being plotted for the diffracted field against the observation angle for 

different values of different parameters eo , Band NI. The observations are given below: 

(a) From figure (8.1) , we can see that for the same values of incident angle eo , the 

amplitude is higher \\,hen position of line source is closer as compared to far off position of 

line source. ' iVhen the incident angle eo is increased, the amplitude of the separated field 

decreases. Also, in case of far field approximation [78] , the frequency of the field remain 

the same when the wave number is kept constant but it is decreasing in the present case. 

(h) Figures (8 .2) sho\.\·s that. t.he Hlllpli t ude of t Il(' diffra.cted fidd ill illtcrllH'diate' hOlle' 

is higher as cOlllpared to far field zone solution a.'3 discussed in [78]; and also, it decrea.c;es 

with the increa.c;e in absorbing parameter (3 . 

(c) F igure (8.3) is plotted for the diffracted field against observation angle for different 

values of Mach number .M. It is observed that the behavior of diffracted field does not 

change as compared with [78]; but overall, the amplitude of the diffracted field increases 
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when the positiOll of line ~OUl'ce is shifted from fcu' ZOlle to intermedjR,te zone. 
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8.4 Conclusion 

(a) As discussed earlier , the main purpose of considering the intermediate zone solution is 

tha t we can visualize the diffracted pattern more optically than in case of far off position. 

(b) It can be seen that the far field solut ion and the intermediate zone solution differ 

by a mult iplicative factor. 

((') It is observed that the diffracted field in the far field is of order oc;t{"R) ,while 

in the intermediate field , it is of order o ( 3~.1 . ) . The term containing ( 3~) gives rise 
v AR v KR 

to an additional term in the diffract ed field which produces a stronger field and also the 

diffraction pattern will be more visible and clear. 

( d ) The diffracted field for both the far field approximations and t he intermediate field 

approximations differ by a factor 

A~ (-]( cos B ) ~7f FR '" e' \ -1"4 
(1\ R)3 . 

A~ ( - K ('os B) 

(e) If R is very large such that the terms of order o( m) are neglected in Eq. (8. 14) , 

t he solution reduces to that of the far field approximation and if R -7 00, then t he solut ion 

obtained is t hat of plane wave. Also, if t he strip length I is taken to be infinity, t he results 

obtained are that of half plane [46]. 
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Chapter 9 

CONCLUSION 

In Chapters 3 & 4, the line/point source diffraction of acoustic waves by the slit in a 

moving fluid using Myers' conditions is pondered upon. \ iVhile using Fourier transform 

technique, the boundary value problem is reduced to the functional \ iViener-Hopf equation 

and the solution is obtained by considering the factorization of the kernel. The Myers' 

conditions give rise to a corrective term in the solution. If this corrective term is ignored, 

the results of [135] can be achieved which shows t hat our results vary by a multiplicative 

factor. Further , a numerical solut ion is obtained to the problem showing the effects of 

sundry parameters (for various values of Mach number M and t he absorbing parameter 

B against the velocity potential) . The graphs show a clear variation of the velocity 

potential against these parameters. It is found that if a line/point source is moved to 

a far-off distance, i. e., infinity, t he graphical results of plane wave situation [135] can be 

recovered. The Myers ' conditions give better attenuation results for the separated and 

inter-active diffracted fields as compared to Ingards' conditions. 

The solutions obtained will contribute to the analysis of noise reduction. We have 

taken the source lying far from the slit and the reflected sound is measured at a point 

far from t he slit to know, how successfully the barrier reduces the sound transmission 

despite presence of the slit and how the absorption of the barrier makes its presence felt. 
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The above results also take care of acoustic diffraction from a slit with a rigid barrier, in 

a moving fluid , which can be obtained by putting 3 = O. Also, the result for the still fluid 

can be found by putting f..I = O. The above solved problem of a slit ill a moving fluid "vill 

help understand acoustic diffraction and will go a step further to complete the discllssioll 

for the slit geometry. To the best of author's knowledge, the above lllenLioned problem 

has not been solved so far by using the Myres' conditions. 

In chapter five, we have obtained an improved form of the diffracted field due to an 

impulsive line source by an absorbing half plane in a moving fluid by considering time 

dependence. The solution represents the fields at t he observation point directly coming 

from the line source, and the diffracted field from the edge of the half plane. We observe 

that the field starts reaching the point (x .y) after t he t ime lapse f' > ~(R + Ro ) and the 

strength of the field dies down as 1/~. 

In chapter six, it is observed that the absorbing half plane with wake gives a more 

generalized model in diffraction theory and more situations can be discussed ac; a special 

case of this problem by choosing the suitable parameters. The problem with more practi­

cal applications is one of an absorbing strip in a moving fluid with trailing edge sit uation. 

This can be a model for an aeroplane wing and has the advantage of being cheaper than 

to construct a strip with faces entirely coated in absorbent materials . Finally, t l1is work , 

which is carried with Myers' impedance condition in contrast to the results of Ingard 's 

condition, will offer useful theoretical comparisons in conjunction with experimental re­

sults . It should then lead to a choice as to which boundary conditions to be used in 

practice. We can obtain no wake (leading edge) situation by taking A = 0 and a field for 

a rigid barrier by putting (3 = O. Also, the results for the still fluid can be recovered by 

putting lVI = O. 

In chapter seven, it is observed that for a line source near the edge of an absorbing 

half plane, the field caused by the Kutta-Joukowski condition will be larger than the field 
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caused in its absellce. T he wake 1m,., an effect. of producing a stronger fidel when the source 

is near t he edge. The leading edge solutiolJ call be recovered if wake and consequently 

Kutta-Joukowski cOlldition is ignored. It (,FLl1 he seell that the solution for plane WFLve 

diffraction and line source diffraction differ by a factor Khich appeFLrs due to the presellce 

of line source, but for t he intermediate range solution, the plane ,,'ave and the intermediate 

solutions differ by a mult iplicative factor. It is fur ther observed that t he diffracted field 

in far field is of order OCI]~R)' while in t he intermediate field, it is of order O( VJ~RJ· 

The term containing ( ~J~' RJ gives rise to an additional term in the diffracted field which 

produces a stronger field where the diffraction pattern will be more visible and clear. The 

diffracted field for both t he far field approximations and the intermediate approximations 

differ by a factor. The leading edge solution can be recovered if wake is ignored and R is 

kept very large such that the terms of order O( 'I~) FLre neglected ill Eq. (7 .68) and the 
v 1\ R 

solut ion reduces to t hat of t he far field approximatiolls [46]. 

In chapter eight, as discussed earlier, it is shown that the main purpose of considering 

t he intermediate zone solution is t hat we should visualize t he diffracted pattern more 

optically than in case of far off position. It can be seen t hat the far field solution and the 

intermediate zone solution differ by a multiplicative factor. The diffracted field for both 

the far field approximations and the intermediate field approximations differ by a factor. 

If R is very large such that the terms of order O( 3~) are neglected in Eq. (8. 14) then 
v l\ R 

the solution reduces to t hat of t he far field approximations and if R -7 00, the solution 

obtained is t hat of plane wave. Also if the strip length I is taken to be infinity, t he results 

obtained are that of half plane [46J. 
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Chapter 10 

APPENDICES 

1. Appendix A 

In order to calculate the integrals in Eq. (6.56), we let 

(A.l) 

where 
00 

~ cxp [-iKJ\1(X - Xo) ] J e;o(X-Xo)+il«Y-Yo) 
11 = do. , 

47riJ(1 - M2) ft. 
(A.2) 

-00 

(A.3) 

and 

(A.4) 

mv, we consider Eq. (A.2) first, which can also be written as 

00 

J = exp [-iK M R' cos G'] J e-;f{R' cosh ' dc:;, 
1 47rJ(1 _ M2) 

(A.5) 
-00 
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where 

x - AO = R' ('os 8' , IY - Yol = R' sin 8' , Q = K cos(8' + 'ic;). 

Taking the inverse temporal Fourier tran::;fonn and noting that K is a function of w, Eq. 

(A.5) can be written as 

00 00 

I , = 1 .J' j' p-iKAJR'cus8'+iKR'cushc; e-iwfdc;dw 
87f2J(1 - 1\;£2) 

-00 -00 

or 
00 00 

II = -- - e Q -Q- clwclc; , C J 1 J _iw[t + lIlR'cuse' R'cush <] 

47fQ 27f 
-CX) -00 

where 

Q = cJ( l - lvJ2) . 

1'\ ow, we know that 
00 

1 j' 27f e-
iwl 

dw = c5(t), 
-00 

and using this property of the 8-function , we obtain 

00 

I = _c_ J X( 1\;£ R' cos 8' _ R' cosh c;)cl 
1 47fQ ut + Q Q c;. 

-00 

We let R' cosh c; = e in the above integral to get 
Q 

(A.6) 

where t' = t + AJ R'QuS8'. The integral appearing in Eq. (A - 6) can be calculated as 

(A.7) 
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where H (t' - [!) is the usual Heaviside function . 

Now, before finding the inverse temporal Fourier transform of h, we calculate the 

double integral appearing in that expression, i.e., Eq. (A.3) . To do so, we introduce the 

polar coordinates 

X Rcos 8 , IYI = R sin 8 , 

Xo Ro cos 8 0, 1Y0 1 = Ro sin 8 0, 

and use t he transformation f, = - K c.os( 8 0 + ip) \vhich changes the cont our of integration 

over ~ into a hyperbola through t he point f, = - K cos 8 0. Similarly, by t he change of 

variable ex = K cos(8 + iq), the contour of integration can be converted from ex into a 

hyperbola through the point ex = K c.os 8. Thus, omitting the details of calculations, we 

obtain 

(A.8) 

where 

1 - NJ2 sin
2 e) 

1 - NI2 ' 
and 8 =I- 7f - 8. 

Now, taking the inverse temporal Fourier t ransform of Eq. (A.8) , we have 

I 7,C 1 e -iwtd 
. F JCXJ ~ (R+ Ro - M R' cos 8') 

2 = - - - e w 
27f W ' 

(A.9) 
-CXJ 

where 

[B{( l + M 2) - 2Jvf cos 8 + M2 cos
2 

8 0 } - ') sin §l. sin 80 1 
F 

_ 0 (1-M2 ) - 2 2 
1-

167fy'RR oL+(K cos 8)L_( - K cos 80)(cos 8 + cos 8 0) . 
(A.lO) 
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Note t hat the explicit form of the funct ions L± (a) do not involve Lv'. 

Let us take u(w) = t" v(w) = e~(R+Ro- l\JR'cuse' ) in Eq. (A.9) and uHing the convolu-

tion theorem, we can write 

(A.1l) 

where 
iT+oo 

1/(t ) = ~ 
271 j' 7J( R+ Ro - l1JR' C()Se') -iwt I e e (w, 

iT-OO 

and 
iT+oo 

1 J e-
iwl 

U(t) = - --clw, 
271 W 

i T-CO 

where T lies in t he region of analyticity such t hat - Im(K) < T < Im(K) and t he asterisk 

in equation (A. 11 ) denotes convolution in t he time domain. For T > 0, we can close 

the contour of integratioll in the' lcm-cr half plane. hno,,-ing that L' ha .. c; a small positiw 

imaginary part for T > 0, we get 

1 
V ( t) = <5 (t - Q (R + Ro - M R' cos 8' ) ) 

and 

U(t ) = - i. 

Hence, 

(A.12) 

Similarly, by adopt ing the same procedure as in t he case of 1;, we can solve Is and get 

(A.13) 
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where 

(A.14) 

So, using Eqs. (A .7). (A. 12) and (A.13 ) ill Eq. (A. l ), we obtain 

c H (t' - (!) . ,1 . 1 
¢(x, y, t ) = - - 2r:PIH(t - Q (R + Ro )) + 2QG1 H (t - -Q-(R + Ro)), 

47fQ J ((!2 - ~:) 

which is Eq. (6.59). 

2. Appendix B 

In this appendix, we give the detail solut ion of I] of Eq.(7.59) for an intermediate 

range. We use t he following transformation 

Xo Ro cos eo . lYol = Ro sin eo 

and (l -f{ COf' (flo -+ iq ), (0 < eo < 7f , - 00 < (j < 00). (B.l) 

in Eq. (7.59), which change the contour of integration over 0 ' into a hyperbola which 

passes through the point c\ = - J{ cos eo. So, we get 

(B.2) 

-00 

and after using the expansion of cosh q, we get 

00 

GLei l\' [X cus(Oo + iq) + h:Y si n (Oo + iq)] J ' I 'R 2 2 
~(l+L+ ) II = e 2 12" dq. 

47fi 
(B.3) 

-00 

We rotate the above equation by q = T eiff to obtain 

(B.4) 
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and now we put 1\'~OI2 = T in the above integral , so that. 

(B.5) 

'l/(' use tllP Gamma fUllctioll in Eq. (B. 5) and get 

a ei/( I.Y cos(Oo+iq)+n }' sin(Oo +iq)] ei l
' R-i jf i.,jii 

II = 211i~ (..fo - 8f( R o)' (B.6) 

or 

(B.7) 

Eq. (B. 7) gives the incident wave solution in the intermediate range which is same as 

Eq.(7 .60). 

3. Appendix C 

1. In this appendix, we give the detail solutions of 12 and h of Eqs. (7.61) and (7.63) for 

an intermediate range. Vve first solve h , i.e. , 

(Xl DC 

h = J J G(O' , ~)e-iE.Yo+i \lh·LeIYol eiKIYI+iQX d~do' , (C.l ) 

-00 -00 

and we can write t he value of G( 0' ,0 from Eq. (7.57) as follows 

(C.2) 

We introduce the following transformations 

Xo Ro cos ()o, IYol = Ro sin ()o 

and ~ -K cos (()o + i ql) , (0 < ()o < 11, - 00 < q1 < (0), (C.3) 
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wljich change the contour of integration over ~. into a hyperbola passing t hrough the 

points ~ = - J{ cos eo and we write 

J, ~ 1 U G( n , - ]{ cos (90 + 'qJ ))i K sin (90 + igJ) e,AR" c~h q, dqJ 1 ,;OX +;'P 1dn 

(C.4) 

In Eq. (C.4), for convenience, we take 

00 

I I = J iKG(O', -K cos (eo + iqd) sin (eo + iq]) eif(Rocushqldql, (C.5) 

- 00 

where 

1 
G(ct , -K cos (eo + iql) = ; 

L+ ( - K cos (eo + iql)) L_ (0') (0' - ~~ hi K (1 - cos (eo + iqj)) J K - n' 

(C.G) 

Vye Llse the l\Iaclaurin's expansion for t he integrand appearing in Eq. (C.o), and we 

note that q] = 0 is a saddle point. Also, for convenience, we write 

O's = K sin eo , O't. = K sin e O'm = - K cos eo , O'p = K cos e (C.7) 

so that Eq. (C.5) takes the form 

00 

I I - iO' G(O' 0' ) J eiJ(Rocush qldq - ' s, 1n 1 

-00 

00 

+ ~ [-2io sGC/l (0', Om) + O's {G( 0 , O'm) + GC/l q1 (0., O'm)} 1 J qieiJ( Ro cush q1 dql (C.S) 
-00 

Nmv, we use Eq. (C.7), and find its derivative w.r.t. q] as 
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and the second cleri"atiw ofEq. (C.7) \Y.r.t. q] is given as 

1 

(G. I0) 

Vve substitute the values of Eqs. (C. 9) and (C. I0) in Eq. (C.6) and get 

27T ·( FR ") ---oe' \ O-:r (G.Il) 
(1\ RO )3 

V\Te use the above expression in Eq. (C.4), and 

- 00 

00 

27T J G( ) ioX +i" I} ·1 l 3 Q , O'm e GQ 
(KRo) 

-00 

00 

27T J G ( ) ioX +i><IYI t ----,,-3 ql ql Q, Q m e GQ, 
(KRo ) 

(C.12) 

-DC 
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01' 

~ ~ 

]. = i0 8 (24 + A. ) J G(n Cl ') O"' .\' +I h: !) ' I -I j G ( ) 1f1.\' +lh'P'l l 2 2 · 1 2 LI , ,n ~ (0 T ((", .1'12 'I I 0,0'11 e GO 

-= -~ 

(C. 13) 

-00 

where 

27f '( rR ") ------;ee' \ 0-'4 

(K Ro)3 
(C. 14) 

Nmv, we wri te Eq. (C, 13) in t he following form 

(C .15) 

where 
x 

J1 = j' Geiox +II'I ) 'l do , (C. 16) 
-00 

00 

J2 = J GqjeioX+i /{ I)' ldo (C. 17) 

-00 

and 

(C. 18) 

-00 

Nmv, we calculate the values of the integrals appearing in Eqs.(C.16), (C. 17) and (C,18) 

in the intermediate range. First , we write the Maclaurin 's series for G and find their 

required derivatives as follows, i.e. , from Eqs. (C.7), (C,g) and (C .10) , we have 

(C. 19) 

G (a a ) _ B2 
q] , m - -=-L-_:-( a-:-)-:-( a-' ----,;:r7

J
:-) -Jr}::;;::{":=-=a (C.20) 
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(C.2 I ) 

with 

(C.22) 

(C.23) 

and 

Now making t he following substitutions in Eqs . (C. 16 ), (C. 17) and (C.18) . 

x = R co';) (J. 11'1 = R sin (J alld Cl = 1\,' cos ( (J + i Q2 ), (0 < (J < if, - 00 < Q2 < 00) . 

(C.25) 

we get 

00 

J 'J ' j G(J' (e ') ) , (e ') ;KRcushlJ') l 1 = -2'\ :r '\ cos + 1q2 , -am sm + 1q2 e -Gq2 , (C.26) 

-00 

00 

J2 = -if( .I Gql (K cos (e + iq2) , -am) sin (e + iq2) eiJ(Rcushq2dq2 , (C .27) 
-00 

00 

J 'K' .I G (J ' (B ') ) , (e ' ) iI<Rcushq2d 3 = -1 CfI'J1 \: cos + 2q2 , -0'", sm + 2q 2 e q 2, (C.28) 
- 00 

We write the lVlaclaurin 's expansion of the integrand appearing in Eqs.( C.26) to 

173 



(C.28) alld get 

<Xl 

J - -io G(o 0 ) j. ei J,-Rcushq2dr - ~ 
• J - t p. m '12 2 

-oc 

00 

x J q~eiJ\Rcush(/2dq2' 
-00 

00 

x J q~ eiJ( Ii cosh CJ2 dq2 , 

-00 

and 

-x 

00 

x J q~ eiJ( R cush q2 dq2 , 

-00 

Now, at q2 = 0 ,we have 
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(C.29) 

(C.30) 

(C.31) 

(C.32) 



iB1v'KOt(C:OS()- }J )L~(op) iB1CXt / / () + - --V K - opL_ o'p 
2JK - cxp v'K 

2iB j O't(c()s(1- -bJ JA-- npL ~( (t]JJ 
JKL_(op) 

(C.33) 

(C.34) 

Similarly, from Eq. (C.32) we can have the required values of the derivatives, i.e. , the first 

derivative of Eq. (C.32) w.r.t. q] as 

(C.35) 

and the derivative of Eq.( C.35) W.Lt. q2 as 

(C.36) 
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and derivative of Eq.( C' .36) w.r.t. q'2 a.<; 

2iB20 1Jl- r:osBL _ (np). ru . / _ I iB2o.,(cosB - -lJ)2JK - o.pLI}( o.p ) . 
+ ( J +1B1v Kcx,v K - cxpL_(C\'p)+ 117 2 

K cos B - M) V K L _ ( CXp ) 

+ iB2v'K CXt( cos B - b )L~ ( Op) _ iB2CXt J K _ o.pL/ (0.]))- 2iB2CXt (COS B - b) J K - o.pL~ (CX p) . 
2JK - CX p .JK - .JKL_(ap ) 

(C.37) 

Also t he derivative of Eq. (C.35) W.r.t. ql is given as 

(('.38) 

and the derivative ofEq. (C.38) w.r.t. q2 is given a.c; 

(C.39) 

and the derivative ofEq. (C.36) w.r.t. q2 as 
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(C.40) 

Vve use Eqs. (C.32) to (C.40) in Eqs. (C.29) to (C.31) and get 

(C.41) 

(C.42) 

and 

(C.43) 

where 

(C.44) 

Now, we use the values of Eqs. (CA l ) to (C.43) in Eq. (C. 15) and obtain 
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Similarly, WE' can calculate 13 a<; given by 

where 

( ) ~7f i(KR+"'-) 
X O't \ -e 4 

J(R ' 

[ 

BJ{ (1 + 1112) + 2B1vfQ m + l~(~~:h) 1 
- J 1{ - O'pJ K + O'msgn (Y ) 

X [L+ (O'p) L_ (O'm)r1 
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(C.46) 

(C.47) 



(C.48) 

-2B (1 + NI2 ) 0'2 - 4J..!fB0'20' ) s s 1'n 

2B M 20202!! . e 2 
}( (1-AJ2)' + 22 .JK (K - CYp)sm 2°O'ssgn (Y) 

(C.4g) 

and 

(C. 50) 
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Line-source diffraction by a slit in a moving fluid 

M. Ayub, A. Naeem, and R. Nawaz 

Ahstmct : The difrraction of a cylindrical acoustic wave tro l11 a slit in a l110ving fluid using Myers condi tion (1. Sound 
Vib. 7L. 429 (19Ro)) i ~ investi gated, anti an improved form of the analytical <o lut ion for the tlilfrnetcd fie ld is rresclltcd. 
The problem i< <olved analytica lly us ing an intcgral tran,fol'l11 . Wicner- Hopf technique, and the l11odil'i ed method pt ,ta­
ti onary phase. The mathematical re~ull s are we ll , upported hy graphica l di<c lI s~ ion , howi ng how the ab<;orblng parameter 
and Mach numher affect the amplitude of the velnci ty potcnti al. 

PACS N,)S: 4~ .20.-f. 43.20.+g. 43 .2:'i.Ed 

Hcsumc : NO li ' etuciions la diffrac tion d'une onck acou<;l1quc cy lindriqLlc par LIne rente dans lin f1l1i de cn l11o u ~eme lll en 
, utilisan t la conditi on de Myers (1. SOllnd Vih. 71 , 429 (I()XO)). La conditi on de Mye rs est maintenant ht forme ilcceptec 

des conditions lil11ites pour des ba rrieres absorbante~ dan ' LIn f1u ide en mouvcmcnt ct donne une forme correctc au champ 
acoLl stiq Ll e. Lc probleme e,t ~o llltionnc analytiqucl11cnt en utili s<t nt une tran sformati on integrale. la technique de Wipncr­
HopI' et la methode moci ificc de la phase stationnai re. Le chamJl diffract':: que nOLl s obtenons cs t la SOI11me dcs champ' 
prnciuit s par les deux bords de la rcnte ~t crun champ d·ill tcrac ti on. 

ITraduit par la Redaction] 

1. Introduction 

The noise reduction by barriers is a common method of 
reducin g noise po ll ution in heav il y huilt-up areas. No ise 
from traffi c, heavy construc1ion machinery. large transform­
ers, or plants can be shielded by a barrier that intercepts the 
line of sight from source to receiver II , 21. An idea l barrier 
should be a good attenuator of sound and economica l at the 
same time. Such baITiers have an absorbing lining on the 
surfaces and satisfy absorbing boundary condif'i on. The di ~­
cussion of acoustic diffraction in the presence of moving 
flu id is desirable in cases of noise radiated from aero-en ­
gi nes and for noise inside wind tunnels. Related studi c<; 
about noise reduction by barriers can be found in [3-6J. 

Various investigations have been calTied out to study the 
c lassical problems of line-source diffraction of e lectromag­
neti c and acoustic waves by various types of half-planes. 
For example, the li ne-source diffractiun of e lectromagnetil: 
and acoustic waves by a pe rfectly conducting half-plane 
was investi gated by Jones In The problem of line-source 
diffraction of acousti c waves by a hard hal f-plane attached 
to a wake. in still air as well as when the medium is convec­
tive, was studied by .iones 181. Rawlins considered the line­
source diffraction of acoustic waves by an absorbing barrier 
[91· The introduction of line source changes the incident 
j:ie ld. and the solution method req uires a careful analys is 
when calculating the diffracted fie ld. 

The problem of diffracti on from a slit or strip has been 
add ressed by many sc ienti sts. Asghar et al. 110. I I L Asghar 
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and Hayell 11 2, 13 1. Ayub et ;]1. 11 4 1. and Bi rbir and 13UyU ­
k.lksoy r 151 have also contributed to the field. Asyestas and 
Kleinman 1161 have done a lot of work on it. The Wiener­
Hopf technique has been used to solve th l' problem or dif­
I't action from a slit or strip by Jones P1 and Nobel lin 
The di ffracted rays are produced by inci dent rays. which hit 
edges. corners. etc. Ordinary geomctri cal ()ptic~ fail to ac­
count for this diffraction phenomenon, while the geometrical 
Iheory of diffraction by Keller rlR. 191 takes care or thi s 
problem. The WKB method 17, 201 is also used to de~~1 
\\ ith these diffraction problems. The assumptton that the slIt 
i, large with respect to the wavelength is used 10 find t1~e 
diffracted fi eld from thc interacti on betwecn the edges. Tht~ 
a~s uillpti on is also used to approximate severa l integrab 
a' ymptotically. The geometrical theory of' di ffrac ti on wa, 
lI \ed by Karp and Kell er l2 11 to calcul ate the interacti ve 
term for diffraction fro m a sli t in a perfectl y rig id barri er. 
Therefore, it is worthwh ile to consider the diffract ion of an 
acoustic wave fro m a sl i I. 

Approximate boundary cOIH.lition ~. such as impedance 
b<lundary condit ions 122-24 1. are also useful for computa ­
(ional purposes in acollstic and electromagnetics with re­
~pect to noise abatement and the diffraction by barriers 
~;t tisfy ing vari olls boundary condi tions 125- 301. The Myers' 
(':I )I1dit ion is now the accepted form of the boundary co ndt ­
tion for absorbin g barriers in a moving fluid and gives a cor­
rect form of th~ al'ollstic field . Thi s conditi on allows a 
straightforward manipUlation of the cond it ion into a form 
th at is more convenient to appl y than the Tngard condttlOIl . 
It permits a simple genera lization describing a pas~i ve buull ­
dary on which the normal acollstic is known. I\ t any slich 
~l1 rface th at generates an acous ti c fie ld by sma ll de torm att OIl 
or unde rgoe~ smal l deformation in respo nse t o an al'olls{'i c 
fi cld , the aco ll sti c fi e ld patticle di splacement In the dtrec tt ('n 
n" l'llUtl to the undeformed boundary mllst equal the displace­
nlent of the boundary itself in the same directiun. In the In · 
g;lrcl conditi on, onl y those surfaces are considered whose 
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undeformed shape is planar, and it is applicable 1.0 only 
those ba~e flows that are everywhere para llel to th()~e 
planes. But the extra term appeari ng in Myer~ ' condition 
carri es more general surface shapes or base flow~ , which 
can be overlooked when using the physica l state 1311· 

Keeping in mind the work mentioned above. we have 
studied the prob lem of line-source diffraction of al'oustic 
waves by a slit in a moving fluid using Myers' condition 
[~ I] . Tt is a new diffraction problem, which is not addressed 
in the existing lit erature. Graphical results are also preselll ed 
to observe the effects of various parameters on the ve loci ty 
potenti al. We have drawn the graphs, and we obtain a cor­
recti ve term in the solution of our problem thaI' was alt o­
gether mi ssing in [32]. The graphs give a clear picture uf 
the variation of the veloc ity potential for various parame l'er, 
in different cases. The graphs also verify our mathematical 
calculations. Tt is found that the two edges of the plane give 
ri se to two diffracted fields (one from each edge) and an in ­
teraction fi eld (double diffraction of the two edges) . The 
asymptoti c anal ys is of fh e resulting integral s is onl y carri ed 
far enough to permit the c:.ll culati ons of the diffracted fi elds 
far from the slit. The solut ion method consists of Fourier 
transform , Wiener- Hopf technique 117. 201 . and th e asymp­
totic expansion method 133, 34 1. The appendi x at the end o f 
the work gives more detai I of the cal cu lations that were used 
in Ih e main body of the paper. 

2. Formulation of the problem 
We consider the diffraction of an acousti c wave due 10 a 

linc sourcc from a slit occupying a space." = O. /' :::; x :::; 1/. 
The li ne source is located at (xo . . \ '0)' and the system i, 
placed in a fluid moving wit h subsonic veloc it y V parallel 
to the x-axis. The time dependence is considered to be of 
harmonic type e-io" (w is the angular frequency) and i~ sup­
p res~ed throu ghout the manuscript. The plane is a~sumed to 
satisfy Myers ' condition 13 1] . 

J) U . ii 
II = --+-- rJ -

II Z" iwZ" ox 
where II" is the normal derivati ve of the perturbation velo­
city, iJ is the surface pressure, 2" is the acous tic impedance 
of the surface. :md - 11 is a normal pointing from the fluid 
into the surface. The perturbati on velocity II of the in'ota­
tional sound wave can be written in terms of the velocity 
potential (I> as II = V cfJ . The resultin g pressure /) of the 
sound fi c ld can be wri tten as. 

(2) 

where Po is the density of the undi sturbed stream. The geo­
metry of the problem is show n in Pig. I . 

The wave equ ation sati sfied by the total ve locity potential 
cfJ in the presence of the li ne source is given by. 

= 8(.\ - xo)8(." Yo) (:I) 

and at \' = O. ( I) and (2) lead to the followi ng. boundary con­
dit ions, 
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iJ iJ i 13M2 iJ2
) . . 

( -:-::;:: 2fJM -:- L ikf! 'F ---, -, (N r.n I I 
(}Y (]x k ,)x-

= () for "C < X < p. (] < \ < 'X 1. 4 ) 

\~ here k = (l)lc is the wave number. fl = «(>o(')IZ" is the ..,peci ­
ri c complex adm itt ance, and M = Vic «(' is the ve locity of 
,(lund) i ~ the Mach number. k = k l + ik2 has a small positi ve 
imagi nary part to ensure the regularity of the Fouri er trans­
form integrals. It is assumed that the tl ow is subsonic. i.c., 
IMI < I and I{e fJ > D, which is a necessa ry condition for un 
ahsorbin g surface [9]. We remark that fl = 0 corresponds to 
the rigid barrier and f3 = Y ', corresponds to the pressurc re­
I<" use barri er. 

Also. th e potential cfJ and its deri va ti ve i)cfJID,' are cOllt in ­
lIUS on the slit. i.e., 

ilcfJ + [)cfJ _ 
--;-- (x , 0 ) = -') (x.O J. p :S x S; q 
!)v ( ." 

(Nx. O ) = (I> (x, 0-), p S x S q (5) 

I Iso, as ,. - . ~D . if cfJ represents an out-go ing wave at infi­
nity anci if the timc factor is take n us e-io" then . 

II ) 1/2 -,- - ikcfJ -> 0 
(

[)cfJ ) 
(Jr 

(6) 

i the radiation conditi on 11 7. Sect. 1.5. p. 3 11 . The edge 
fid d behav ior at x -> ,,- and.\' - , rt wil l be governed by 
edge conditi ons 11 7. Sect. 2.6. p. 751. i.e .. 

(f.>(.r. O) = 0(1) 

;/(I>(x. 0) = 0 (_I ) 
ill' fi 

I)hysica ll y, we can consider the f low of :Ill inL'oll'lpre~sibl e 
fluid pa~t the edge of a sheet Oil which the normal veloc ity 
I, zero. 

For subso ni c flow. we can make the fo ll owing rea l ~ubsti ­

tlil iollS. 

\ = / 1 - WX, .Yo = / 1 - /I,,"Xo, y = l', 

.I'll = Yo, fJ = VI - M 2B, k = 11- M 2K (11) 

1\ ith 

(9) 

1\ow using the re l a ti on ~ (8) and (9), (3) to (5) can be writt en 
:\ '0 . 

( 
{)1 ()2 ') 

i)X~ + iJ Ve + K- Vfl(X. Y) 

_8(,--X_- ._--"""X =o )=8=( Y=-_)'_o) II.:M.\ " 
l' 

J I - M } 

r iI D , 
1-, 2BM-± iKB ( 1 + M-) 
Li J)' T ax 

iBM 2 D2 , I 

I-------J l'l l ~ 0 , ( I - /\I/2 )K Ux" I I .• 

q<X< .X! 

- () 

(10) 

( I I) 
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Fig. I. Geometry or the diffractioll problem. 

tI 

and 

[lift , + Chll, ' _ 
DY IX. 0 ) = Of (X. 0 ), p ~ X ~ q 

VI, (X, 0 ' ) = Vr,(X. 0 ). JI ~ X ~ q ( 12) 

Let ll S split the total fi eld ,", (X. n. 

{ 

t!'j (X, Y) + tJlrlX. Y) + tJI(X, I'). 
V/, (X, Yl = tJI (X, y). ( 13) 

where tJl j (X, Y) is the incident fi eld (wrresponcling to the 
inhomogeneous equation) , tJI (X, }') is the diffracted field 
(corresponding to the homogenous equation) . ancl tJI,. (X. }) 
i ~ the reflected fielcl. Thus. tJlj (X. Y) ancl til (X, Y) sati ~fy 
the fol lowing equations: 

(~+ ~+ K2) '''.I X Y) = 8(X - X,,181)' - >',,) -IAMX" ( 14 ) 
DV 2 C' )'2 '1'" ~ e 

" 0 V iM" 

( 15) 

'fh e so lution of ( 14). obtained by Green's fun ction method , i, 
'-. 

W (X Y ) = - Ht (KR ) = _ _('- I .U' .\ ·Xo ' "II Y". dO' I I (/ )'1 . 
" 4i (l 4lTi K 

( 16) 

-x 

where 

(/ = --:=== 
~' 

K = J K2 - 0'2. 

K is the wave number, and IV is the Fou rier transform vari ­
ah le. Now. by making the subsli tuti on Xo = No COS(}II' Yo = 

i 141 

ao sinflo. 0 < ell < IT. in ( 16), and letting K R,, · ' "I .. one 
c., n write 

l{l ,(X. Y) = be IKXt:o" Oo IKY" m l)" ( 17) 

and 

tllr lX. Y) = he iKXcc" (1(, I iA }',in lIi~ I Pl) 

\\ he re the asymptoti c form of the Hankel function i, u\cd tll 
derive ( 16) and 

}, = !.!.... (~) 1/2 edKRn t:r/~ r 
4i lTKRo 

3. Wiener-Hopf equations 

( 19) 

The spatia l Fourier transform over the variable X i:-. de­
fined as , 

." 
!P(a. Y) = .I tJI (X. Y)eiCYX dX (20) 

-A, 

To accommodate three-part boundary con<iilions on Y = O. 
\\e splil li/(a. Y) as. 

!P(a. Y) = li/+ (a. Y)eilYf/ + li/t (a. Y) + lj}_«v. Y)e'''I' (2 1) 

\I here 

I' 

It, _ (LY, Y) = I tJI (X, Y)e"dX I'I dX (~1) 

'-

'I 

IJ t (IY. Y) = Itf/lx. YJeiO'V clX 

I' 
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.'" 
lfJ_Ia. Yl = ./tf/ (X. YVO'II 'I) clX (2-11 

'I 

Here lfJ (a, Y ) i ~ regul ar for 1m a < 1m K, and lfJ+(a, y) i\ 
regular for 1m a > - Jm K, while 1JI 1 (a. Y) is an inleg ral 
fun ction ano is anal Ylic in the comlllon region --Jill K < a < 
1111 K. 
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I' 

tl, ((v. 0) = h ./ tf/;(X, O)ci";>' - I" oX (33) 
'( 

"-

i,{;, _ ((X, m = iJ/tf/ ;(x. O')e"dY 'I) (LX (3 e \ ) 

'I 

Now, taki ng the Fourier transform of ( IS ), we obtain I~ here 

(25) 

and the a -plane is cut such tiwt Jm It· > 0, for IIll lX < [m K 
(for bounded Solulion) r 17, Sect. I. I , p. 21. The solut ion for 
(2 1) satisfying radiati on condit ion is given by, 

if Y 2: 0 

if Y < 0 

Taki ng the deri va ti ve with respect to 'T " i. e .. 

and using 1:26). we get 

tf/ (0'. Yl = _ 
_, { iKlfJ(a. Y) 

- iKtf/ (a. Y) 

if Y ~:: 0 

if Y < 0 

jf Y 2: 0 

if r < 0 

The Fourier transform of ( II ), when X < p, gives 

(26 ) 

(27) 

(28) 

lfJ' (a, 0 ) = - iB [K ( I + M2) + 20'M + K( 7~~1:2 )J $ (cd)' 1 

- iBlK ( ] + M2 )+ 20'M + (0' 2M ::' 2 J 
K ] - /vi ) 

x [lfJ,_ (a. 0) + lfJ, (a) 1 (29) 

ancl 

-I ( [ , a
2
M2 J tJI a. 0- ) = iB K ( 1 + M -) + 2(xM + -( ---2-

-. K I - M ). 

,K lfJ .(a, O (3 0 ) 

and the Fourier transform of (9) . when X > q. gives 

$ 'f-(a, 0-'- ) = - il3 [K(I + M2) + 20'M + K (72~:1)J IJI , (0'. (l .L i 

.- il3 [K( I + M2) .+ 2aM + 0'2Ml ] 
K ( I - 1\11 1 ) 

[lfJ; 1 (a, 0) + $ r (a)] (3 I ) 

1JI1t- (a. 0) = iB [K'(I + M2) + 2aM + t2M2 
0) ] 

K [ - M -

x lfJ , (0'. (n (3.2) 

where 

Now, with the help of (2 1) and (28), we CUll wr ite 

(j;~(a. O+) l' i«<1 -I- lfJ; (a , 0+) -+- lfJ~(C1 , U-'- )eiU1' 

(35) 

= iK[tJI 4 (a. 0 I )£'i"" + $1 (a. 0 I ) + tJI . (O', () " )1''''1'] (37 ) 

and 

lJ> ~ (a, 0- )cio,! -I- IJI; (a. 0- ) + q;~( 0', 0- )1""/' 

= - ilc[tJI+(a, (r )l'i(Y" + lfJ1 (a. 0-) + IJI_ I a, 0- le'"I'] (3R) 

rv laki ng use of (29)-(32). (35) . and (36) ill (37) and DR) and 
Ihen adding the resulting equati ons, we get 

i{ S [K U + M C) +20'M + (v"M
l 

,] +K } r (a )I''''''' 
K ( I - lH-) -

. { [ ·r. , (¥ '2 /V/ 2 l ' } 
I B Kl l + M -) ' i ' 2aM I- J -, K (J (a)i"'''' 

, K ( 1 - M2) . 1 

ill; ,a ) = ill' [K( I I- M !) + 2{yM + K(~2~ 1/~1 )] 

[IJI,+(O' )e iO'lf ·l- lfJ, _(a )ei<ll'j + ~[IJII(O' . 0') _. ill 1 (a, () )1 
(39 ) 

II here 

alld 

_ ± ibl' - ,Kt'os (11)'1 

tjl , ~ (a) = -------,-
- (a - Kcos@l) ) 

From (36) . we have 

!.]i da. O" ) ·- IJI) (a, 0- ) = - [lJIiI(a ) -+- tJlrl(tt )] 

= - 21J1i1 (a ) = 2ihC (a ) 

II here 

C( a ) = [C' (Ct - AcnS(io)'I .. - ei(,Y- K('osI1u )/'j 

(a - Keos en) 

f\ow making use of (4 1) and (42) in (39). we gel 

p ((V)eiO"1 -+- fl (ale'((/' + ilfJ; (a) = - ihC(a '! 
, KL Ux) 

II here 

(4()) 

(4 1) 

(42) 

(43) 

(44 ) 
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(45) 

Note that (44) i~ a standard Wiener- Hop!' eq uation . The ~o­
lutian to thi s equation is found in the subsequent ~ect i on . 

4. Solution of the Wiener-Hopf equation 
For the solu tion of (44), we make the fo ll owing. factor i7.a­

tion, 

KL(a ) = S(a) = S, (a)S (a l (46) 

and 

(47) 

and L+' (a) and k'+ (a) are regular for 1111 a > - 1m K, i.e .. 
upper half-p lane and L(a) and L (a) are regul ar for fill 
a > 1m K, i.e .. lower half-plane. S+ (a) is regular in the 
upper half- plane and S_ (a) is regular in the lower half­
plane. 

We write (44) as 

{tjl', (a) 
f1 + (a )e

i
"" -j !- f1 (a)ei"" = A C( a) (4H) 

S I (O')S (a ) 

where 

[e,(" - I\ ,, Jq - ei(n' - K", II'] 
G (0') = "'-' --;-------::-:----' 

(a - Km) 

and for silllpli l'icatiun . 

II = - ib and K", = Kc() sHI> 

(49 ) 

('iO) 

We Illultiply (48) by S,.(O')('-""', include the va lue of G(O'I. 
add and subtract pole contributions to get. 

itti'IIO') 
S (a )p+ (0') + --('-) e i((4 + S I (aj p _ (a)e"'V' 'I i 

,L .0' 

= AS~ (a)e- I"'I [ (eill( K'")'I _ e'l" K,,, II') ] 
(0' - K",) 

(5 I ) 

The firsl term on the le ft -hand ~ i de of the above equation b 
regular in the upper half-plane. and the terills. wh()~e gender 
i~ not known , can be written a~ 11 7, Sect. 5.5, p. 198 1. 

and 

AS I (a)e''''i l' 'I ) 

(a .- K/II ) 
= 1' , (a) -I- V (0') 

Invoking. (52) and (53) in (5 1). we obtai n 

J\p - iKmlf 

S ,. (a)p+ (a) -- ) [S , (a ) - S+(K,I/)] 
(a - K/II 

, . AS I (KIl I)e 1({,,1f it[l;(tv) 
-t- lJ , (a) -I- V_ ta ) = ,- -,--e ""I 

(a - 1\ /11) ,L(a) 

(52) 

(5~) 

- U (a) - \: (0') (54) 

Now, Illultiplying (48) by S_(O'le- ir on both sides and puttin!! 
in the value of G(a), we gel 

1143 

AS _ ( tV k - ;K,,,I' 
S (a)fl (a) + . !- N (a) -- P i a) 

\a - K", ) 

it[l'l (a)e "'" 
- '---'---- - R . (Iy) !- P , ilY) (5-" ) 

S _(0') 

II here 

an d 

II ')' (a l ell(i" ,, ' 

a - Km 

iA..",q 

= F I (a) -I- F (0') (57) 

Let l ea) be a function equ al to both si de ~ or (43). We ob­
~l' rve that left-hand side of (43) is regul ar in 1m Ci > - [m K. 
and the ri ght-hand side is regular for lma < K coseo• re~pe('­
ti ve ly, We use analytical continuati on so lli al the defini tioll 
Pi' J(O') can be ex tended throughout the complex a-pla nt'. 
We examine the asy mptotic behaviour of (54) to ascertain 
the form of .1(0') as /0'1 --> ::Y_. We note that IL ± (a)1 - ()( I). 
lie f. 4, p. I I I as la l -> x . and with the he lp of the edge 
,'nnd ition we find th at p+ (a) and (L (a) shoul d be at least 
or O(lal- 1/2 ) as lal --> 7:'- . So. us ing the extended form or 
Llouville's theorem rref. 17, p. 6 and 74 1, we see that .1(0') 

-- 0(10'1- 112 ), and so a polynom ial that represents .I ((v) ca ll 
()Il ly be a constant equ al to 7.ero. Similarly , the same conc lu-
ion can be made for (55), therefore each ~ ide of (54) and 

('is ) is equal to 7.ero. i.e .. 

Ae ;1\",,/ . 

-- ) [S I (Y) - S I (K'>I J] 
(0' .. - Kill 

I U-,- (a) + \ida) o 
and 

(59) 

The decomposit io n of (52). (53). (56), and (57) can be per­
inrmed by inspection_ anci it is necessary to u~e the general 
theorem B of r 17, Sect. 1. 3]. hence we hal'e. 

I '<; -+:Il' Sf ( I] ) fl ( IJ k"I(I' 'iI 
1(0') = - dl) 

' 27Ti (I} - a ) 
(60 ) 

- "'X.. .... ic 

, J 
\1 (0') = 27Ti 

'( ·I i. . , 

j' AS I ( I/)eillll' 1/' I/("'/' dl/ 

( I) -- K,")( IJ -- a ) 
(h i ) 

(62) 

""<. + 1(/ 
I j' /IS_(nlei"lq ") - 11\-",,, 

P (al = -- el l/ 
- !.7T i . ( I/ - KI/I)( I/ -a) 

( (3 ) 

~ ill 

III these eq llation ~, - K2 < (' < T < d < K2 C(hOI)' where r = IIll 
(y and K2 = 1m K. 
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Now making use of (60) and (61) in (58) and llsing (62) 
and (63) in (59). we get 

AS, (tr)e-IA',,,f/ 
S ( 0'1 p' (I]) t- ( , 

(y - KJ/I) 
., • /C 

1 
+-

2TTi .1 _S_( I....;] )_fl_~_( 11e-.)....,l'_"'_IJ'_'!l 

( '1 -' 0') 

and 

rx+ itf 

(11, - 0 

S . . () I 
(0')1'_ I) - -2 . 

TTl ./

' _S_(I.c..) )_P...!.'~..:..(Ic..:.!)...,e_ill_"'_'_" 
till = () 

( I) - 0') 
.-"'C° .... hl 

where T > - G ill both equati ons. Defin e 

and 

(64) 

(65) 

(67) 

where ':' denotes th at the ex press ions are regular in TnleY > -
K2 cosO except for simple poles at a = Kill' The assumpti on , 
() < 00 < TT, allows us to choose (f so that -K1 coseo < (f < K2 
cosOo· Also. take c = d = G, replace '/ by - I), 0' by -(Y in (64) 
and (65). respec ti vely, and use S.,. ( - 0') = S (0') to get 

S (0') F (0') - -- I- )..---. [ 
Ae- IKmi{ Ae- iKm,'] 

0' - KII> a I- KJ/I 

).. 

+-2 . 
TTl 

AS+(Klllle iA ",/f () 
t- = (6R) 

(,)- K,"l 

where 

p~ (tY) ± p ' (0') = F: (0') (69) 

where F: (0') wi ll be set equa l to P~ and p':., in turn , so that 
it can be calculated by using (66) . (67), (69) , and cOlll bining 
the results. 

(70) 

where 

(7 1 ) 

and ), is a constant. which we shal l later take as - l or + I . F , 
(a) is regul ar in T> - K1. We shou ld ex pect that ,.', (a) will 
have a branch poinl at a = - k. Equati on (68). after ca lculat · 
ing the int egral (detail s are given in Appendi x A), can be 
written as. 

or 
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/. (Cy) =-~) [G, (Y! - ) .. G2(a) ] 
,\ . (Y 

JUl(a) [ 0, (K )· )C2 (K) 1 (73) 
- S+(a ) S . (K) + ATI K)L (K )j 

1\ here 

(75) 

and 

( 
S , (Cy) - S ,(K/II) 

/ '1.2 a) = -r 
cr ! Kill 

(76) 

Hnd where /:',. (K) can be calcul ated from (72) by pu tTing 0' = 
K. 

Now, us ing ), = 'f l. in (7()) and (7 3) and uddi n.£! the re· 
,u ltant equations, we obtain 

an d by subtracting the sa ille resultant equat ions wi th 0' = -a. 
lIe get fl- (0'), or replacing Ci, by G2• and G~ h v G,. chan· 
!jl11g the sign or a in (72 ) and lI ~ in g S. (-al = S . (a). we get 

/\ '1' ( - CY) 

In specific prohlems. it wi ll be poss ihle to si mpli fy the~e 

rorlTlulae to some ex tent hy neglectin g some terill s completely 
all d llsing the asymptotic fo rm of Whitti kar runctions in (lther 
I nns. Using (4 0) in (77) and 178), respecti w ly, we get 

iJI, (cy,O ' ) - iJI (Ct. O )=~[G,(O')+c,(KiT(O') l (79) 
,\ ,(Cy) 

and 

\1 here 

, I 
( ,( K ) = . ( 'I 'IK)L'IK)) 

S I (K ) I - Sil K ' 

[ 
G (K)TlK)L 

x Ci2( K ) + ' . S,l K) (8 11 

(R2) 
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Using (2 1), (26) , (2X) . (42), (79). (RO)' we get 

\ ' A 
i I ICY ) == - A2(cy ) =~) [GI ( CY l + (' I ( K ) T((~ )k""1 

"I \0' 
A 

- AC(tY) +-.-lG2 (-<t) + C2 (K)n - <t)jI''''1' (R3) 
S (a) 

where A I(a) corres ponds to Y ~ 0 and AitY) co rresponds tn 
Y < 0, 

We substitute these values of A 1(0') and A 2(a ) in to (26) 
and then obtain l/I(X, Y) by tak ing the i nver~e Four ier trans­
form as. 

-:>.., 

+ 5_~a) [(h (- 0') + C2 (K )1' ( - a) leif'l' }e- ,,,X+'K'Y d O' (l~4) 

Invok ing (74 ), (75). and (76) in (X4) . we get 

1\ I'x, {[eiIU- K",)'IS (K ) e-iA'ml' R (~)e"('1 t/l (X , Y ) == .:-. t III + ___ I _~ __ 

'2][, S I (0' )(0' - K",) S 1 (Cy) 
x' 

CI (K )1'(0')1""'1 (,i (cr- K",)/' S (K", )e - 'UX-'K 1'1 

5+(0') 5_(0')(0' - K", l 

e IA',j'(I R 2(-a)ei()'p C (K )T( a)e;O'I'} + ---," "::'(':"N-)-':"'- - C _. J e -i((x+",y cia 
) u S (a) 

We can hreak up the fie ld l/J(X, n into two parl ~ 

t/l(X, Y ) = t/J'°p(X, Y) + l/Iinl (.Y, Yl 

where 

"C 

(X5) 

- !!:.. I' ei("-K",I,,S ( K",)e - '«Y +ik ) cia (87) 
2][ , S (0') (0' - K",) 

-·x 

ancl 
"C 

t/linl(X , Y) = _ ~ iii j' [l' - iK"'''RI (ex )eirY'I _ CI (K }' 1'('". ),,''''1 

2][ S 1 (a ) S , (a ) 

5. Far-field approximation 

The far field may now be calculated by eva luating the in ­
tegrals in (87) and (88) asymptotically [24, 25 1. For that. put 
X = r COSt), Y = r sine. and deform the cont·our by the tran ~­
formation a = - K cos«() + ir) , whi ch changes the contour of 
integration over ex into a hypcrbo le through the point 0' = - K 
cosO. where (() < 0 < ][. -CD < r < '.Iv ). The steepest desce nt 
path is shown in Fig. 2. 

Fig. 2, Sleepe,t de,ce nt palh in lile complex T-plane, 

Im't 

e 
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o Re't 

"" 
hK I' l/J,e p(X, y) = 2n , II [Kens (0 + ir)llexp( - iKrcnsh T)j 

" si)l I O -~ iT l d r (1\9) 

I I here 

/1 Kens (11 + IT) J == K, 
[Kcos (1;1 + I T) - K",] 

x [erlKCO<It> If) K'"Jds ,( ~·",) _ei{ K('O'(" ,r) K"j.IS (K"')J 
S 1 [Kcns (0 + iT )1 S [f,cos (I) + iT )] 

( l)() ) 

S imi lar ly. we have 
"< 

hK / ' t/l I11I (X, Y) == - . hlKcos (u + Ir )J exp( - IKrcosh T) 
2][ 

x· 

/ sin ((I + i t ) dT (9 1 ) 

1\ here 

, , [RI [Kcos (11 1- iT )J /Kco, ,1I+, rl- A",ld 
h Kcos ((I + Ir) ] == 
- S , [Kcns ((1 + iT)] 

_ CI (K)T[~cos ((I + Ir )kK",,< (O-irld
j 

.\ d Kcos (0 + IT)J 
+ R1[-Kcns(e + ir)]ei:J{",,, (Ol irJ K",:" 

S_[Kcos (0 + i r) ] 

C2(K )T [-Keos (0 + Ir)J eil\cr>< Il}t " ,d 
- ] (n) s [Kcos (0 + ir )1 

.A modifi cation of the method of stationary phase 134, p. 191 
i, required because the pole Illay come c11 J';e to the stati on­
<uy point. Hcnce . for large K,.. by using nwdifi ed method of 
, Iationar), phase. (89) and (9 1) becollle, 
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'"I' ) - ihKsin f) . ( (IT) 
l/J (X, Y = ~.fIKcosO) ex pi Kr - -

v2lTKr 4 
(931 

and 

il1l • - ihK si n e (IT) ( 
l/J (X. Y) = ~ .I2 (Kco~f)) exp i Kr - - 94) 

V 2lTK,. 4 

w here / I(K cosR) and h(K case) a re g iven by se tt ing 1 = 0 in 
(90) and (92). Now. usi ng (93) and (94) in (9) implies that. 

- ihK si ll ()e - ij.;,I/X (IT) 
£1>'"P (x,-,,) = ~ II (KcosO)expi Kr - -

v2lTK r 4 
(95) 

and 

- ihKs in fJc - ·KMX (IT) 
£1>'11' (.\' . .") = ~ 12(Kcos O)cx pi Kr - -

2rrK,. 4 
(90 ) 

Here. t/ficp(X, Y) consists of two pal1s. eac h representi ng the 
diffracted fie ld prod uced by the edges at x = f! and x = q. 
respecti vely. as tho ugh the othe r edge was absent, whil e 
lJ;inl(X. Y) g ives the in teractio n of one edge upo n the othe r 
(double di ffract io n o f the two edges). It is noted that the ex ­
tra term, whi c h is a lso cu ll ed the perturbution te rlll 

[ 
BMcos 2A J 

sine (1 - M )2 
(97) 

(in the kernel of the factors II (K cosR) and .I~(K COSe» , ap­
peared in the expressio ns (95) and (96) with some othe r 
minor changes, diffe r from(54) and (55) of I ref. 32. p. SJ II. 
The signifi cance of th is ex tra te rm (corrected term ). which 
appears because of Myers ' co ndit ion, is also show n graph i­
ca ll y in the next ~ection. 

Thus. using (9). ( 13) , (16) , (9S ). and (96), the total far 
field is g iven by. 

(I> (x. \' ) ~ ~H l (KR) e - iK,\/X 
. 4; 0 

ib Ksin e e - iKlI4,\ [ ( IT) ] 
expi Kr - '-4 / 1.2 (Kco<;A) J2rrK,. 

6. Graphical results 

(9R) 

A computer program. MATHEMATICA, has been used 
for the numerica l evaluati o n a nd graphica l plott ing of the 
sepurated fie ld g iven by (95) for Kr = 1 Orr. ang le of inci ­
dence IT/2. and the absorbing para meter 11 is to be taken 
such that ReB > 0 fo r an absorb ing surfu ce and the Mac h 
nu mber IMI < I for a subsonic flow. A pos itive Mach num­
ber indicates that the s tream flow is fro m left to ri g ht and 
nega tive Mac h number indicates th at the s trea lll flow i ~ 
from right to le ft. The fo ll owing situations are cons idered: 

I . Whe n the sou rce is fixed in one positio n ( for a ll Mach 
numbers), re lati ve to the ~ lit. (80 = 90' . 60' , M , and (~ 
are allowed to vary). 

2 . Whe n the source is fixed in one positi on. (Iio = 90' . 60 . 
n. and e are a ll owed to vary) . 

One can see from Fig~. 3- 6 that the field in the reg ion 0 < 
() < rr is most affected by ('he changes in M. B. and K. The 
ma in fea tures of t'hc g raphi ca l resul ts are as fo ll ows: 
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Fig. 3. Varia lion of the ampli tude of the separa lL'd field ve rst" oh-
, ( fI'ation angle (i, ror oi rre rCnl valuc ,> of M , at (io ~, rr/2. 1\ = I , I = I (I . 
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Fig. 4. Varia tion o r lil e alll plilUdc of Ihe separn lcd rie ld ve r~ u ' ub­
'c rvali on angle fI, for di fferent val ues or M. al (II) = rr/3. K = 2. I = 10. 
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Fig. 5. Variation or the amplitude of the separated fi eld "crsus !lh­
se n'ation angle fi, for differc nt va lues or n. at 110 = rr/2 , K = I . I = 10. 
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(II) S ince we are considering subsonic fl ow. i.e .. U < c. by 
increasin g Ihe Mach nU lllber M , and by fix ing all ot he r 
parameters. respective ly. the velocity of the fluid cO lll e~ 

close to the ve loc ity of sound . The modulus of the "e lo­
city potential functi o n is proportion al tn the amp litude 
of the pert urba t ion sound p ressure an ti therel'ore g ives a 
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Fig. 6. Variation of thc amplit ude of the ,eparated ri eld \ t! r,us oh­
scrvation ang le O. for ditTer<: nt I"a lucs of fl . at (ill = H13. K = 2. / = I (). 
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Fig. 7. Variation of the ~ 11lplitud c (If the separated ri e ld versus ob­
servation angle tI. for different va lues of M. at till = H12 . K = I. / = 10. 
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Fig. 8. Variation of the amplitudc or the separated fi eld I'c r' us ob­
servati on angle ('1, fnr different va lucs of B. at (.10 = HI?. K = 2. I = 10. 
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measure of sOllnd intensity. We observe from Figs . .\ 
and 4 that the amplitude of the veloc il y potcntial de­
creases i.e .. the sound intensity reduces . Thus. a ( lear 
variation of the ve loci ty potential with respect to Mach 
number can be observed from the graphs. 

t / .) Tn Figs. 5 anci 6, the effects of absorbing: parameter 13 on 
the ve locity potenti a l is shown. It can be ~ee n from the 
graphs that by increasing the absorbing parameter B. the 
amplitude of the veloc ity potential is dcc rea~ed . and con­
sequently the sound intensit y is also reduced. by fi xing 
all other parameters and taking K = 1,2 . respecti vel y. 

The graphi ca l results shown below are plotted ror the 1'01-
l(1w ing two cases: 

t I) Figures 7 and 8 are plotled with the perturbati on terlll 
(i{JM l //.:) (fPcp/8x2) ignored in the hou ndary condition ,. 
and consequell tl y in the subsequent anal ysis the diffracted 
field express ion is give n by expressions (9 1) and (93). 

t ::' ) Figures 9 and 10 are planed for the fi e ld given in 1321 
fo r Ingard conditi ons . 

It i, llh<;erved Ihat the pre~ence 0 1' an impedance condit ion 
h I, a rema rkahle etTecl on the diffructed fiL'ld . \ hi ch l'a n be 
, (T il by comparillg Figs. 3- 6 WiOl Figs. 7- 10. A linie C\-



1148 

planation of Figs. 7- 10 follows. Figu re~ 7 and 8 are plotted 
with the pertu rbation term ignored. It is observed that in thi , 
case. the \'ariation in the amplitude of the field is slower. 
compared w ith the present analys is for the different va lue, 
of convection parameters. Figure, 9 and 10 c learl y depict 
that the fie ld due to Tngarcl' s condition remains almost unaf­
fec ted. T here is no deviat ion in the amplitude of the field. 
Therefore. we can say that Ingard '~ condition does not have 
a signi f icalll effect on the diffracted fie ld , compared with 
Figs. 3-6. plotted for the Myers' impedance condition . 
When the perturbation term is ignored. we are left with 
Figs. 7 and 8. Hence, in a heroi cal manner, we can say th at 
Fi gs. 3-6 are plotted for impedance boundary conditions, 
and when the perturbation term in the impedance boundary 
condition is neglected . we are left with F igs. 7 and 8, and 
when Ingard' s condi t ions are used , we are left wi th Figs. <) 

and 10. It can be seen througout the anal ysis that the fie ld 
in the shadow region can be greater or smaller depending 
on the va lues of different parameters (I. M, and 13 in the 
range 0 < A < Jr , w hen the absorb ing lining is on the shadow 
face. It is interesting to see that the sound leve l is greater 
when the graphs are plotted for M yers' impedance condition 
and very much smaller for the other two cases i .e .. when th e 
perturbation term is taken into account Figs. 7 and 8 and 
when graphs are plotted for Ingard 's conditions in Figs. 9 
and 10. Thus, the introduction of Myers' condition in the 
slit problem presents a correct form of the fie ld obtained in 
l32 1. 

7. Conclusion 
In thi s paper. we ~ tudi ed the problem of line-source dit ­

fruction of acousti c wave~ by a ~ Iit , sat isfy ing Myers' condi ­
tion . which gave rise to a corrective term. 

in the solution (third terlll of the kernel). Furthermore. an 
analytical and graphical compari~on of different cases wa\ 
presented for variou s values of Mach number M and the ab­
sorb ing parameter H against the veloci ty potential. The 
graphs showed a clear variation of the velocity potential 
against these convection parameters. The importance of 
Myers ' impedence condition over Ingarcl 's condition is di s­
cussed in detail. The dev iation in field showed a much 
clearer picture in the case of M yers' condition than with In­
gard ' s condition. It is al so observed in the graphs that by in ­
creasing the value of Mach number M and the absorbing 
prallleter H, the amplitude of the field is decreased. A s the 
present f ield contains the term s of order M" due to the intro­
duction of Myers' condition, so obviously the amplitude o f 
the fie ld decreases more qu icky, wh ich support s we ll the im­
portance of Myers' condition in the graphs. Therefore, 
Myers ' condition is a better choice than Ingard '~ condition. 
Moreover, the resulfs for a rigid barrier in still f luid r 181 can 
be recovered by putting M = B = 0 in the expression (97). 

The prob lem in a more practica l application is one of an 
absorbing strip in a moving tluid w ith trailing edge. Thi s 
can be a model for an aeroplane w ing and has the advantage 
of being cheaper to construct than a strip with face~ entirely 
coated in absorbent matuial s. Finall y thi s work , in contrast 
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\\ ith the results of rngard', condition, w ill offer useful thell ­
il tica l comparison, with ex perimcntal resu lts. T his ,.,h()uld 
then lead to a decision of which i ~ the more appro pi iate 
b<lundary condition to u~e in practice. 
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Appendix A 
Co nsider the integral appearing in (68) by letting 

1 = 

.:x.+ill 

/

. S ,. ( II ) e;Ilt'l - IJ ) [ . !\e- ;"",q / \ c - ,K",I' J 
F+ (l7 ) - - A--'-, - dl) 

. ( 11 + 0:) ( 17 - KIII ) ( 11 + /1.111 ) 
~ ! io 

or 

1 = i l - /l e- ''' ", 'I I } - AAe-;A",I' I , 

where 

II = 

12 = 

13 = 

and 

xf. ia 

j. S ( 11 ) F , (II )e;III 
-'-'-'----'-~- dll 

. ( r/ + a ) ., .... /(/ 

x+i(/ 

j. S_ (I)e;III 
-c---,'- d I) 

. (II + 0:)(1) - Kill ) 
- X···~ ja 

""(.+;0 

j. S_ ( I) I:';III 
------cl rl 
(II + 0: ) (1) + Kill) 

_. ")(+ /(1 

/ = (q - fl ) 

(A I ) 

(A2J 

(A3) 

(M ) 

We observe that F+(a) is regular in T > - K 2' so we can ex­
pect that F+(a) will have a branch poi nt at a = - K. But for 
large I, it is suffic ient ly far from the point a = K, which en­
ab les us to evaluate the abo ve integrals in the asy mprotic ex ­
pans ion I A I , Sect. 5.5, p. 20 II. 

Now, using the procedure as in [A I , Sec. 5.5, P- 199- 2011 
we get 

II ~ 

or 

, _ 4 i,1 

j . S . ( II )F+ ( I},) I';III 
-,-:-,--....:...c.c.- c111 

( I) ,~ a) 
-X-Ill 

:::::; EoWo[- i (K + LY)/]F , (K )L (K ) lA'i) 

I I :::::; 2niT(a) F +- ( K)L (KJ 

I I here 

7 10:) = EuWo [- i(K + a) !] 
2ni 

I~/) = 2e i .• n (' ;1\.1 1'- 112 ho 

Ii ,) = e;:r14 

and 
'X. 

J
. - I i? - 1/ l-

II - I' \In '1' - 114 ' 
\ro(z) = e111 = - e' -7 W - 31.1 114 (::: ) 

. II + z 2 
o 

II here 

:: = - irK + a )1 

Hnc! W;} z) is the Whittaker fu nction. 
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(M ) 

Now, the ot her integra ls can be ca lcu lat ed by splitting the 
integrands into partia l fractio ns. Hence we have , 

x+ia 

I: = j. S- (1'/) I:';III 
_ ell) 

. ( II + a )( 1) - KII,) 
-rx., I fa 

:::::; 2rri · , III ,,--, -I R,(a ) [
s (K )e,K",! ] 

(a + K",) .. 
( A 7) 

;lII d 

x. +;(1 

" j' S _ lll )eilil 

- ,,: t;>I (I) + 0:) (11 + K/II) d'l :::::; 2rriRI (0:) (A 8) 

II here we have 

) 
En{ Wn[- i(K :1: Kill )!] - Wol- i(K + Ly )/]} 

R I " (a = . ,---'---'-'---'--
- 2rri(a =F K/II) 

(A9 ) 

Hnd the upper and lower signs refer to NI . R~, respec ti ve ly. 
Th us, (A J) takes the form , 

1 = 2rri [T (a)F" (K )L (K ) - AR2la )e- ;K"" 1 

AL (K )e- iK", /I , 
'" .- AAe -IKml'RI (0' )] 

(0' + Kill ) 

o r 

",,<-+ ((1 

I S _ ( n )eill ('1 - I» [ . A t' - ;K"" I Ae- ;K",,, 1 
' !- .;. (II ) - ,- )" , ell) 

. (17 T (Y ) ( I) - K/II ) ( 'I + K ill ) 
-, +~ . 

= 2rri [T (a)F +(K )L (K) - AR2 (a )e- ;K", '1 

AS' (K k ;/( ",1' 
• - /II _ AAe IK." IJH I(O') ] (A I O) 

la + K", ) . 
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1. Introduction 

ABSTRACT 

This paper deals with the problem of diffraction due to an impul se line source by an absorb­
ing half plane, satisfying Myers' impedance condition (Myers, 1980 /1 3]) in the presence 
of a subsonic flow. The time dependence of the field requires a temporal Fourier transform 
in addition to the spatial Fourier transform. The spatial integral appearing in the solution 
for the diffracted field is solved asymptotically (Copson, 1967115]) in the far fi e ld approx­
imation . Fi nally, a simple procedure is devised to ca lculate the inverse temporal Fourier 
transform. 

© 2010 Elsevier Ltd. All ri ghts reserved. 

Transient nature of the field is an important area in the theory of acoustic diffraction and provides a more complete pic­
ture of the wave phenomenon under consideration. Recently, Barton and Rawlins [1) discussed diffraction by a half plane for 
both leading edge situations and trailing edge situations. Many scientists have taken into account the effect of the transient 
nature of the field. for example. Rienstra [2]. Lakhtakia et al. [3 - 5). Ayub et al. (6). Asghar et a l. [7.8) and Ahmad (9). to name 
a few. The problem of acoustic diffraction by an absorbing half plane in a moving fluid using Myers' condition was discussed 
by Ahmad (10) . He considered the diffraction of sound waves by a semi-infinite absorbing half plane. when the whole system 
was in a moving fluid . Fourier transform. Wiener- Hopftechnique and asymptotic approximations were used to ca lculate the 
diffracted field. [n (10). the time dependence was suppressed throughout the analysis. while. in this problem. we have taken 
into account the time dependence throughout. We apply the temporal Fourier transform to obtain the transform function 
in the transformed plane using the Wiener- Hopf technique [11) and the method of modified stationary phase [1 2). When 
the transform function is available. an inverse temporal Fourier transform can be applied to obtain the results in the time 
domain. We have also shown how the frequency of an incident wave is affected by the amplitude of the diffracted fie ld in 
different limiting positions. Also. the effects of different parameters on the field can be seen from the numerical results. 

2. Formulation ofthe problem 

Consider a small amplitude sound wave on a main stream moving with a velocity U parall el to the x-axis. A semi-infinite 
absorbing half plane is assumed to occupy the position y = 0, x ::: O. The equations of motion are linearized and the efFects 
of viscosity. thermal conductivity and gravity are neglected. The fluid is assumed to have a constant density (incompress ible) 
and sound speed c. We assume that the plane satisfies Myers' impedance condition [ 13). 

Un = [:t + U :x] I;al ' (a) 

* Correspond ing author. 
E- mail address: mayub59@yahoo.com (M. Ayub). 

0898- 1221/$ - see front matter © 2010 Elsevier Ltd . All rights rese rved . 
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where 
ag p 
at = -'i,; IVai, 

and Un is the normal derivative of the perturbation velocity at a point on the surface of the semi-infinite half plane, p the 
surface pressure, Za the acoustic impedance of the surface and n a normal vector pointing from the surface into the fluid . 

The perturbation velocity U of the irrotational sound wave can be written in terms of the velocity potential ¢ as u = V¢ 
and the resulting pressure p of the sound field is given by 

p = -Po (~+ u~) ¢ , 
at ax 

(b) 

where Po is the density of the undisturbed stream. The mathematical form of the problem may be expressed in terms of tIle 
equations satisfied by ¢(x , y, t) as follows 

[ 
a2¢ + a

2
¢ _ (~~ + M ~) 2 (p ] = o(x _ xo)8(y _ yo)o( t) , 

ax2 ay2 c ax ax 
(1 ) 

and subject to the following boundary conditions in time domain 

[ 
a2¢ a2¢ 2 a2¢ fJ a2¢ ] 
ayat =f fJM axat ± fJ M c ax2 =f -Z at2 = 0 x < O. (2) 

a + a _ I -a ¢(x , O , t) = -¢(x, 0 , t) 
y ay x < O. 

¢(x , 0+, t) = ¢(x , 0- , t) 
(3) 

In the above equations, k = ~ is the wave number, fJ = fiZO ( is the specific complex admittance, M = !!. is t he Mach 
C /J C 

number. It is assumed that the flow is subsonic, i.e., 1M I < 1, and Re fJ > 0, which is a necessary condition for an absorbing 
surface (14). More details can be found in [10] . 

3. Temporal transform of the problem 

We define a temporal Fourier transform and its inverse by 

1 
X(x,y,w) = i : ¢(x,y,t)eiUJrdt, 

1 f oo - iwr ¢(x, y, t) = - X (x , y, w)e d(v , 
27T -00 

where w is the tempora l frequency. We transform Eqs. (1 )-(3) in frequency domain by using Eq. (4), and obtain 

[ (1 - M2) a
2

2 + 2ikM ~ + ~ + k2] X (x , y , w) = o(x - xo)o(y - Yo) , 
ax ax ay 

[
a a ifJM2 a2 

] -a =f 2fJM - ± ikfJ =f ----2 X(x, o±, w) = 0 x ::: 0 , 
y ax k ax 

a + a _ ] -a X(x,O ,w) = -X(x, O , w) 
y ay 

X(x, 0+, w) = x(x. 0-, w) 
x < 0 , 

with 

oCt) = - e- iwrdw. 1 f OO 
27T -00 

(4) 

(5) 

(6) 

(7) 

(8) 

We observe that the mathematical problem expressed in Eqs. (5 )-(7) is the same as di scussed by Ahmad [10J except that in 
our problem k = ~ is not a constant but it is a function of w. Thus, without going into detail s, we mention the results on ly, . ( 

I.e., 

exp [- iKM (X -Xo) J f oo ei \l(X-Xo)+ i~( Y -Yo) 
X(x,y,w) = cllI 

47T iJ (1 - M2) -00 K 

+ exp [-iKM(X - Xo») f f C(II . ~ , (v)e i vX+ i ,J(K2_1 .2 )IYI e - i~X+i,J(KL~2)iYol d~ dl' 
87T 2J (1 - M2) --x;-('() 

(9) 
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B [K (1 + M2) + 2~M + (\~~:)K ] - J(K - v)J(1< + Osgn(Y )sgn(Yo) 
G(v . ~.w)= ~------------~~~~r=~=7~=7==~--------­

L+ (v)L(O(~ - V)j(1<2 - \1 2 lj(K2 - e) 
where K = j (l(2 - v2 ) is the wave number and v is the Fourier transform variable. Also 

K = K+(V)L(V) = .JK + v~, 
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( 10) 

where K+(V) is regular for [m v > - [m K, i.e., upper half plane and K_(V) is regular for [m v < [m K, i.e., lower half plane. 
Let 

( 11 ) 

where 

I 100 ei,,(X-XoH-iK(Y- YOJ 
I, = d v, 

-00 K 

(12) 

and 

I; = i: i: G(v , ~ , w)ei llX+ i .J(KLII2)1Y 1 e- iEX+ i .J(K2-E2)IYo l d~ dv. (13) 

[n order to calculate the total field ¢(x, y, t), we need to find out the inverse temporal Fourier transform of the above 

integrals. Let us first consider I; which can also be written in the form 

I exp [ -iKMR' cos &'] 100 
·KR

' 
h ' 1\ = e- I cos AdA, 

4rrJ(1-M2) -00 

where 

X - Xo = R' cos &', IY - Yol = R' sin f:)'. v = K cos(& ' + iA). 

Tak ing the inverse temporal Fourier transform and noting that J( is a function of (V, Eq. (14) can be written as 

using 

k = j (1 - M2)K and 
w 

k = -, 
c 

we get 

1\ = --- -- e ---rr- ~ dw d A. 
c 100 1 100 

_ i,.,[t+ MR'cosrJ' _R'COSh}. ] 

4rr Q - ro 2rr -N 

where 

We know that 

- e- iwt d w = ~(t). 1 100 

2rr -00 

Thus, using this property of the ~-function, we obtain 

1\ = --- is t + - dA , 
c 100 

( MR' cos f:) ' R' cosh A) 
4rrQ -00 Q Q 

letting R' C~h A = 17 in the above integral. we get 

c 100 
8(t' - 17) 

1\ = -- --;====dI7, 
4rrQ -00 ( 2 ) 

1] 2 - ~2 

( 14) 

( 15) 
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where t' = t + MR' ~s (-)' . The integra l appearing in Eq. (15) can now be calculated as 

c H(t' - I)) 
11 = -- --;===== 

4n Q ( ) 
1)2 - ~~ 

( 16) 

where H (t' - I)) is the usual Heaviside function . 
Before finding the inverse temporal Fourier transform of /~, we calculate the double integral appearing in the expression 

for I~. To do so, we introduce the polar coordinates 

X = Rcos 8, IVI = Rsin 8, 

Xo = Ro cos 8 0, IYol = Ro sin 80, 

and the transformation ~ = - K cos( 8 0 + ip) which changes the contour of integration over ~ into a hyperbola through the 
point ~ = -K cos 8 0 where (0 < 8 0 < n, - 00 < T < 00). Similarly, by the change of variable 11 = K cos(8 + iq), the 
contour of integration can be converted from 11 into a hyperbola through the point 11 = K cos &. Thus, omitting the detail s 
of ca lculations using (1 5). we obtain 

- i [B {(1 + M2) .:...- 2M cos & + M2 cos
2 1")0 } - 2 sin !':!. sin eo] eiKM (X-Xo)+iK(R+Ro l 

a (1 - M2) 2 2 
/~ = --~~----~=-~====~--~--~~------------~------------

16rrK./RRoj(1 - M2)L+(K cos 8)L(-K cos (0)(cos 8 + cos ( 0 ) 

( 17) 

where 

and e =I rr - e. 

Now taking the inverse temporal Fourier transform of Eq. ( 17 ), we have 

icA' 100 e ~ (R+Ro-MR' cos (-)') . 
12 = - - e-1wt d(v, 

2rr -00 w 
( 18) 

where 

, [B {((1 + M2) - 2M cos eo + M;1~~2()0)} - 2 sin ~ sin ~o ] 
A = =-~~------------------~--~~----------~ 

16rr ./RRoL~(K cos 8)L( - K cos ( 0 ) (cos 8 + cos ( 0) . 
(19) 

Let us take g(w) = l,f(w) = e ~ (R+Ro -MR' cos 1")'1 in Eq. (18 ) and using the convolution theorem, we can write 
tv 

12 = - icA' F(t) * G(t) , (20) 

where 

F(t ) = -- e1r (R+ Ro -MR' cos 1-I'l e- iw1 dw , 1 1i r
+

00 
. 

2n ir-oo 

1 1ir
+

00 e- iW1 

G(t) = -- --dw , 
2rr ir -oo W 

where T lies in the region of analyticity such that - lm(K) < T < Im(K ). The asterisk in Eq. (20) denotes convolution in the 
time domain .. For T > 0, we can close the contour of integration in the lower half plan. Knowing that (V has a small positive 
imaginary part, for T > 0, we get 

( 
1 " ) F(t) = 8 t - Q(R + Ro - MR cos e) , 

G(t) = -i. 
Hence 

, [ 00 ( ' 1 ) /2=-cA Lx8 t - Q(R+Ro) dt , 

or 

, ( , 1 ) /2 = -2cA H t - Q (R + Ro) . (21) 
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Fig. 1. Steepest descent pa th in the complex r- plane. 
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Fig. 2. Amplitude of the diffracted fie ld plotted against the observation angle for differe nt va lues of the incidence angle 110 . 

Making use of Eqs. (4), (9), ( 11), (16) and (2 1), we get 

A, ( c H (t ' - 1] ) ' ( , 1 ) 
'+' X,Y, t) = --;==== - 2cA H t - -Q(R + Ra) . 

47TQ ( ) 
1) 2 - ~~ 

where A' is given by Eq. (19). 

4. Graphical results 

3127 

(22) 

A computer program MATHEMAT[CA has been used for the gra phica l plotting of t he diffracted fie ld in the t ime domai n 
(see Fig. 1). The ma in features of the graphical results are as fo llows. 

(a) [n Fig. 2, the ampli tude of the d iffracted field is plotted against observation angle for different va lues of the incident angle 
by fi xing all other parameters. It is observed that by increasing the incident wave angle, the ampli tude of t he di ffracted 
field decreases. 

(b) [n Fig. 3, the effect of Mach number M can be seen. By increasing the Mach nu mber, t he ampli tude of t he diffracted field 
decreases, i.e., the sound intensity decreases. 

(c) [n Fig. 4, the amplitude of the diffracted field is plotted against observation angle for different values of the absorbing 
parameter B, by fi xing all other parameters. It is observed that by increasing t he absorbing parameter. the am plitude of 
the diffracted field decreases, i.e., the sound intensity decreases. 
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Fig. 3. Amplitude of the diffracted fi eld plotted aga inst the observation angle for different va lues of the Mach number M. 
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Fig. 4. Amp li tude of the diffracted fi eld plotted aga inst the observat ion angle for different va lues of the admittance prtrameter G. 

5. Conclusion 

We have obtained an improved form of the diffracted field due to an impulsive line source by an absorbing half plane in 
a moving fluid by considering the time dependence. The first term in Eq. (22) represents the field at the observation point 
directly coming from the line source, whereas the second term corresponds to the diffracted field from the edge of the half 
plane. This field starts reaching the point (x . y) after the time lapse t' > ~ (R + Ro). We note that the strength of the field 

dies down as l /.)Ro. The results for the sti ll air can be obtained by putting M = O. 
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Abstract 
The problem of diffraction due to an impulse line source by an absorbing half-plane with wake 
using Myres' impedance condition (Myers 19801. SouJ/d Vib. 71 429-34) in the presence of a 
subsonic fluid flow is studicd. Thc timc dcpcndcncc of thc ficld requircs a tcmporal Fouricr 
transform in addition to the spatia l Fourier transform. The solution of the problem in the 
presence of wake is obtained by using Greens' function method, Fourier transform, the 
Wiener-Hopf technique and the modified stationary phase method . Expressions for the total 
far field for the trailing edge (wake present) situation are given. It is observed that the field 
produced by the Kutta- Joukowsk.i condition will be substantially in excess of the field whcn 
thi s condition is ignored. Finally, a simple procedure is deviscd to ca lculate the inverse 
tempora l Fourier transform . The solution for the lead ing edge situation can be obtaincd if the 
wake, and consequently a Kutta- Joukowski edge condition. is ignored . Thi s can also be sccn 
from the numerica l results. 

PACS numbers: 43.20.+g, 43.20.Bi, 43.20.Fn 

(Some fi gures in thi s articlc are in co lour only in the electroni c ve r~ i o n. ) 

1. Introduction 

Barriers have become a common measure to reduce noi se 
and hence protect the environment. Absorbi ng lining can be 
used to reduce the radiated sound intensity on the source 
side of the half-plane. Many attempts have been made to 
determine how effectively sou nd radiation is reduced by 
absorbi ng lining in the presence of fluid flow. It should be 
noted that radiated sound wi ll be a compli cated function 
of the Mach number and the absorptive properties of the 
surface scattering the sound waves . It is also worth mentioning 
that the use of an absorbi ng barrier, particularly for the 
reduction of traffic noise, has received much attention in 
recent years. Various investigations have been made to 
study the c lassical problems of line source diffraction of 
electromagnetic and acoustic waves by various types of strips, 
slits, half-planes and impedance surfaces [2]. For example, 
the line source diffraction of electromagnctic waves by a 
perfectly conducting strip and half-plane was investigated by 
Ayub ef al [3] and Jones [4]. The problcm of linc source 
diffraction of acoustic waves by a hard half-plane attached to 
a wake in still air as well as when the medium is convective 
was studied by Jones rSl. Rawlins [61 considered the line 

003 I -8949/ 1 0/045402+ I 0$30.00 Pri med in the UK & Ihe USA 

source diffraction of acoustic waves by an absorbing barrier, 
linc source diffraction by an acousticall y penetrable or an 
e lcctromagnetically dielectric half-plane whose width is small 
a~ compared to the incident wavelength [7 1 and line source 
di ffraction of sound waves by an absorbent semi-infinite 
plane such that the two faces of the half-plane have different 
impedances [8]. The introduction of a line source changes the 
incident field, and the method of solution requires a carefu l 
analysis in calcul ating the diffracted field . Jones [5] used the 
wake condition to see the effects of the Kutta- Joukowsk i 
condition at the edge of the half-plane that is generati ng 
noise in the fluid at low Mach numbers. He showed that 
wake acts as a convenient transmission channel for carrying 
intense sound away from the source. This problem was furth er 
ex tcnded to point source excitation by Balasubramanyulll [9] 
and to diffraction by a cy lindrical impulse by Ri enstra [10] . 
Rawlins r I I] discussed the diffraction of a cy lindri cal acousti c 
wave by an absorbing half-plane in a moving fluid in the 
presence of a wake. The imposition of Kutta condition on 
ullsteady perturbations to one of these mean fl ows rcprescnl s 
thc mechanism by which both the lift is changed ancl thc 
amplitudc and directivity of the sound fi e ld are modified. The 
nature of and basis for a Kulla condition in unsteady now 

© 20 I 0 The Roya l Swedish Academ) o f Sciences 
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has been di scussed by C righto n [J 2] in detail. T he cond itio n 
has recently been applied to unsteadiness in a variety of 
mean configurations that include trailing edge fl ows. Rece nt ly, 
Barton and Rawlins [1 31 di scussed the diffraction by a 
half- plane for both the leading edge and the trai ling edge 
situation . 

The transient nature of the fie ld is an important area in the 
theory of acoustic d iffract ion and provides a more complete 
p icture of the wave phenomenon under consideratio n. Many 
scienti sts have taken into account the effect of the transie nt 
nature of the field : for example, Rienstra L I 0], Lakhtakia 
el a i [1 4- 16], Ayub et a/ [ 17], Asghar el a / r 18, 19] and 
Ahmad [20], to name a few. Rawl ins [6] di scussed the 
sound scattered by a semi-infini te absorbing plane due to a 
cylindrical acollstic wave, sati sfying Ingard 's conditi on [2 I] 
in a moving fluid . Later on, Asghar e l a / [22, 23 1 extended 
Rawlins ' idea to calcul ate the diffraction of a spherica l 
acoustic wave from an absorbing plane. Effects o f a mov ing 
medium were first cOlTectly given by M iles [24 1 and 
Ribner [25] for a plane interface of relati ve motion. T he 
steady state (time harmonic) and initial value (impulsive 
source) s ituations have al so been considered by Crighto n 
and Leppington [26]. In gard [2 1] di scussed the effect of 
fl ow on boundary conditions at a plane impedance surface. 
Later o n, Myers [I] discussed the diffraction o f cylindri cal 
acoustic waves by a semi-infinite absorbing plane, which was 
in fact a generali zatio n of Ingard 's conditio n. Now, Myers' 
condi tion r I] is the accepted form of the boundary condition 
for impedance walls with fl ow. Recently, Ahmad [27] has 
d iscussed the proble m of acoustic d iffrac ti on by an absorbi ng 
half-plane in a movi ng fluid using M yers' condition . T he 
aim of the present paper is to ana lyze the diffrac ti on of 
waves due to an impulsive line source by an absorbing 
half-pl ane in a mov ing flu id and to examine the effect o f the 
Kutta- Joukowski condition by introducing the wake (trailing 
edge) attached to the half-plane. 

In the present work, expression are derived for the 
acoustic fi e ld for the trail ing edge situations. T he problem has 
the added complicatio n of a wake attached to the absorbing 
half-plane. We apply the temporal Fouri er transform to 
o btain the transform functio n in the transformed pl ane using 
the Wiener- Hopf technique ['28] and the modified method 
of sta ti onary phase [29]. When the transform functio n is 
avai lab le, an inverse temporal Fourier transform can be 
applied to obtain the results in the time do ma in . The 
expressions for the acoustic fi e ld for the tra iling edge are 
obtained , i.e. a wake is a ttached to the absorbing ha lf- pl ane. 
A Kutta- Joukowski condition is al so imposed in orde r to 
obtain a unique mathemati cal solution. which also requires 
that the fi e ld is outgoing to infinity. Normally, the effect of the 
Kutta- Joukowski condition is to produce a beam of sound in 
the neighborhood of the wake and to scaller a fi e ld elsewhere 
that is approximate ly that given by Ffowcs-Williams and 
Hall r30] . Graphical plots o f the modulus of the veloc it y 
potenti a l for various values of the convect ion parameters are 
g iven. 

2. Formulation of the problem 

We co nsider the di ffraction of an acousti c wave incident on 
the half-p lane occupying a space y = 0 , x ::::; 0 so that the 

2 

M Ay ub el (II 

stream is at zero inc idence. T he fo rm of the p lane wave in 
a moving fluid is produced by considering an impu lsive li ne 
source at (xo, YO) and is of strength 8(1 ) (where 8 denotes 
th e Dirac delta fun ction) that also radi ates waves. A wake 
occupies y = O. x < 0 with the velocity of the moving flu id 
parall el to the x-ax is and of magnitude U > O. T he equ ati ons 
o f motion are linearized and the effects o f viscos ity, therm al 
conductivity and gravity are neglected. T he fluid is assumed 
to have a constant density (incompress ibl e) and sound speed 
c. We assume that the plane sati sfi es Myres' impedance 
co ndi tion [1 1. 

II - - + U- --[ 
il il ] g 

/I - a, ax IVai' 
( I a ) 

where the functi on g is re lated to the surface pressure " such 
that 

ag p 
-=-- IVO' I 
il l <:" 

( I !J ) 

and li n is the normal derivative of the perturbat ion veloc ity <I t 

a point on the surface o f the semi-infi nite half-plane, Z" is the 
acoustic impedance of the surface and n is a normal vector 
pointing from the surface into the fluid . 

T he perturbation velocity u of the irrotati o nal sound wave 
can be written in terms of the velocity potenti al ¢ as u = V 4) 
and the resulting pressure p of the sound fi e ld is g iven by 

(2) 

where Po is the density of the und isturbed st.ream. The line 
source is considered paralle l to the edge at the point (.1'0. Yo)· 
The governing convective wave equati on with boundary 
condi tions is g iven by 

(3) 

3. The problem in the frequency domain 

Let us transform the problem in the frequency do main with 
th e help o f te mporal Fouri er transform by 

X(x , v , (v) = 100 

¢(x , y , t) ei, ,,t dl , 
-DC 

¢(x , y , t) = ~ roo X(x , y , w) e- ill 'l dw , 
2n .I-x 

(4) 

where w is the temporal frequency. We transform equations 
(I )- (3) by using eq uati on (4 ) and obtain 

[ ( I _M2 ) .a~? + 2 ikM~ + a22 +e] X(X . .\' . W) 
a .. \ - ii .\ ay 

= ~(x - x())~(y - Yo). (5) 

[ 
(/ ii ifJM 2 (/ 2 ] 

- T 2fi M - ± ikfi T ----, 
iJy ilx k ilx-

x X(x, O±, w) = 0, .1' < 0. (6) 
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with 

8 (1 ) = - e- iw/ dw , I 1"" 
2rr -00 

iJ + iJ _ 
-X (x . O .w)= -x(.r.O .w) . .1' > 0. 
iJv oy 

(- ik +M~) X(.\', 0+, w) 
iJx 

= (-ik+M~) x(x , O-, w) . .r > O. 
iJx 

(7) 

(8a) 

(8 17 ) 

where fJ = 1';,:' is the specific complex ad mit tance, k = 'f is 
the wave number and k = k \ + ik2 has a small imaginary part 
to ensure the regul arity of the Fourier transform integrals and 
M = ~ (c is the velocity of sound) is the Mach number. We 
assume that the flow is subsonic, i.e. IMI < I (for a leading 
edge situat ion - I < M ~ 0 and for a tra iling edge situation 
0 < M < I ) and Re(3 > 0, w hich is a necessary condition for 
an absorbing surface . Also f3 = 0 correspo nds to the rig id 
barrier and (3 = 00 corresponds to the pressure release barri er. 
The boundary condition (8b) for a continuous pressure with 
massless wake as already di scussed in l5, I I] can be written 
in the altern ative fo rm 

X (x , 0+. (u) - X (x. 0- . w) = A e(ik/ M )x . .r > O. (9a) 

a 0 
- X(x , 0+, w) = -X(x, 0- , wi , x > O. ay ay (9h) 

In equat io n (9a) , the di scontinuity in the li e kl is due to 
impositi on of wake, which involves a parameter A. T hi s A 
wi ll be determined by the requirement that the velocity at the 
trailing edge should be finit e, which requires the impositi on of 
the KUlta-Joukowski edge condition. Also A = 0 corresponds 
to the leading edge situation, i.e . no wake . Initi a ll y, we shall 
impose the edge condition 

¢ = O( I ) and ~;. = 0 (~) . 
comhined with the condition that the diffracted field is 
outgoing to infinity. Physically, we can consider the flow of 
an incompressible fl uid pas t the edge of a sheet on which 
the normal veloc ity is zero. We also need cond iti o ns to limi t 
the singul arities at the edge (0 , 0) . In the absence of mean 
fl ow, a solution exists with ¢ = 0(";;:) as r ~ 0 (in radi a ti on 
condi tions or Sommerfeld cond itio ns), and to thi s solution 
may be added any e igen solution of the problem. The eigen 
solutions, however, are a ll more s ingul ar th an thi s and it is 
therefore conveni ent to choose the solutio n with ¢ = 0(";;:) . 
A better reason for taking thi s so lution can a lso be obtained by 
tak ing into account the effect of viscosity on the ha lf-pl ane. 

Let us introduce the following real substi tuti o ns in 
eq uat ions (5). (6), (8) and (9), 

x = J I - M2X , ..1'0 = J I - M2Xo, y = Y. .1'0 = Yo. 

f3 = J I - M 2 B. k = J I - M2 K 

and 

x(.r , y.w)=Y/(X. Y.w)e- iKMX . ( 10) 

3 
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10 obtain 

( I I ) 

[ 
8 8 iBM2 82 

] 
ay Cf 2 BM ax ± iKB( 1 + M2) Cf ( I - M2)K ax2 

x l/l (X , O± .w) = O ..1' < 0. ( 12) 

and 

ay ay ~Y/(X , 0+. w) = ~Yf(X . 0-. w) l 
Y/(X , 0+, w) - Y/(X. 0-, w) = Ae(iK /M)X ' 

.r > O. ( 13) 

The tota l fie ld l/I(X , Y, w ) may be expressed as a SUlll o f the 
in cident and scattered fi e lds as fo llows: 

Y/ (X , Y. w) = tlJ (X . Y, w) + lj' i(X. Y. wi, ( 14) 

where tlJi (X , Y, w) is the incidence fi e ld (corresponding 10 Ihe 
inho mogeneous equati on) and tlJ (X , Y. w) is the d iffracted 
fi eld (corresponding to the homogeneous equ ati on), so thai 
tlJ i(X, Y, (u) satis fi es 

( 
a2 a2 ?) -- + - 2 + K - tlJ i (X, Y. w) 

OX2 il Y 

8(X-Xo)8(Y-Yo) iKM\ = e 4) 

J I -M2 
( 15) 

and tlJ(X. Y, w) satisfies 

-(- + -2 + K2 \II (X, Y. co) = O. ( 
02 il

2 
) 

ax2 oy ( 16) 

By the Green's function method the solutio n of equation ( 15) 

ca n be obtained as 

a 
tlJi (X, Y. cu) = 4i HJ ( K R) 

= ~ 1°O ~eil "(X - X()HI Y - Yn\ ldO' , ( 17) 
4rr i -x K 

where a = ~~~~" R = J (X - XO)2 + (Y - YO)2 and K = 

J K2 - 0' 2 is the wave number and 0' is the Fourier tra nsfo rm 
variable . 

Let us introduce the Fourier transform ove r the vari able 
X as 

tjJ(O'. Y. (}) = i: \ jJ (X . Y. w )C- iri
.\' dX ( 1811) 

and 

IjJ (X .Y,(V ) = ~l tjJ lO'. Y. w)eiuX c\O'. ( 18b ) 
2rr -')0 

To cater for the two-part boundary conditi on on Y = O. we 
split tjJ (O' . Y. w) as 

( I <) 
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where 

~_ (O' , y.W)=jO 41 (X. Y.(v)e- ia.
, 

-(X) 

and 

~+(O', Y. w) = ( Ou 41 (X. y. w) e - i(n. 
In 

Here ~_ (a , Y. w) is regu lar for [m 0' < [m K and ~+(O' , Y. (0) 

is regular for 1m a > - 1m K . 
We trans form equation ( 16) by Fourier transform to 

M Ayub PI III 

Fro m equations (2 I), (25a) and (26/;), we have 

~'- (a , 0+, w) + ~~ (a , O. w) 

= i Kr~_(O'. 0+. (v) + ~+ (O'. 0+ rv) I. (27a) 

~~ (O'. 0-. w) + \f«0' , 0 , w) 

= - iK[~_(a, 0- , w) + ~+(a, 0- , wi ] . (27/) 

obtain 
El iminating ~'-(O' . 0+. w) from equation s (n a) and (27a) and 

(20) e l i minating lll '- (0' . 0-, w ) from equations (22b) and (27 b). we 

and the a-plane is cut such th at [m k > 0 (for bounded 
soluti on). The soluti on sati sfyin g the radiat io n conditi o n is 
g iven by 

if Y ? O. 

if Y < O. 
(2 1 ) 

The Fourier transform of the boundary conditions as given by 
equations ( 12) and (13) takes the following form : 

X ~_ (a , 0+. w) 

= - iB{K(I +M2)+2O'M+( a
2

M 2) } 
I - M 2 K 

X ~i(O" O. w) - ~:(O'. o. w) (22a) 

and 

~~ (0'.0- , w) - i B { K (I + M 2) + 20' M + (I :2;22) K } 

x ~_ (O' , 0-, w) 

= i B { K (I + M2) + 20' M + ( 0' 2 M 2) } 
I -M2 K 

X ~i(a , 0, w) - ~:(a, 0, w). (22b) 

A lso 

ohtain 

X ~i(O" O. w) 

= i K~+ (a, 0+ , w) + ~:(a. 0 , w) (2Sa) 

and 

X ~i(a , 0, w) 

= -iK~+(O' . 0-, w) + ~:(O', O. w). (28b ) 

Addition of equations (2Sa) and (28b) result s in 

iKL(O')L (O' , 0 , w) - ~:(O' , O. w) 

- K )" 
+41:(O'.O . (v)+ K = 0. 

2 (0' - M) 
(29) 

Si milarly. e liminating ~_(a , 0+, w) from equation s (22a ) and 
(27a) and eliminating ~_ (O' , 0-, (v) from equations (22b) and 

(23) (27h) and then subtracting the resLlltin g equatio ns, we obtain 

and 

~~ (a, 0+, w) = ~~ (O' , 0-, w ) = l\J~ (a . 0 , w). (24) 

With the help of equations (2 1 )- (24), we obtain 
J '- (a , 0, w) i).. 

BI (0') = L(O'. 0, w) + . - K ' (25a) 
IK 2(0' - M) 

.1'- (0' , 0 , (v) i).. 
B2(0') = -L(O', O. w) + . + K . 

IK 2(0' - At ) 
(25b) 

where 
1 - + - -L(O' , 0, w) = 2ftV-(0', 0 , w) - tV_(O' . 0 , w) l, (26a) 

.I~(O', 0 , w) = 1 [~'-(O'. 0+. w) - ~'-(O' , 0-, w) l . (26b) 

4 

L(O')J'-(a. 0, w) 

i~+ (a , O-, w) . - ( 0 ) - 0 
- 2 +141, 0' , ,(V - . (30) 

where 

Equatio ns (29) and (30) are the standard Wi ener- Hopf 
equations. Let us proceed to find the so luti on 1'01' these 
equations. 
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4. Solution of the Wiener-Hopf equations 

Let us write 

M Ayuh el (II 

equati on (36) to ascertain the form of J (a) as a ~ 00. It is 
noted that IL±(a)I-O( I) L25 1 as lal ~ 00, and with the help 
of edge condition, it is found that L(a , O. w) should be at 
least of O(lal - t/2) as lal ~ 00. So using the extended form 

and 

(32a) of Liouville's theorem [281, we see that J(a)-O(lal - I
/
2

) and 
so a polynomial that reprcsents J (a) can onl y be a constant 

(32b) 
equa l to zero, i.e. 

where L+ (a) and K+(a) are regular for 1m a > - lmK, i.e. the iL (a, 0, w).J K - a L_ (a) + L (a) + F _(a) = O. 
upper half-plane and L _ (a) and K_ (a) are regular for 1m a < 

1mK , i.e. the lower half-p lane. Making use of equations (3 2a) By using equations (37b) and (37d) in the abovc equat ion. we 
and (32b) in equation (29) , we obtain have 

(33) 

whereas in equation (33), the first term on the left-hand side is 
regular in the. lower half-p lane and the term on the right-hand 
side is regular in the upper half-plane. The other two terms, 
whose genders are not known , can be written as [281 

and 
A~ 

------;K:- = F+(a) + F_(a). 
2L+(a)(a - Ai) 

(34) 

(35) 

These decomposit ions cannot be performed by inspection and 
it is necessary to use the genera l theorem B of [2X I. Now, 
invoking equations (34) and (35) in (33), we obtain 

(36) 

where 

(37a) 

L(a) = --1-100 \jJ:(~ , 0, w) d~. 
2rri -DC L+(O.JK +~(~ -a) 

(37b) 

(37c) 

(37d) 

We have equated the terms with negative sign on the left -hand 
side and the terms with positive sign on the right-hand side 
of equation (36). Let .I (a) be a function equal to both sides 
of equation (36) . whieh are regular in the lower and upper 
half-planes, respectively. We use analytical continuation so 
that the definition of J(a) can be extended throughout the 
complex a plane. We examine the asymptotic behavior of 

5 

iAJK -!{ Nt 

+ rv---::: (K)( K)· 2L _(a)yK-a L + Ai a-Ai 
(38) 

Si milarl y, by adopting the same procedure as in the case of 
equation (29), we can write for equation (3n) as follows: 

, I 
.J (a , O,w)=---
- 2rrL(a) 

Invoking equations (38) and (39) in CSlI) and (25/J). 
respectively, and then making use of equJtion (1 7) in the 
re~ulting equation , we obtai n 

BI(a)} -a 
B2(a) - 47T L(a)K 

1
00 B[K(I+M2)+2~ M+(I ~';~1")K J 

-00 L+(O(~-a)JK2-~2 

x e-i~X()+iJK '-~'I Yo l d~ 

iA 
± K 

2(a - Ai) 

In order to ensure a unique mathematical solution, we must 
im pose the KUlta- Joukowski edge condition that rcquires 
that the velocity shou ld be finite at the origin. which 
in effect means that in the above expression the term 
O(lal - I / 2+J ) as lal ~ 00 must vani sh: in [27 1 it is shown 

±8 0 < I H . that IL ±(a)I-O(lal ) as lal ~ 00, :::; 0:::; 2. ence. In 
order that the KUtla-Joukowski condition be satisfied, we have 
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chosen A as 

A= aL+ (~) sgnIYol 

2:rri [ jK - ~ - L+(f,)JK -aL(a)] 

The integrand in the above integral express ion is ex ponentially 
bounded as I~ I --+ 00, whjch is not difficult to show. Now 
invoking equation (40) with (41) in equation (2 1) and taking 
the inverse Fourier transform of the resulting equation, we 
obtain 

IJi(X , Y, (u) 

[
-a 100 foo [ ~2 M2 ] 

= 8][ 2 - 00_00 B K (I + M2) +2~ M + ( I _ M2) K 

~JK +a.JT<=1"sgn IYol 

L(a)L+(~)(~ - fa)J K 2 - 0'2) K2 _ ~2 

.JT<=lJK +O'sgn IYYol ] 

(42) 

where the path of integration is indented below the pole 
a = ~ for 1m k = 0, and with the help of equations (I I) and 
(42), we obtain 

X (.\ , j. w) = da 
., expr- iKM(X-Xo)]j OO CiCi( X- Xo)+iK()'-YO) 

47ri)(l - M2) - 00 K 

+ eiK M(Xo- X)sgn IYYol 

8][ 2.JT=M2 

e iK M(Xo-X) 

8][2J I - M2 

where 

F(O' , ~ , w) 

and 

(43) 

(44) 

C(a,~ , w)= .JT<=1" K+O' . 
(a - ~)L(0')L+ (nJK2 -0'2)K 2 _ ~2 

(45) 

6 
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It can be seen that if the second term in equati on (43) 
that is carry ing the effect of wake in it is ignored, 
thc resulting equation is very much simi lar to that of 
equation (32), where no vertex sheet (wake) is attached to the 
absorbing half-plane r27] (leading edge si tuation). A natural 
simplification of the problem is obtained hy considering the 
disturbance to be simple harmonic in time 1 having frequency 
(ll . The time dependence is described by the factor exp( - iru I ) . 

We shall solve the harmonic problem as if the frequency w 
is pure imaginary and then obtain the so lution for rea l w by 
ana lytic continuation with respect to w. In order to ca lcu late 
thc total fic ld ¢(x , y. I) , including the detai ls in appendix A, 
we finall y ohtain 

It is interesting to note that equation (4(i) represents the 
total field with the trailing edge situation in transient nature. 
The first term in expression (46) represents the fie ld at the 
ohservation point directly coming from the line source, the 
second term conesponds to the diffracted fi eld from the edge 
of the half-plane and the third term includes the cffect of wakc 
as pointed out throughollt the analys is. If the transient nature 
or the fi eld and the presence of wake are ignored in equation 
(·,)6) , the resulting field becomes that of the leading edge 
situation 127], which is al so well supported by the graphical 
re'mlts presented in the next section . Also , it is observed that 
th e diffracted fi eld starts reaching the point (x, v ) after the 
time lapse (' > ~ (R + Ro) and 1 > ~ (R + Ro) and the strength 

01 the field dies down as ).". 
v Ro 

5. Graphical results 

A mathematical program MATHEMATICA has been llscd 
for the numerical eva luation and graphical plotting of the 
di ffracted fi eld given by the second and third terms of 
ex pression (4(,). The source is fixed in one position and the 
effect of different parameters is observed for the diffracted 
field . The absorbing parameter B is to be taken such that 
Re B > 0, which is the necessary condition for an absorbing 
surface. Since the resu lts are being plotted for the trail ing 
edge situation, the Mach number is to be taken such that 
o < M < I . 1'01' a subsonic fl ow, which also indicates that the 
stream fl ow is from left to ri ght. Thc fo llowing two situati ons 
arc considered : 

I . when the source is fi xed at one position (for all va lues of 
Mach number) , relative to the absorbi ng barrier (80 = %, 
M and 8 are allowed to vary); and 

2. when the source is fixed at one position (for all va lues of 
the absorbi ng parameter) , relative to the absorb ing barricr 
(80 = ~, Band 8 are allowed to vary). 

It is observed that the fi eld in the reg ion 0 < 0) < 7T is 
most affected by the changcs in M, Band K. Since there is 
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no field before the source is activated, the value of I is taken 
to be positive in all cases. The observations are givcn below: 

I. Figure I plots the diffracted lidu (trailing euge situatiun) 
against the observation angle for differe nt values of the 
Mach number M . fixi ng all other parameters , whi le 
fi gure 3 plots the leading edge situati on (no wake) in 
transient nature just for comparison . Figu re 5 plots the 
diffraeted fie ld given in [27]. Si nce we are considering the 
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subsuni c flow, i. e. U < c, by increas ing the Mach number 
while fi xing all other parameters (K = I. B = 0.5, R =2). 
the velocity o f the f1uiu comes closer to the ve locity o f 
sound. The modulus o f the velocity potential fun cti on is 
proportional to the amplitude of the pert.urbation sound 
pressure and therefore gives a measure of sound intensity. 
Now, it can be seen from fi gure I, which is plotted for the 
trailing situation , that the amplitude of the fi eld incrcase~ 
initially with some fluctuation due to the s ingula riti e~. 

while in figures 3 and 5, the ampli tude dec reases with 
increasing M , i.e. the diffracted sound intensity was less 
for the leading edge situation than for the trailing edge 
situatio n. On physical grounds, one would expect the 
opposite to be the case. The wake would be required 
to have a shielding effect . Since the edge condition 
employed in the diffraction theory was the normal edge 
condition , thi s theoretical contradicti on occllrred . Thi s 
requiJes that the sOllnd energy be boutldcd in the finit e 
region around the edge of the half-pl ane that gave ri se tn 
the fie ld, which was more singular at the OIigin for the 
tra il ing edge situation than for the leading edge situation . 
The normal edge conditi on ll sed in the diffrac tion theory 
can only be regarded to mode l the leading edge situation 
satisfactorily. 



Phys. SCI". 82 (20 10) 045402 

III 
~ 250 
~ 

~ 200 

~ 150 
! 
u 100 
~ :a 50 
GI 
5 0 ... 
0 - 50 

-= ~ - 100 

1 q 0 

R = 2, C = 10, eo = ~ 4 

8 = 0.1 
8 = 0.5 
8 = 0.9 

0.5 1 1.5 2 2 .5 
Observation angle (radians ! 

Figure 6. Amplituue of the uilTrac led fi e ld pl(1Ued against till: 
observation ang le for differe nt values of the admittance 
parameter B. 

3 

2. In a s imilar way, fi gures 2, 4 and 6 plot thc diffracted 
fi eld against the observation ang le for dilferent va lues 
of absorbing parameter B, fixing all other parameters 
(K = I , M = ± O.5, R = 2). By increasing the absorbing 
parameter B , the amplitude of the diffracted wave 
will decrease and consequent ly the amplitude of the 
velocity potential wi ll decrease, which is a lso observcd 
in figures 2, 4 and 6. These fi gures a lso show that 
sound attenuati on increases as the absorbing parameter 
increases. In particular, the presence of wake reduces 
sound in tensity in the shadow region considerabl y 
compared with the leading edge situation . From figure 6 
it is observed that the absorbing parameter does not make 
rcmarkable changes in the amplitude of the field whcn 
comparcd with figurc 2, wh ich is p lotted for thc trailing 
cdge s ituatio n. 

It is of in terest to consider the half-plane as a noi se barri e r 
that has effectiveness as a sound barrier, for cxampl e for an 
engine above a wing, and thus to examine the effccts of now 
o n the sound lcvel in thc shadow region . It is show n that the 
magnitude of the sound diffrac ted into the shadow reg ion is 
reduced by the presence of /"l ow, which shows that the trailing 
edge situation is most efficient in reducing the noise in thi s 
region . 

6. Conclusion 

It is observed that the presence of the Kuua- Joukowski 
condition does not have much inliuence on the difi"racted 
fi e ld away from the diffracting plane and produces a much 
stronger fi e ld near the wake than elsewhere even when the 
source is not near the edge. T he graphical and analyt ical 
comparison of the leading edge situation and the trailing 
edge situation is made and discussed in detail in the prev ious 
section . It is observed that the absorbing half-plane with wake 
gives a more genera li zed model in diffrac ti on theory ancl 
more situa tions can be discussed as a specia l case of thi s 
problem by choosing suitable para meters. The problem with 
more practical appl ications is one of an absorbing strip in a 
moving /"luid wi th the trailing edge situation . T hi s can be a 

model for an aeroplane wing and has the advantage of being 

8 
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cheaper to construct than a strip with faces entire ly coated in 
absorbent material s. Finall y, thi s work, wh ich was carried out 

w ith Myers' impedence condition in contras t to the resul ts of 
In gard's condition , will offer useful theoretical comparisons 
in conjunction with experimental results . Th is shou ld then 
lead to a decision o n whi ch is the more appropriatc boundary 

co ndition to use in practice. 

We can obtain the no wake (leading edge) si tu ation by 
taking A = 0 and a field for a rigid barrier hy puttiJlg f3 = O . 
Also the results for the still liuid can he recovered by putti.ng 

M= O. 

Appendix 

In ordcr to calcul ate the intcgra ls in equati on (4:1) , we let 

(A. I ) 

where 

• exp[- iKM(X -Xo) j 100 eill'(X-X,,)+iK( Y- I'o ) 
I, = dO' . 

47T ij( 1 - M 2) - 00 (( 

, ciKM(Xu-X)sgn I YYol 
I , = ----:====--

- 87T2~ 

(A.21 

x 100 I CC C(O', ~, w)c- ii; Xn+ i.jK' - <'lYn l ei" I ! ' I+ i " xd~ dO' 
-ex: -00 

all cl 

• eiKM rXo-Xl 
11 = ---=== 

. 87T 2 JT=M2 

x 100 100 

F(O'.~ , w) e- ii; Xo+i.jK ' -I; 'I Yoi 
- x -00 

(A .3 ) 

(AA) 

Now, we consider equ ati on (A .2) tirst, wh ich ca n also he 
written as 

• cx p[- iKMR' cos0)' ] 100 
- iKR'cosh<; 

I , = e cI ~. 
47Tj( I - M 2) - 00 

where 
x - X 0 = R' cos 0) ' . 

I Y - Yol = R' s in 8', 

0' = K cos(8' + i ~). 

(A.5) 

Taking the inverse tempora l Fourier tran sform and noting th at 
K is a fun ction of (v. equation (A.S) can bc writte n as 
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o r 

whcre 

Now, wc know that 

- C-
iWl dw = 8(1). I [ 00 

2rr . -00 

and using thi s property of the 8-fun ction , wc obta in 

I _ C 100 
< ( M R' cos 8 ' R' cosh t; ) 

I - -- u 1 + - dt;. 
4rrQ - 00 Q Q 

We le t R' e~sh " = Q in the above integral to obta in 

(A.6) 

where l ' = 1 + M R';'t e' . The integra l appearing in eq uati on 
(1\ .6) can be ca lculated as 

C H(t'-Q) 
I I = -- . 

4rrQ )(Q2 _ ~~ ) 
(A .7) 

where H (1 ' - Q) is the usual Heaviside functio n. 
Now, before finding the inverse temporal Fourier 

transForm of /2, we calcul ate the double integral appearing 
in th at ex press ion, i.e. equatio n (A.3). To do so, we introduce 
the polar coordi nates 

x = RcosG, IYI = R sin G , 

Xn = Ro cos 8 0 , I Yol = Ro sin Go· 

and usc the tran sformati o n ~ = -K cos(80 + ip) , which 
changes the contour of integration over ~ into a hyperbo la 
through the point ~ = -K cos 8 0 , S imilarl y, by the change 
of variable 0' = K cos(8 + iq ), the contour of integration can 
be converted from 0' into a hyperbol a through the point Ci = 
K cos G. T hus, omitting the deta ils of calculations, we obta in 

o (I -M') 

M AYlib 1'1 111 

wherc 

Note that the ex plicit form of the functions L± (0') do not 
involve w. 

Let us take 1/ (111) = ~ u(w ) = e(illl/QlI R+Ii,,-MIi'cos['>') in 
111' 

equation (A9) and using the convolutio n thcore m, we can 

write 

12 = - icFI V(1) * V(1), (A. I I ) 

where 

V(t ) = - eliw/ Q )( R+ R,,-MII'co,r-Y) c - i(OI dw I 1ir
+

00 

2rr ir-oo 

and 

I 1i r
+

00 
C-

iIVI 

V(1) = - -- dllJ, 
2rr ir-oo IV 

where r lies in the region of anal yticity such that - lm(K ) < 
T < Im(K) and the asterisk in equation (A l l) denotes 
convo lution in the time domain , For r > 0, we call c lose the 
contour o f in tegration in the lower half-planc. Knowing that w 
has a small positivc imagi nary part fo r T > n, wc ohtain 

v (1) = 8 (t - ~ (R + Ro - M R' ClS (-n) 
alld 

V(t) = - i . 

Hencc 

12 = -2cFI H (1/ - ~ (R + Ro») . (A. 12 l 

Sim il arl y, by adopt ing the same procedure as in th e case of /2, 
we can solve /, and obtain 

(A. 13) 

[

- i[B { (I + M 2) - 2M cos 8 + M'eDS' (-J,, }] 
-2sin ~2- sin (:)2" ] eiKM (X-Xol+iAIR+Ro) 

/2 = -=r-:-::--::-::----;::=-::--f.'======------_=;=_ 

[ 
16rr K J R RoJ (I - M2)L+(K cos G)L] 

(A.8) where 

x (- K cos 8o)(cos e + cos eo) 

where 

'1 - M2 sin2e) 
I -M2 . 

and 8#rr - 8. 

Now, taking the inverse temporal Fouricr transform of 
equation (A.8), we havc 

I , = --- c-",J/ d 
ic FI 100 e(i(o/ QlI R+Ro-M Ii' Cll' (-)') . 

- 2rr _ w w. (A.9) 

9 

J I +cos 8 0J I +cos 8 
G I = ~---..:.---.....:::.~------(-11- cos 8)L(K cos 8) L+( - K cos An) 

(A . 14) 

Hcnce, using equ ations (A 7), (A. 12) and (A I 3) in ( /\ , 1) , wc 
ohtain 

w hich is cqu ation (46), 
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