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dominated by viscosity and creating the majority of drag experienced by the boundary body 

and one outside the boundary layer, where viscosi ty can be neglected without significant 

effects on the so lution. This allows a closed-form so lution for the tlow in both areas, a 

significant simplification of the full Navier-Stokes equations. The majority of the heat 
/ 

transfer to and from a body also takes place within the boundary layer. again allowing the 

equations to be simplified in the Dow fie ld outside the boundary layer. The pressure 

distribution throughout the boundary layer in the direction nonnal to the surface (such as an 

airfoil) remains constant throughout the boundary layer, and is the same as on the surface 

itself. The fie ld of boundary layer flow in the presence of stagnation point flow over surface 

and the severa l combinations of additional effects on the stretching problems are important in 

many practical app li cations, such as polymer sheet or fi lament extrusion from a dye or long 

thread between feed roll or wind -up roll , glass fiber and paper production, drawing of plastic 

films, liquid films in condensation process . Due to the high app licabi lity of this problem in 

such industrial phenomena, it has attracted many researchers and one of the pioneering 

studies has been done by Sakiadis. Numerous investigations have been conducted on the 

magnetohydrodynamic (MI-ID) flows and heat transfer. The stud y of MHD boundary layer 

flow on a continuous stretching sheet has got considerable attention during the last few 

decades due to its numerous appl ications. The study of heat transfer and flow field is 

necessary for determining the quali ty of the fi nal products of such processes. Both the 

kinematics of stretching and the simultaneous heating or cooling during such processes has a 

decisive influence on the qua li ty of the final products. A broad review of the prevailing 

literature reveals that much commitment is absorbed to the fluid flow having phase slip 

solution. Heat transfer phenomena for flow of two dimensional viscous fluids after using 

MHD, variable thelmal conductivity, heat generation/absorption, slip conditions is not being 
v 

addressed comprehensively along with numerical so lutions. Consideration of convective 

surface adds further complexities in the modelling. Specially, applications of numerical 

techniques for justification of the obtained approximate so lutions of such type of highly non­

linear models are not addressed in deta il. We intend to discuss such issues in this thesis. 

In the view of above mentioned discussion, thi s thesis is structured in the fo llowing forms: 

Chapter 1 is devoted to introduction and literature survey. 

Chapter 2 dea ls with the phase slip solution of boundary layer magnetic modulated flow. 

We numerically investi gate Taylor-Couette tlow in a wide-gap configuration. The fluid is 

taken to be electrically conducting. As the Reynolds number measuring the rotation rate is 

increased, the initial onset of vortices invo lves phase sli p events. Subsequent bifurcations 

lead to a variety of other so lutions, including ones both symmetric and asymmetric about the 

mid-plane. For even larger Reynolds number a different type of phase slip arises, in which 

vortices form at the outer edges of the pattern and drift inward, disappearing abruptly at a 



certain point. These so lutions can also be symmetric or asymmetric about the mid-plane, and 

co-exist at the same Reynolds number "Published in Acta Mech. 

Chapter 3 deals with free convcction boundary layer flow over a stretching flat plate with 

variable thermal conductivity and radiation. This work addresscs the behavior of viscous 

fluid over a stretching Oat plate with variable thermal conductivity. The cffects of radiation 

are also encountered. Thermal conductivity is considered as a linear func tion of temperature . 

Approximate solutions through Homotopy Analysis Method (HAM) are obtained. The effects 

of different physical parameters on velocity and temperature fields are shown through tables 

and graphs. Numerical solution by using Runge-Kutta-Fehlberg method is computed for 

comparison which shows good agreement with the HAM solution "Published in International 

Journal of Pure and App licd Mathcmatics. 

Chapter 4 deals with Stagnation poiht Dow over a stretching cylinder with variable thermal 

conductivity and slip condi tion. In this chapter we will discuss the behavior of viscous fluid 

near stagnation point over a stretching cylinder with variable thermal conductivity. The 

effects of slip conditions are also encountered in this work. Thermal conductivity is 

considered as a linear function of temperature. Numerical solutions of momentum and energy 

equations obtained through Homotopy Analys is Method (HAM) and shooting method are 

compared through tables. The effects of vari ation in physical parameters upon velocity and 

temperature field are also presented graphically. Skin friction and local NusseIt number are 

computed for further analysis "Accepted in International Journal of Pure and Applied 

Mathematics" . 

C hapter 5 deals MI-':ID Stagnation point over a stretching cylinder with variable thermal 

conductivity. This chapter addrcsses the behavior of viscous fluid near stagnation point over a 

stretching cylinder with variabl e thermal conductivity. The effects of heat 

generation/absorption are also encountered. Here thermal conductivity is considered as a 

linear function of temperature. Numerical so lution obtained through Shooting method in 

conjunction with Runge-Kutta-Fehlberg method is compared with solution computed by 

HAM. The effect of variation in different physical parameters on velocity and temperature 

fi elds are shown graphicall y. Skin friction and Nusselt number are computed at the surface of 

cylinder to examine the behavior of Ouid flow on boundary "Submitted in Int. J. Fluid 

Mechanics" . 



In Chapter 6 Stagnation point flow over a stretching cylinder with variable viscosity and 

heat generation/absorption is presented. In the study of stagnation point flow over a stretching 

cylinder, variable viscosity and heat generation/absorption are considered. The problem is 

solved numerically by using Shooting method along with fifth order Runge-Kutta Fehlberg 

method and the obtained results are compared with the solutions computed through 

Homotopy Analysis Method. Behavior of velocity and temperature profiles on varying values 

of physical parameters is reflected through graphs. Skin friction and Nusselt number are 

computed at the surface of cylinder to study the flow behavior of the fluid on its boundary 

"Submitted in Journal of Computational and Applied Mathematics". 

Chapter 7 is dedicated to observe the MHD stagnation point flow over a stretching cylinder 

with variable viscosi ty and joul e hea ting effect. The problem is solved through HAM and 

Shooting method. and the compl~ed resul ts are compared graphica lly. Skin fri ction 

coefficient and loca l N usse lt num ber are ca lcul ated to see the effects of fluid f10w due to the 

surface of cylinder. Also, behavior of velocity and temperature profiles on varying values of 

physical parameters is studied gTaphically "Accepted in OMICS Group-Engineering 

journals. 

In Chapter 8 Mixed convection stagnation point flow over a stretching cylinder with 

variable thermal conductivity and heat generation/absorption is presented. This article 

addresses the behavior of viscous tluid near stagnation point over a stretching cylinder with 

variable thennal conductivity. The effects of heat generation/absorption are also encountered. 

Comparison between solutions through HAM and shooting method is presented "Submitted 

in Thermal Sciences for publications". 
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Chapter 1 

Introduction 

Basically a boundary layer is a thin region of fluid near a wall where viscous effects are important 

to determine the flow field. Focus on study of boundary layer flow is to allow an inviscid 

How solution that satisfies the no-slip condition at the wall surface. On the surface of object 

molecules stick to the surface when Huid moves upon it which slow down the flow just above 

them. Molecules farther away from surface of object, the fewer the collission. This ultimately 

creates the thin layer of fluid close the surface where velocity changes from zero on the surface 

to the free stream velocity far away from the surface . This type of layer is known as boundary 

layer of the fluid. 

This chapter comprises the literature survey of the previous work related to the boundary 

layer flow, stagnation point flow, combined heat and mass transfer, mixed convection flow, phase 

slip solutions, Newtonian heating and melting heat transfer, boundary layer, slip conditions . 

Hayat et al. [1] discussed the influence of thermal radiation by taking an exponentially 

stretching sheet upon the boundary layer flow. Nadeem [2] considered three dimensional bound­

ary layer How of Casson nanofluid past a linearly stretching sheet with convective boundary 

conditions. Malik [3] discussed the boundary layer flow of hyperbolic tangent fluid over a verti­

cal exponentially stretching cylinder. Boundary layer flow of rotating two phase nanofluid over 

a stretching surface has been discussed by N adeem et al. [4]. Sadia et al. [5] solved mixed 

convection boundary layer flow model over a vertical Hat plate with radiative heat transfer. 

Non-similarity thermal boundary layer flow over a stretching flat plate is discussed in [6]. 

The flow between differentially rotating cylinders, known as Taylor-Couette flow (TC flow) , 
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is one of the oldest problem in fluid dynamics, but continues to attract considerable experimental 

[11-12] as well as numerical [7-10] interest. Another indication of its continuing relevance is the 

number of distinct branches it has spawned. Two of these are: (a) ramped TC flow, where the 

inner and/or outer radii of the cylinders are not uniform, but vary a.long the axial direction, 

and (b) magnetic TC flow, where the fluid is taken to be electrically conducting, and magnetic 

fields are externally applied. In this work we combine these two branches, by using magnetic 

fields to impose the axial modulation that is otherwise created by the geometrical ramping. 

We demonstrate that the phenomenon of phase slip, whereby pairs of Taylor vortices ar.e either 

created or destroyed, carries over from geometrically to magnetically ramped TC flows. We 

suggest that magnetically modulated TC flow may be a more convenient system to numerically 

study some of the resulting pattern formation effects. 

The configuratioll of greatest interest in ramped TC flow is when the radii of the cylinders 

gradually vary in such a way that parts of the domain can be above the critical Reynolds 

number for the onset of Taylor vortices while other parts are still below. [13-18] considered such 

sub critical ramps in a general pattern formation context, and showed t hat the usual Eckhaus­

stable wave-number band instead collapses to a single wave-number. [19] applied this so-called 

phase-diffusion equation approach specifically to TC flows , and demonstrated that II there exist 

ramps which do not permit any static patterns but force them to drift. That is, once the 

wav~-nuniber is fixed, at the transition point(s) from locally subcritical to supercritical, that 

can force the wave-number in other parts of the supercritical region to be Eckhaus-unstable. 

The pattern responds with a phase slip event, essentially an attempt to move the wave-number 

toward Eckhaus stability. The resulting Taylor vortices drift away though, forcing a new phase 

slip , and so on indefillitely. (Note however that not all sub critically ramped systems necessarily 

lead to phase slip behaviour for reviews of various pattern-forming systems without phase slip 

[20]. 

'nUlling next to magnetic TC flow, the current focus of attention is primarily on the mag­

netorotational instability (NIRI), whereby a magnetic field can destabilize a rotation profile 

that would otherwise be stable according to the Rayleigh criterion. First discovered in 1959 

in TC flows the MRI lay largely dormant until it was suggested that it might play a crucial 

role in astrophysical accretion disks [19-20] . This discovery reignited interest in the MRI in TC 

5 



flows, aud specifically the possibility of obtaining it [21] or variants of it [22] experimentally. 

The standard MRI has not yet been obtained [23] . A further recent magnetic TC experiment 

[24-26] has measured in the same direction. 

Over the years researchers have considered uniform fluid flow over bodies of various geome­

tries due to their numerous applications in industry and engineering. Due to the complexity 

and non-linearity of the modeled governing equations exact solutions were very diffi.cult to ob­

tain. Efforts by many researchers to obtain analytical solution as well as numerical solution has 

been made. In last few decades, the study of stagnation flow has gained tremendous research 

interest. In fluid dynamics. Stagnation poilltS exist at the surface of objects in the flow field, 

where t he fluid is brought to rest by the object. Stagnation How is basically the Huid motion 

near the stagnation point. After including the effects of magnetic field Chandrasekh ar et al. [27] 

analyzed the stabili ty of viscous flow within rotating cylinders. Two dimensional MI-ID steady 

How of an upper (convective) Maxwell fluid near a stagnation point over a stretclling surface 

was addressed by [28J. Hayat et al. [29J used HAM to address two-dimensional steady flow on 

stagnation point 'wi th mixed convection of viscoelastic fluid around heated surfaces. They found 

that for the case of a Newtonian fluid, a reverse flow region was developed. Hayat et al. [30] 

obtained analytical solution lJY applyillg HAM on the steady two-dimensional ::;tagnatiol1 point 

How over stretching :;l1eet to ob:;erve the effect of heat transfer of a Maxwell Huid. Hayat et al. 

[31J applied homotopy perturbation method to investigate axisymmetric flow upon stretching 

sheet. 

For problems involving chemical reactions and dissociating fluids the study of heat gen­

eration or absorption have great importance. Therefore heat generation effects modify the 

temperature distribution. An unsteady mixed convection How having incompressible fluid was 

studied by Malik [32J . Viscous fiuid about a stagnation point on sheet stretched in the presence 

of a variable free stream velocity was assumed. 

Hussain [33] discussed flow of a third grade fiuid 'within coaxial cylinders with the assumption 

of variable viscosity. Both steady and transient stretching problems have been studied in [34-36J 

under various assul11.ptions. 

Since physical properties of f1uid are temperature dependent thus on increasing tempera­

ture transport phenomena increases. Also, by minimizing the viscosity across the momentum 
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boundary layer heat transfer at t he wall will be affected. Therefore, it is better to consider the 

viscosity variation for incompressible fluids . Gary et al. [37] and Mehra et al. [38] proved that, 

when this effect is included the flow characteristics may change substantially when compared 

with constant viscosity. Mukhopadhyay et al. [39] examined the boundary layer flovv with MHD 

having variable fluid viscosity upon heated stretching sheet. 

There are m any application of stagnation point, some of them are cooling devices like fan to 

electronic circuits, cooling reactors. Hiemenz in 1911 initiated the study of a stagnation point 

flow in the direction of a solid surface in moving fluids . Hiemenz reduced the well known Navier­

Stokes equations by using appropriate transformation to get non-linear ordinary differential 

equations in two-dimensional stagnation point flows. Since then many invest igations have been 

made and extended this idea to solve different stagnation point flow problems. Mahapatra and 

Gupta [40] obtained numerical solution of a boundary layer flow , stagnation point How and 

heat transfer over a stretching sheet for a two dimensional model. Wang [41] presented two 

dimensional axisymmetric stagnation point flow on a shrinking sheet. 

Vajravelu and Nayfeh [42] observed that in some industrial problems which covers chemi­

cal reactions and dissociating fluids, heat generation/absorption. Sparrow and Cess [43] and 

Chamkha [44] also discussed the heat generatioll effects. Flow in porous media has got attention 

by researchers due to its important applications. The thermally driven flows in porous media 

have several applications in chemical and mechanical engineering for example electrochemistry, 

fibrous insulation etc [45-47]. The problem of porous medium and heat transfer driven by a 

linearly stretching surface is one of the fundamental problem. Further, B. K. Datta etal [48] 

study uniform. heat flux over temperature field in the flow over a stretching sheet. [49-50] stud­

ied heat transfer over a stretching surface with variable surface heat flux and over an unsteady 
1 

stret ching surface. Also number of researchers [51-57] worked on heat transfer characteristic of 

a continuous stretching surfaces with variable temperature. 
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Chapter 2 

Phase Slip Solution of Magnetic 

Modulated Boundary-Layer Flow 

2.1 Introduction 

In this chapter, we examine the numerical calculations of Taylor-Couette flow in a wide-gap 

configuration by considering inner cylinder rotating and Lhe outer cylinder stationary. Magnetic 

field is externally imposed on the electrically conducting. Taylor vortices are created where 

the field is weak, but not where the field is strong. variety of bifurcated solutiol1s occurs, 

including ones both symmetric and asymmetric about the midplane. These solutions can also 

be symmetric or asymmetric about the midplalle. Many of the dynamics of these phase slip 

solutions are analogous to previous results in geometrically ramped Taylor-Couette flows. 

2.2 Matheluatical formulation 

We consider the stalldard wide-gap Taylor-Couette configuration with radius ri and ro satisfying 

;: = ~ . n is the rate of rotatiol1 of the inner cylinder, and the outer cylil1der is stationary. The 

governing equations are 

P [ ~~ + (U .7)U] = - Vp + p.l/. 7 2 U - 1),-l (V x B) x B, (2.1) 
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aB 2 at = 'T]. V B + V x (U x B), (2.2) 

Should up with the following equations 

au 2 2 - 1 
Re( at + u. v.u) = -\1p + \1 U + Ha·R.m (\1 x B) x B, (2.3) 

aB -1 2 at = Rm V B + V x (U x B), (2.4) 

where the nondirnensional parameters are 

(2.5) 

rVIagnetic field is given as 

(1+cos(2Z) 
B ~ Zo 

Z ~ 2 ' (2.6) 

which is applied externally having wavelength Zo = 50(ro- ri) . In the so-called inductions limit, 

we can expand the magnetic fi.eld as 

B = Bo +~nb, 

where Eo is the externally imposed field, and Rmb is the induced field. 

Using Eq. (2.7) in Eq. (2.3 - 2.4) , we get 

au 2 2 
Re( at + u. v .U) = -\1p + \1 U + Hu·(V x b) x (Bo + Rmb), 

ab 2 
Rm at = v b + V x [(U x (Bo + Rmb))] 

(2.7) 

(2.8) 

(2.9) 

Taking Rm ----7 0, we get the sui tably scaled Navier-Stokes and magnetic induction equations 

(2.10) 
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(2.11) 

Length has been scaled by ri, t ime by D- 1, and U by DTi. Eo is the m agnetic field , and b the 

induced field. T he two nondimensional p arameters in these equa tions are the usual Reynolds 

number 

R 
_ Drt 

e - (2.12) 
1/ 

measuring t he inner cylinder 's rotation rate, and the Hartmann number 

(2.13) 

measuring the strength of the imposed field. The quantities f..L , p , 1/, and rJ are the fluid 's 

permeability, density, viscosity, and magnetic diffusivity, respectively. See also for a more 

detailed derivation of these equations in the inductionless limit, in the context of magnetic 

spherical Couette flow. 

2.3 Solution of the problem 

The spa tial structure of t he imposed field Eo is given by 

(2.14) 

'where /'i, = 27f / zo, and 10 and II are the modified Bessel functions. The wavelength Zo is an 

adjustable parameter, but once fixed, the rest of the structure is completely determined by the 

requirements that Eo be a potential field, and imposed from the region T > To rather than 

T < rio That is, with a suitable array of external Helmholtz coils one could actually impose 

such a field, a point we will return to in the conclusion. Note finally that the r-dependent parts 

of Eo are necessary to satisfy 

v . Eo = 0 and V x Eo = 0, (2.15) 

but are infact quite small. Using the asymptotic properties IU(/'i,r) ~ 1 and h(/'i,'/') « 1 for 

/'i,7' « 1, one obtains 

10 



(KZ) 
Bo ~ [(1 + cos -2-)] ez , (2.16) 

as desired to create the magnetic ramping effect. 

These Eqs. (2.10 - 2.11) together with boundary conditions no-slip for U and perfectly 

conducting for b, were numerically solved 'using an axisymmetric, pseudo-spectral code. Very 

briefly, U and b are expanded as 

(2.17) 

then 'ljJ, 'V, a and b are further expanded in terms of Chebyshev polynomials in '/' and Fourier 

series in z . Typical resolutions used were 20 - 30 Chebyshev polynomials and 200 - 300 Fourier 

modes. The time-stepping of Eq. (2.10) is second-order Runge-Kutta, modified to treat the 

diffusive terms implicitly. Eq. (2.11) is directly inverted for b at each time-step of Eq. (2.10). 

Typical time-steps used were 0.02 - 0.05. 

After preliminary scans in the range Zo = 20 - 80 yielded qualitatively similar phase slip 

solutions, the axial length was fixed at Zo = 50. For comparison, the spatially ramped experi­

ment lllOst closely related to our magnetic case had a nondimensionallength of 29. Again after 

some preliminary scaus, it was found that Hartmann uurnbers in the range 2 - 10 also yielded 

similar solut ions, so only Ha = 5 was investigated in further detail. The single remaining pa­

rameter , the Reynolds number, was then varied throughout the interval Re = 67 - 85. The 

upper limit was chosen partly because enough interesting things had already happened by then, 

and partly because the calculations become more time-consuming beyond that point . Even­

tually of course one would also expect the solutions to become three-dimensional, although 

in the non-magnetic problem at least non-axisymmetric instabilities do not arise until much 

larger Reynolds numbers , around three times supercritical versus less than 30% supercriticaly 

considered here. 

Finally that at least some of the cases required extremely long iutegration times before 

periodic solutions emerged. This is a natural cOllsequence of having Zo » 1: the diffusive tim,e­

scale b etweerl two points separated by the maximum possible distance z2' is Re ( Z~n2 = 0(105), 

so very long time-scales are almost inevitable. 
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2.4 Results and discussion 

The flow at Re = 67, still below the onset of Taylor vortices. There is infact already a devia­

tion from the ideal Couette profile, most noticeably in the meridional circulation 'lj;, which is 

identically zero in the ideal basic state, but now consists of four large circulation cells centered 

on the midplane z = 25. These cells already appear for all R e > 0, and are analogous to the 

Ekman cells obtained in cylinders with top and bottom endplates. In this case they are caused 

by the r-dependent parts of Eo; if the imposed field were exactly Ez = (l+C~5(KZ) ), then the 

ideal Couette profile 

(2.18) 

By taking Zo to be sufficiently large, these deviations from the ideal profile can thus be made as 

small as desired. Geometrically ramped TC flows also have deviations from the ideal Couette 

profile, caused by similar dynamics as the endplate-induced Ekman cells. These deviations 

from the ideal profile are not crucial though to any of the phase equation results, including the 

existence of drifting patterns . 
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Fig 2.1: The solution at Re = 67, 'lj; with contour 10- 3 . 
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Fig 2.2: The solution at Re = 67.2, 'ljJ with contour 0.01 . 
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Fig 2.3: Contour plots of 'ljJ (t; z ; 1.5) at Re = 74.5 , with a contour interval of 0.01 and 

T = 4393. 
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Fig 2.4: The solution at Re = 75.5, where the period T = 13334. 
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Fig 2.5: The solution at Re = 75.5, where the period T = 13334. 
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Fig 2.6: The solution at Re = 76.5 where the period T = 54388. 
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Fig 2.8: The solution at Re = 85 where the period T = 638. 
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Fig 2.9: The solution at Re = 85 where the period T = 755. 
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As expected in Fig. 2.1 we find Taylor vortices in the middle, where the imposed field is 

weak, but not llear the ends, where it is strong. This solution is in fac t steady, without either 

drif~ or phase slip events. However , it is also not the initial onset of Taylor vortices; illstead, 

these solutions exis t only in the range 70.5 < R e ::::; 81.3.This background circulation is still 

present even here, but is overwhelmed by the Taylor vortices, with the result that clockwise 

and counter-clockwise vortices are almost the same strength. In Fig. 2.2 The bifurcation point 

occurs at R e = 67.4, via a :;upercriticl').l Hopf bifurcation, that i:;, a drifting pattern. Two 

further comments are also in order regarding this initial bifurcation. First, the slight reduction 

from Re = 68.2 in the nOll-magnetic case to R e = 67.4 here is caused by the presence of the 

background cells, and does not indicate a subcritical bifurcation. Second, as a transition from 

a steady to a periodic solution, it is a true bifurcation. This is different from TC Hows with 

endplates, where the background Ekman cells cause the bifurcation to be imperfect, from one 

steady pattern to another, but without any true bifurcation. To best illustrate the full tirne­

dependence of the drifting pattern, including the phase slip events that form a crucial part of 

it , we begin by noting that the radial structure of the vortices is relatively straightforward, 

'lj; = 0 at either boundary, and in between is positive/negative for clockwise/counter-clockwise 

vortices . Simply focusing on the middle r = 1.5 will therefore capture all the essential features. 

Contour plots of 'If; (t, z, 1.5) will then reveal the structure in both time and length along the 

cylinder. As illustrated in Fig. 2.3, the solution consists of a series of phase slips at the 

midplane z = 25. The newly created Taylor vortices drift outward, eventually fading away at 

Iz - 251 ~ 10, where the magnetic field becomes too strong for them to persist. The period 

of these solutions gradually increases from T = 1243 at R e = 67.4 to T = 4393 at Re = 74.5, 

the value shown in Fig. 2.3. The next two bifurcations occur at R e = 74.8 and R e = 75.8. 

The first one breaks the midplane symmetry 'lj;(t, z) = -'lj;(t, 50 - z) seen in Fig. 2.3, but still 

preserves the shift-and-reHect symmetry 'If;( t, z) = - 'If;( t + T /2,50 - z). Correspondingly, the 

average value of the asymmetric component over a period is still zero. The second one breaks 

the shift-and-reflect symmetry as well. There are thus two solutions, with average asymmetric 

components of either sign (just as in a pitchfork bifurcation). Figs. 2.4 and 2.5 show examples 

of these solutions , at R e = 75 .5 and Re = 76. The first bifurcation already causes the period 

to double, since it now t akes two of the original cycles for the asymmetry to occur first in one 

18 



half and then in the other. Beyond that, the periods still continue increasing, from T = 13334 

at Re = 75.5 to T = 22616 at R e = 76. Both of these symmetry-breaking bifurcations are also 

supercritical, with no hysteresis if Re is reduced again. Fig. 2.6 shows the pattern at Re = 76.5. 

vVe notice two differences in comparison with figure 2.5 . First, the asymmetry is considerably 

greuter, with the pattern shifted so much in z that there is now a Taylor vortex sitting right 

on the midpoint z = 25. Fig. 2.7 compares t he entire range 67 ::; Re ::; 77, and quantifies 

items such as how t he strength of the Taylor vortices gradually increaset:l, how t he degree of 

asymmetry increases, and how the period varies. 

The second difference is that the pattern in Fig. 2.6 has only two phase slip events per 

period, whereas in Fig. 2.5 there are four per period. The most natural way to connect the 

two therefore would be to have a period-doubling bifurcation as R e is reduced from 76.5 back 

toward 76. Pinning down exactly where this bifurca tion occurs was unfortunately not possible. 

For R e ::; 76.05 the solutions have four phase slips per period, and for R e 2: 76.25 they have two 

per period. However, between 76.05 and 76 .25 they not only have very long cycle times (see 

Fig. 2.6), but even after integrating to t = 106 the solutions still had not settled into a precise 

periodicity. It is possible of course that the solutions in this narrow gap really are chaotic, and 

bifurcate to a four-cycle at one end and a two-cycle at the other. 

Fillally, on the steady, symmetric Fig. 2.2 branch, what happens if Re is illcreased rather 

than decreased? At Re = 81.4 a Hopf bifurcation occurs, or rather two essentially simultane­

ously, corresponding to symmetric and asymmetric perturbations. As a result , attempting to 

unravel the full details of the bifurcation diagram proved fruitless. The underlying dynamics are 

quite s traightforward though. F igs . 2.8 and 2.9 show two solutions that both exist at R e = 85 . 

We note first that they are very different from t he previous phase slip solutions. Rather than 

having pairs of vortices created in the middle and then drifting ou tward, we now have vortices 

moving in from the edges, and then being abruptly destroyed when \z - 25\ is around Fig. 

2.8 or F ig. 2.9. Based on the local value of the field, the How should be linearly unstable to 

Taylor vortices in the region 11 < z < 39. All of these dynamics are thus happening within 

the expected region, but it is not clear what singles out the particular location where the phase 

slips occur. 

Comparing Figs. 2.8 and 2.9, the most obvious difference between them is that Fig. 2.8 is 
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symmetric, whereas Fig. 2.9 is asymmetric. That is, in Fig. 2.8 the phase slips in the top and 

bottom halves are in phase in time, whereas in Fig. 2.9 they are exactly half a period out of 

phase. This pattern presumably also explains why the two perturbation types both arose at 

virtually the same critical Reynolds llumber. This very weak coupling between the two regions 

also means that very long runs were required in some cases before a definite phase relationship 

emerged. Indeed, there may also be some Reynolds numbers where no definite relationship ever 

arises, resulting in some type of quasi-periodic solution . These difficulties lead us to concentrate 

on the single value Re = 85, rather than attempt to map out a full bifurcation diagram over 

the range Re 2: 81.4. 

2.5 Conclusions 

We have seen in this work 

• How a magnetically ramped Taylor-Couette system can yield qualitatively similar phase 

slip dynamics as in the more familiar geometrically ramped system. It would be of con­

siderable interest to m ake the comparison more quantitative, by deriving the equivalent 

of the Riecke & Paap phase-diffusion equation, and seeing whether it can indeed explain 

the results presented here. 

• Future numerical extellsiolls of this work include a systematic search for the spatiotem­

poral chaos. This will likely require imposing fields consisting of harmonics /1" 2/1" etc., 

analogous to the special choices of ramps. 

• Also of interest is the magnetorotational instability mentioned in the introduction, where 

th e magnetic field has a des tabilizillg rather than s tabilizing influence; we would then 

expect to find Taylor vortices where the field is strong rather than weak. 

• More generally, it is noteworthy that there do not appear to be any direct numerical 

simulaLiolls of allY of the geometrically ramped experiments mentioned in the introduction. 

The only related numerical work is Il, who did not address sub critical ramping though. 

• The most likely reason for this almost complete absence of numerical work in geometrically 
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ramped TC flows is that the geometry then becomes too complicated t{) allow the very 

long integration times that are required for equilibrated solutions to emerge. 
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Chapter 3 

Free Convection Boundary Layer 

Flow over a Flat Plate with Variable 

Thermal Conductivity and 

Radiation 

3.1 Introduction 

In this chapter we address the behavior of viscous fluid upon a flat plate having variable 

thermal conductivity. Effects of radiation are also encountered. Approximate solutions through 

HOIllotopy Analysis, Method (HAM) are obtained. Tables and graphs are shown of the involved 

parameters on velocity field and temperature field. Using Runge-Kutta-Fehlbel'g method to 

compare llumerical solutiolls. 

3.2 Mathematical formulation 

Here we are taking steady, incompressible and boullllary layer of two-dimension viscous fluid 

for free convection Hows upon a flat plate. Also we are considering the inHuence of variable 
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thermal conductivity along with radiation. The governing equations are 

au a'/J 
-+-=0 ax aj} , 

au au a2u 
'U a - + v jC) _ = 1/ jC) -2 + 9 (3 (T - Too) , 

.'1: uy uy 

aT aT 1 0 aT 1 aq.1' 
u- + v- = --(ex-) - --ax ay pCp ay oy pcp fJy , 

imposing the boundary conditions 

u = 0, v = 0, 
aT 

T = Tw (x), ay 

'U = 0, v = 0, T = Too as y --t 00. 

at y = 0, 

(3.1) 

(3.2) 

(3.3) 

(3 .4) 

(3.5) 

In the above expressions Q7' is the radiative heat flux, v represellt kinematic viscosity, p represent 

density, Cp represent specific heat, a = (~oo(1 + Ee) is the variable thermal conductivity, T and 

Too are the temperatures of the fiuid and surroundings respectively. 

The radiative heat fiux is simplified as 

40"* aT4 
Qr = - 3k* ay , (3.6) 

Temperature difference within the fiow is assumed to be sufficiently small such as the term T4 

can be written as a linear function of temperature. Using Taylor series to expand T4 about Too 

and lleglectil1g higher-order terms, we get 

(3.7) 

Using the similarity transformations 

3 1 
x 4 (Trv(x))4 f(x, 7]), 

T Tw(x)e(x, 7]), 77 = [Tw(xW/4~, (3.8) 
X4 
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Equation (3 .1) is satisfied while Eqs. (3.2 - 3.4) takes the form 

(' + (3 + P(x)) f ( _ ~(1 + p(x))/2 + () =:1: (t0J' _ rOf) , 
4 2 ax ax (3.9) 

~(1 () R)()" 3+P(x)f()' _P( )f'() ~ ()12 = (f 'O() _()Iaf ) 
P + E + + X + P E X ~) !-), I' 4 I' u x u x 

(3.10) 

af 1 
X~(.1J, 0) + -[3 + P(x)lf(x, 0) = -M(x), !'(x,O) = 0, !'(x,oo) = 0, 

uX 4 
(3.11) 

()(x,O) = 1, ()(x,oo) = 0. (3.12) 

with P(x) = Tw(x) dJ;;". We consider the case of an impermeable fia t pla te (1I1(x) = 0) with a 

wall temperature distribution of the form 

(3.13) 

where m is a constant. In this c.;ase P(.1J) = m. Eq.(3.9) - (3.12) reduces to the similarity 

form 

/" + (3: m) f ( _ ~(1 + m)/2 + () = 0, (3.14) 

1 ,,1 ,,1 12 
PI' (1 + E() + R)() + 4(3 + m)f() - mf () + PI' E() = 0, (3.15) 

f(O) 0, 1'(0) = 0, 1'(00) = 0, 

() (0) 1, () (00) = 0, (3.16) 

where PI' , Rand E denotes the Prandtl number, r adiation p arameter and thermal conduc­

tivity parameter respectively. Such t hat 

PI' = f-LC-p and R = 16cr*T! 
a oo 3[(*aoo 

(3.17) 
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3.3 Homotopic solutions 

Homotopy analysis method depends upon the initial guesses (fa (7/) , eo (7])) and lillear operators 

(L f' Lo) which are chosen in the forms 

fa (7]) = 0, eo (7]) = exp (-77) , (3.18) 

(3.19) 

with 

(3.20) 

Le[C3 * exp (-7/)] = 0, (3.21) 

where C i (i = 1 - 3) are the arbitrary constants. 

3.3.1 Zeroth-order problem 

(3.22) 

(3.23) 

!(O;p) = 0, p (O;p) = 0, p (oo;p) = 0, (3.24) 

e(0;p)=1, e(oo;p) = 0, (3.25) 

N [fA( . ) &( . )] = 83
/(,'7;p) (3+M)fA(, . ) 82

/( ,'7;p) _ (1+1I.f) (8/(77;P))
2 

+ () (3.26) 
f. 7] ,P, 77,P 07/3 + 4 rl,p or/2 2 07] 

(3.27) 

where p E [0,1] is embedding parameter lif and fie are the non-zero auxiliary parameters. 
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3.3.2 mth-order deformation problenl.s 

(3.28) 

(3 .29) 

fm (0) = 0, f:n (0) = 0, f:n (00) = 0, (3.30) 

(3 .31) 

m-l m-1 
J _ /1/ 3+M . /I l+lvI J' 

Rm (7]) - fm -l + (-4-) L ikfm-l - k - ( 2 ) L hfm-l-k + (;1m - I, (3.32) 
k=O k=O 

m-l 

-M L (;Ikf:n-l-k, (3.33) 
k=O 

{ 

0, 
Xm= 

1, 
(3.34) 

m> 1 

For p = 0 and p = 1, we can write 

[(7]; 0) = fo (7]), [(17; 1) = f (T/), (3.35) 

7J (7]; 0) = eo (17), (j (17; 1) = e (7]) (3.36) 

and with the variation of p from 0 to 1, [(7]; p) and (j (7]; p) varies from the initial solutions 

fo (7]) and eO(7]) to the final solutions f (7]) and e(7]) respectively. By Taylor's series we have 

00 

f(7];p) = fo (7]) + L fm (7]) pm , 
m=l 

26 

1 8m [( 7] ; p) 
fm (7]) = - , 8 m m. p 

p=O 

(3.37) 

(3.38) 



The value of auxjliary parameter is chosen so properly that the series (3.37) and (3.38) cOllverges 

at p = 1 i.e. 
00 

f (17) = fa (1]) + L fm (1]) , (3.39) 
111.=1 

00 

e (1]) = eo (1]) + L em (1]) . (3.40) 
1",,=1 

The general solutions are given by 

(3.41) 

Om (1]) = O~(1]) + G3 * exp (-1]) , (3.42) 

where the constants G1 , G2 and G3 can be calculated by using Eqs. (3.30) and (3.31) 

Cj Skin friction and Nux local Nusselt number are defined as 

where 

Where Rex = x~. 

G = T1(} 

f pu2 ' 
10 

(au) 
T lO =fL 8 ' 

y y=o (aT) q --k -
10 - ay y=o' 

CJ Re~/2 = !" (0), Nux Re;;;-1/2 = -0' (0) . 

3.4 Convergence of the homotopy solutions 

(3.43) 

(3.44) 

(3.45) 

Homotopy analysis method is used to get the criteria of convergence for desired solution of 

given equations. The convergence control parameter It is involved in the series solution. HAM 

solution depends upon this parameter which basically control the convergence region and rate 

of approximation. Here the 40th-order of approximations for ItJ and Ito have been made for 

the desirable range. The convergence Table 3.1 is prepared for each of the function up to 40th 

order of approximation. 
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II Order of convergence -/,,(0) -e'(O) II 

II 1 0.5500 0.6097 

II 5 0.2686 0.5922 

II 10 0.2238 0.5894 

II 15 0.2139 I 0.5900 

II 20 0.2109 II 0.5909 

II 25 0.2097 II 0.5916 II 

II 30 0.2092 II 0.5921 II 
35 0.2091 II 0.5925 1/ 

39 0.2090 II 0.5924 1/ 

40 0.2090 II 0. 5924 11 

Table 3.1 Convergence t able for velocity profile 1('1]) and tel11.perature profile e(17). 

3.5 Shooting luethod 

Shooting method is a numerical technique by which one can find an approximate solution of 

a boundary value problem. It is like a cannonball which is fired from origin to hit a given 

target . Here we are considering constant horizontal but the vertical distance (height of the 

ball) depends on the gravitation. 

The theme of the shooting method basically the replacement of the given boulldary value 

problem by some initial value problem. If we consider the nonlinear differential equation 

(3.46) 

subject to the conditions 

u(a) = Ct, u(oo) = (3. (3.47) 

We assume t ha t u' (a) = s and solve the ini tial value problem 
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u" (77) = f(7], U(7]), u' (7])), a:S 7] <r 00 (3.48) 

subject to the conditions 

u(a) = ex, 'u' (00) = s, (3.49) 

upto 77 ----? 00 using any numerical technique. Make sure that solution obtained from initial 

value problem u(oo, s) must satisfy the boundary condition u(oo) = (3. We define q')(s) = 

u(oo, s) - (3. Here the problem is to find s such tha t q') (s) = 0 which can be computed using any 

itera tive method. But in our case we have used Newton-Raphson method 

(3.50) 

due to its better accuracy. This technique gives a sequence of iterates {s(k)} and we choose 

one value of s which satisfy the relation limi t when k approaches to infinity ¢(s(k)) = O. Here 

the sub method Runge-Kutta-Fehlberg method of 5th order is applied to solve the initial value 

problem. 

To apply Shooting method first the given nonlinear ordinary differential equation is reduced 

to a system of first order ordinary differential equations. T his system is transformed to initial 

value problems by replacing missing initial conditions with assumed slopes. Using end condi­

tions (i.e. when 77 ----? 00) initial conditions are computed through Newton-Raphson method 

which meet the given target. We can rewrite the dimensionless governing Eqs. (3 .12) - (3.13) 

in the following form: 

'" 3 + M "1 ,2 f = --- ff +-(l+M)f -e 
4 2 

(3.51) 

e" = Pr [_ 3 + M fe' + M / e - ~ Ei ] 
(1 + Ee + R) 4 Pr 

(3.52) 
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vVe define a set of new variables 

I /I I 

YI = f, V2 = f, Y3 = f , V1 = e aml Y5 = e . (3.53) 

Using these variables: 

, 
YI = Y2, (3.54) 

, 
Y2 = Y3 , (3.55) 

, 3+M 1 2 
Y3 = - 4 YIY3 + 2 (1 + M) Y2 - V4, (3.56) 

Y4 = V5, (3.57) 

, PI' [ 3 + M E 2] 
Y5 = (1 + EY4 + R) --4-YIY5 + MY2Y4 - Pl'Y5 . (3.58) 

In this system of ordinary differential equations prime denotes derivatives W.L t. "I. The 

initial conditions are modified to 

Yl (0) = 0, Y2 (0) = 0, Y4 (0) = I, 

and the end conditions takes the form Y2 ("I) --t 0, Y4 (77) --t 0 when "I --t 00. 

In the above system there are five ordinary differential equations with three initial conditions 

and two end conditions. To solve this system by Runge-Kutta-Fehlberg method five initial 

conqitions are required to solve five unknowns appearing in the solution. Three of them are 

given while two initial guesses are s till required. These two conditions are given for "I --t 00. An 

important step is to find the value of "I at 00 (i.e. "100 ) where end conditions are satisfied. The 

solution procedure starts with initial guess (e.g. / (0) = s) and solve the system to determine 

the appropriate value of j" (0) and e' (0) . The process is (;ontinued (using Newton-Raphson 

method) with revised value of s until two success values of /' (0) and e' (0) differ only after 

the specific number of significant digits. The final value of "I is considered as "100 that can be 
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used to calculate the fluid velocity j' and the temperature field B. This initial value problem is 

solved numerically by employing the fifth order Runge-Kutta-Fehlberg method with shooting 

technique using MATLAB software. 

3.6 Results and discussion 

Here graphical bellavior are discussed for velocity and temperature fields after variation of 

different physical parameters. The influence of radiation parameter R on velocity field is showing 

in Fig 3.1. We can see that velocity increases by increasing r adia tion parameter R. The behavior 

of € on velocity field is plotted in Fig. 3.2. This figure identify that Huid velocity increases by 

increasing variable thermal conductivity parameter. The effects of variation in temperature 

parameter M on t emperature field and velocity profile are sketched in Figs. (3.3) and (3.4) 

respectively. By increasing temperature parameter temperature profile decreases. It is quite 

obvious b ecause 1\11 is inversely proportional to wall temperature. Fig. 3.5 is plotted to see 

the effects of Pr on temperature profile. This figure clearly shows that by increasing Prandtl 

number viscosity increases as a result temperature profile decreases. Fig. 3.6 is plotted to 

observe the effects of variation in radiation parameter R on temperature field. Here increase in 

radiation parameter increases the temperature profile. 
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Fig 3.1 : Effect of R on velocity profile j' ('I]) with M = 1, Pr = 2, € = 0.2. 
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Fig 3.6: Effed of R on temperature profile B('T]) with M = 1,Pr= 2, E = 0.2. 

II M II Pr E II R / 1/ (0) II 
0.1 I 2 1 II 1 0.781798 II 
0.3 I 0.774325 

0.5 I 0.766929 

II 0.7 II I I 0.759609 

Table 3.2: The variation of t" (0) with respect to M . 
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~ M II p.,.11 E R II -8'(0) II 

111 111 111 1 O.GOOOOO II 

112 II II 0.630000 

II 3 II 0.677000 

111 II 0.1 0.404400 I 

II II 0.2 0.408019 II 

II II 0.3 II II 0.493589 

II II 1 I 0.211 II 0.391581 

nl II 0.311 0.362597 

II I II 0.4 11 0.357245 

II 1 0.1 0.391758 

n 0.2 0.444500 II 

II II 0.3 0.457632 11 

Table 3.3: Temperature gradiellt -8'(0) at the outside surface of plate for different values of 

E, Pr and R. 

M=l M =2 

Shooting NI ethod Shooting Method 

0.8730 III 0.87301 0.78471 

0.8834 111 0.88368 0.79522 0.79511 

0.8938 111 0.89287 0.8043 0.80413 

0.9025 111 0.90093 I 0.81209 0.81209 

Table 3.4. Comparison of velocity values j' (77) obtained through HAM and Shooting 
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method. 

P,. = 1 . PT = 2 

Shooting Method Shooting M ethod 

0.5 0.8572 III 0.8555 0.7731 0.7724 

1 0.8780 III 0.8772 0.7978 0.79969 

1.5 0.8897 111 0.8891 0.8165 0.8158 

2 0.9041 III 0.9032 0.8333 0.8325 

Table 3.5. Comparison of temperature values obtained through HAM and Shooting 

method. 

Table 3.1 Represents the order of convergence for velocity profile f(17) and temperature 
1 

profile e(1]) . In Table 3.2 we see that G! ex: Re;;;- 2 thus, as Reynold number increases, decreases 

IG! I· Viscous forces start reducing by increasing Rex, causing IG!I reduces. Again by increasing 

temperature parameter M the IG! Rex I decreases. 

The effects of variation in temperature parameter lvI, Prandtl number Pr, thermal variable 

parameter E and radiation parameter R on temperature gradient 8' (0) are ref-l ected in Table 

3.3. We see that Nu; ex: Rex thus as Rex = ~x increases the viscosity goes down. vVe can 

see that rate of convectional heat transfer growing by decreasing viscosity. The influence of 

coefficient of convectional heat transfer is tabulated in Table 3.4. By increasing value of 

Prandtl number, viscosity increases because it is ratio between momentum diffusitivity and 

thermal difl"usivity. Therefore Nusselt number increases as Reynolds number decreases. 

3.7 Conclusions 

Main findings of present analysis are listed below: 

• The influence of velocity and temperature fields are same for radiation parameter R i.e. 

by increasing radiation parameter R both velocity and temperature fields increases. 

• By increasing temperature parameter M temperature field and velocity field decreases . 

• On increasing Pl'andtl number Pr result in decreasing Therl11.a boundary layer. 
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Chapter 4 

Effect of Variable Thermal 

Conductivity and Slip Conditions 

over a Stretching Cylinder 

4.1 Introduction 

In this chapter we discuss the behavior of viscous Huid close to stagnation point over a stretching 

cylinder by taking variable thermal conductivity. The effects of slip conditiolls are also encoun­

tered in this work. Numerical results of momentum equation and energy equation obtained 

through Homotopy Analysis Method (HAN!) and Shooting method are compared through ta­

ble. Graphical results of variation in physical parameters upon velocity and temperature fields 

are also presented. 

4.2 Mathematical formulation 

Here we are t aking st eady, incompressible and boundary layer of two-dimension viscous fluid 

upon a stretching cylinder in the vecinity of stagnation point. Also we are considering the 

influence of wit h heat generation/absorption. T he governing equations are 

{) ('-'11,) () (TV) 
~+-~-= O , 

u X u r 
(4. 1) 
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'u-+v--U-+v -+--a'U a'U dUe (a2'U 1 a'U) 
ax ar - e ax a'1'2 r ar ' (4.2) 

'U-+v-= -- k(T) 'I' - + - (T-Too). aT aT 1 a ( aT) Q 
ax ar pCp aT a'l' p Cp 

(4.3) 

There is a proportional relation of velocity slip to the local shear stress, 

2 - a v a'U 'U = Utu(x) + --Ao-a , v = 0, T = Ttu 
a v r 

at T = R, ( 4.4) 

as T ~ 00 . (4.5) 

In the above expressions a v is the tangential momentum accommodation coefficient , AO is the 

mean free path, Q represent heat added or removed from the fluid, v represent kinematic viscos-

ity, p represent density, cp represent specific heat, k (T) represent variable thermal conductivity, 

T is the t emperature of the fluid and TrX) is the tempera ture of the surrounding fluid , Utu(x) 

represent stretching velocity, Ue represent free stream velocity. 

Using the transformations of the form 

'11 __ fa-;-:a ( '1'2
2
-
R

R2) , '/ V -;; 7j; = vvaxRf (7]) , 

R 'U = ax!, (17), v = -Vi/Q,- f (17) , 

T-Too e (17) = T _ T. . 
W 00 

T 

Equation (4.1) is identically satisfied while Eqs. (4,2) to (4.4) take the form 

(1 + 2](17) r' + fr - (1,) 2 + 2](r + A2 = 0, 

(1 + Ee) (1 + 2Kr/) e" + E (1 + 2](7]) e12 + 2 (1 + Ee) Ke' + Pr fe' + f3e = 0 

Imposing the boundary conditions 

f(O) = 0, !,(O) = 1 + Af"(O) , !,(oo) = A, 
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(4.6) 

(4.7) 

(4.8) 

(4.9) 

(4 ,10) 

(4.11) 



e(o) = 1, e(oo) = 0, (4.12) 

where J( , A, {3, E, A and Pr denotes curvature parameter, stretching ratio parameter, heat gen­

erationjabsorptioll, small temperature parameter, velocity slip parameter and Prandtl number 

which are given by 

J( = ~ (Ii Pr = J.Lcp 

RV~' koo ' 
( 4.13) 

( 4.14) 

4.3 H omotopic solutions 

Homotopy analysis method depends upon the initial guesses (fo, eo) and linear operators 

(Lf' Lo) which are given in the forms 

1 
fo (17) = 1 + A (A - l)(exp (-17) - 1) + A17, eo (17) = exp (-77) , (4.15) 

with 

LO[C3 * exp (-77)] = 0, 

where Ci (i = 1 - 3) are the arbitrary constants. 

4.3.1 Zeroth-order problem 

(l-p)Lf [1(1]iP)-fo(17)] =p/ifNf [1(17iP)] ' 

(1- p) Lo ['0 (17 iP) - eo (17)] = p/ioNo [0 (17iP) , 1(17iP)] , 

1 (OiP) = 0, P (OiP) = 1 + Ai" (OiP), P (OOiP) = A, 
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(4.16) 

(4.17) 

( 4.18) 

(4.19) 

( 4.20) 

(4.21) 



e(OiP) = 1, e(OO iP) = 0, ( 4.22) 

( 4.24) 

where p E [0,1]. 

4.3.2 mth-order deformation problems 

( 4.25) 

( 4.26) 

1m (0) = 0, 1~~ (0) = A 1::'(0) , f~ (00) = 0, ( 4.27) 

( 4.29) 

m - 1 

Rfn (17) = (1 + 2](17) 1:::-1 (17) + 2]( 1:~-1 + L [Jm- 1 -kl~ - 1~-l-kl~] + A2 (1 - Xrn), (4.30) 
k=O 

R::' (ry) = (1+ 2K ~) (0:;'_1 + , % Om-l-kO%) +, (1+ 2K ~) % O;"_I_kO; 

+2K ( 0;"_1 +, % Om-He. ) + Pr (% fm-l - kO' + fJOm-l ) , (4.31) 
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Xm = { 0, 
1, 

For p = 0,1, we can write 

By Taylor's series we have 

00 

l(TJ;p) = fo (17) + L fm (TJ) pm, 
m=l 

00 

7J (TliP) = eO (17) + L em (17) pm, 
m=l 

m :::; 1 

m > 1 

p=o 

p=o 

( 4.32) 

( 4.33) 

( 4.34) 

( 4.35) 

( 4.36) 

Auxiliary parameter is chosen so properly so series (4.35) and (4.36) converge at p = 1 i.e. 

00 

f (TJ) = fo (TJ) + L fm (TJ) , ( 4.37) 
1n= 1 

00 

e (17) = eo (17) + L em (17) . (4.38) 
m=l 

In terms of special solutions U;t, e;,J are given by 

( 4.39) 

( 4.40) 

4.4 Convergence of HAM solutions 

Homotopy analysis method is applied to find t he convergence of the equations. The convergence 

of the series solutions depend upon the auxiliary parameter Ii. A table is constructed to get 
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the series solution. 

Order of approximations -1"(0) -B'(O) 

1 0.68210 0.51574 

5 0.65162 0.39681 

10 0.65113 0.38029 

15 0.65111 0.37788 

20 0.65111 0.37746 

21 0.65111 0.37744 

23 0.65111 0.37741 

25 0.65111 0.37739 

26 0.65111 0.37739 

Table 4.1. Convergence of series solutions for different order of approximations when 

J( = 0.2 , f3 = 0.1, A = 0.1, E = 0.1, ). = 0.1 and Pr = 2. 0. 

4.5 Shooting method 

For the numerical solution by Shooting method the given noulinear ordinary differential equa­

tions are converted to a system of first order ordinary differential equations. The system 

is transformed to initial value problems by replacing missing initial conditions with slopes. 

Using end conditions (i.e. when 77 ----7 (0) initial conditions are computed through Newton­

Raphson method which meets the given target. vVe can rewrite the dimensionless governing 

Eqns. (4.9) - (4.10) in the form: 

(4.41) 

( 4.42) 

42 



Define a set of uew variables 

I /I 

VI = j , V2 = j , V3 = j , (4.43) 

I 

Y4 = () and Y5 = () . (4.44) 

These variables modify the above ordinary differential equations to the system of first order 

ordinary diHerential equations: 

I 

VI = V2, ( 4.45) 

( 4.46) 

I 1 2 I 2 
V3= ( F ) [(Y2) -VIV3- 2](Y2- A ], 1+2 \'1] 

( 4.47) 

I 

V4 = Y5, ( 4.48) 

Y~ = ( ) ~ ]( ) [-E (1 + 2]('1]) yl- 2 (1 + E()) ](Y5 - PrYl Y5 - ,6Y4] . 
1 + EY4 1 + 2 'I] 

( 4.49) 

In this system of ordinary differential equations prime denotes derivatives W.r. t. '1]. The 

initial conditions are modified to 

YI (0) = 0, Y2 (0) = 1 + >'Y3(0), Y4 (0) = 1, 

and the end conditions takes the form V2 (77) ---t A, Y4 ('I]) ---t 0 when 'I] ---t 00 . 

In the above system there are five ordinary differential equations with three initial conditions 

and two end conditions. To solve this system by Runge-Kutta-Fehlberg (RKF) method five 

initial conditions are required to solve five unknowns that appear in the solutions. Three of 

them are given while two initial guesses are still required for application of the RKF method. 
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The other two conditions are givell for 'fl ---t 00. An important step is to filld the value of 7} at 

00 (i.e. 'floo) where end conditions are satisfied. The solution procedure starts with initial guess 
I /I , ) 

(e.g. f (0) = s) and solving the system to determine the appropriate value of f (0) and e (0 . 

The process is continued (using Newton-Raphson method) with revised value of s until two 

successive values of j" (0) and e' (0) differ only after the specific number of significant digits. 

The final value of TI is considered as 'floo that can be used to calculate the fluid velocity j' (TI) 

and the temperature field e(rJ) in the boundary layer for set of physical parameters. Numerical 

solution is getting by employing the fifth order Runge-Kutta-Fehlberg method with shooting 

technique using MATLAB software. 

4.6 Comparison of HAM and Shooting method 

Comparison between numerical solutions obtained through homotopy analysis method and 

shooting method are presented in Tables (4.2 - 4.3). In the solution computed by homotopy 

analysis method 26 order of approximations has been achieved (see Table 4.1). For shooting 

method solution is obtained in conjunction with Fehlberg method. In Table 4.2 both solutions 

are computed for two values of stretching parameter A=O.l and 0.5 when curvature parameter 

J( =0, 0.2 , 0.5 and 0.8. 

A = 0.1 A = 0.5 

Shooting Method S hooting NJ ethod 

0 0.2242 0.2248 0.7792 0.7798 

0.2261 0.2265 0.7707 0.7710 

0.5 0.2041 0.2043 0.7511 0.7516 

0.8 0.1419 0.1421 0.6860 0.6865 

Table 4.2 Comparison of HAM solution and numerical solution obtained by using shooting 

method for velocity profile j' (7}) against stretching parameter A and curvature parameter J( 

when Pr = 0.1 , /3 = 0.1, E = 0.1. 
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In Table 4.3 the solutions are calculated for two values of curvature parameter J( =0.1 and 

0.5 when Prandtl number Pr=O, 0.2, 0.5 and 0.8. On comparing both solutions it is observed 

that they have good agreement. 

J( = 0.1 J( = 0.5 

Shooting M ethod Shooting M ethod 

0 -0.1133 111 -0.2781 III -0.2781 

0.2 -0.1873 -0.1877 111 -0.3304 III -0.3307 

0.5 -0. 3023 -0 .3028 111 -0.4108 III -0.4110 

0.8 -0.4094 -0.4096 111 -0.4900 III -0.4903 

Table 4.3 Comparison of HAl "I solution and numerical solution obtained by using shooting 

method for temperature ()(77) against Prandtl Number Pr and curvature paramet er K when 

f3 = 0.1, E = 0.1, A = 0.1. 

4.7 Results and discussion 

Here the graphical results of velocity and temperature fields for different values of physical 

p arameters are discussed. The influence of curvature parameter J( on temperature field are 

plotted in Fig. 4.1. From this figure we can see that increase in curvature parameter J( 

t emperature decreases. Fig. 4.2 is the behaviour of slip parameter A on temperature field . From 

this figure we can see that by increasing slip parameter temperature of the fluid increases. The 

variation of stretching ratio parameter A on temperature is sketched in Fig. 4.3 which clarify 

that on increasing A temperature decreases. The influence of stretching ratio parameter A on 

velocity field is plotted in Fig. 4.4 . It can be seen that velocity field increases with an increase 

in stretching ratio parameter A. Fig. 4.5 is the behavior of small parameter E on temperature 

field. It is observed that temperature decreases a.s we increase the small para.meter E. The 

behavior of Prandtl number PI' upon temperature field is shown in Fig. 4.6. From the graph we 

can see that increasing Prandtl number Pr temperature and thermal boundary layer decrease. 

Fig. 4.7 and 4.8 reflects the behaviour of temperature profile for positive and negative values · 

of heat generation/absorption parameter f3 respectively. The temperature and boundary layer 
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increases on increasing {3 (i.e. either negative or positive values of (3) . 
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Fig. 4.1: Effects of J( on velocity profile when {3 

PI' = 2.0. 
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Fig. 4.2: Effect of A on temperature profile where {3 = 0.1, A = 0.1, E = 0.1, K = 0.1 and 

Pr = 2.0. 
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II A II J( II A - f"(0) II 

I 0.1 II 0.1 II 0.1 0.63610 II 

// 0.2// 0.65112// 

/I 0.3 /I I 0.66586 /I 

I /I 0.1 II 0.2 /I 0.60201 /1 

1/ /I 0.3 /I 0.55639 /I 

/1 1/ 0.4 II 0.50060 /I 

0.2/1 0.1 /I 0.58368/1 

0.3 /I /I 0.53708 /I 

I 0.4 /I /I 0.49936 /I 

Table 4.4: The variation of ~ C J /Rex with respect to J() A and A . 

1/ Pr f3 E // -e'(O) // 

I 1 0.1 0.1 I 0.4044 II 

1.5 0.5077// 

1.7 0.5444/1 

1 0.2 0.3523 // 

0.4 0.2292 II 

0.5 0.1539 

0.1 0.2 0.3806 

I 0.4 I 0.3425 

1/ 0.5 II 0.3267 II 

Table 4.5: Temperature gradient -e' (0) at the outside surface of cylinder for different 

val ues of E) Pr and f3 . 
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'U au + 'U au = u aUe + 1/ (a2u + ~ au ) _ a-B6u 
ax ar e ax a1'2 r ar p' 

(5,2) 

aT aT 1 a ( aT) Q u- +v- = -- k(T)T- + -(T- Too), ax ar p Cp ar a.,· p Cp 
(5.3) 

By inser ting boundary layer conditions 

'U = Uw = ax, v = 0, T = Tw at T = R, (5.4) 

U ---t Ue = bx, T ---t Too as r ---t 00. (5.5) 

In the above equations fJT represent thermal expansion co eff-icient , Q represent heat added or 

removed from the fiuid, 1/ represent kinematic viscosity, p represent density, cp represent specific 

heat, k (T) represent variable thermal conductivity, T and Too are the temperatures of the fiuid 

and surroundings respectively. 

Using the similarity transformations 

n -_ fa_a
Zy 

(T2 2-R
R2

) , 
'I V -;; 1/J = vvaxRf (.,,) , (5.6) 

I ) ~R T-Too 
u=axi (." , v=-vva-I(.,,), (}(r/) = T,' 

r Tw - 00 

(5.7) 

Equation (5.1) is identically satisfied while Eqs. (5.2 - 5.3) take the form 

(1 + 2K77) r' + Ir - (J,)2 + 2Kr + A2 + H~(A - I') + fJ (} = 0, (5.8) 

(1 + dJ) (1 + 2K77) (}II + E (1 + 2K.,,) (}12 + 2 (1 + E(}) K(}' + Pr f(}' + PI' (3() = 0, (5.9) 

and the boundary conditiolls (5.4 - 5.5) are modified to 

1(0) = 0, j'(0) = 1, j'(oo) = A, (5.10) 

e(o) = 1, e(oo) = 0, (5 .11) 
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vVhere J( , A, (3, E, !-Ia alld PI' denotes curvature parameter, stretching ratio parameter, heat 

generation/ absorption, small temperature parameter, Hartmann number and Prandtl number 

which are given by 

J( = ~ ff. Pr = lJ,cp A = ~ 
R V -;;" kCXJ ' a ' 

(5.12) 

(5.13) 

5.3 Homotopic solutions 

Homotopy analysis method depend upon the initial guesses (fa, eu) and linear operators (L f, Lo) 

which are given as 

fa (77) = A77 + (1 - A)(1 - exp (-77)), eo (7]) = exp (-77), 

vvith 

LO[C3 * exp (-7])] = 0, 

where Ci (i = 1 - 3) are the arbitrary constants. 

5.3.1 Zeroth-order problem 

(1 - p) Lf [i(7]iP) - fa (7])] = plifNJ [i(7]iP)] , 

(1- p) Lo [8 (7]iP) - eo (7])] = plioNo [8 (7]iP) , i(7]iP) ] , 

i(OiP) = 0, P (O iP) = 1, P (OOiP) = A, 

8 (OiP) = 1, 8 (OOiP) = 0, 

54 

(5.14) 

(5.15) 

(5.16) 

(5.17) 

(5.18) 

(5 .19) 

(5.20) 

(5.21) 



(5.23) 

where p E [0 , 1J . 

5.3.2 mth-order deformation problems 

LJ [lrn (1]) - Xmfrn-l (1])J = fi/Rfn (1]), (5.24) 

(5 .25) 

fm (0) = 1:10 (0) = 1:n (00) = 0, (5.26) 

em (0) = em (00) = 0, (5 .27) 

17,- 1 

RfrL (1]) = (1 + 2](1]) 1:::-1 (77) + 2](1::L-l + L [lrn-l-klf - 1:n- l-kl£] 
k==O 

+H a2 (1 - Xm) (A (1 - Xm ) - f:n-l) + A2 (1 - Xn.) , (5 .28) 

R':n (1]) = (1 + 2K1]) ( e':n-l + E I: em-1-ke%) + E (2 + 2](77) I: e'rn- l -ke~ 
k==O k==O 

+2K (0:'_1 +, ~ Om-1-kO~) + p, (~ fm-1-ke~ + fJ Om-1) , (5 .29) 
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Xm= 

For p = 0 ,1, we can write 

{ 

0, 

1, 

m~ 1 

m > 1 

1(1]i 0) = fo (1]), 1(1]i 1) = f (7/), 

(j (77; 0) = eo (77), (j (1]; 1) = e (1]) 

By Taylor 's series we have 

00 

1(77iP) = fo (1]) + L fm (77) pm, 
m=l 

00 

(j (TliP) = eo (77) + L em (1])p1n, 
m=l 

1 am 1(1]iP) 
fm (1]) = -, a m 

m. P 

e () _ ~ am (j(1]jp) 
Tn 77 - m! opm 

(5.30) 

(5.31) 

(5.32) 

(5.33) 
p=o 

(5.34) 
p=o 

The value of auxiliary parameter is chosen so properly such that series (5.33) and (5.34) cOllverge 

at p = 1 i.e. 
00 

f (77) = fo (1]) + L fm ('I]) , (5.35) 
lll=l 

00 

e (1]) = eo (1]) + L em (1]) . (5.36) 
1T!=1 

The general solutions are given by 

(5 .37) 

(5.38) 

CJ Skin friction and Nux local Nusselt number can be defined as 

C _ Tw 

J - pu~/ 
(5.39) 

T tv = /1, ( ~~ ) , 
r=R 

qtv = -k (;~) , 
1 7.=R 

(5.40) 
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C Re1
/

2 = f" (0) J x , Nux Re;;;-1/2 = -e' (0) . (5.41) 

'Where Rex = x~. 

5.4 Convergence of HAM solutions 

Homotopy analysis method is applied to find the convergence of desired equations. The con­

vergence of the series solutions depend upon the auxiliary parameter n. 

Order of approximations -1"(0) -e' (O) 

1 0.7287 0.5259 

5 0.6825 0.4174 

7 0.6813 0.4102 

10 0.6808 0.4075 

11 0.6808 0.4073 

12 0.6808 0.4072 

14 0.6808 0.4072 

15 0.6808 0.4073 

16 0.6808 0.4073 

Table 5.1. Convergence table when J( = 0.2, f3 = 0.1, A = 0.1, E = 0.1, A = 0.1 and 

Pr = 2.0. 

5.5 Shooting method 

In this section Shooting method is applied to obtain numerical solution of given governing 

differential equations . First the given nonlinear ordinary differential equations are reduced to a 

system of first order ordinary differential equations. This system is transformed to initial value 

problems by replacing missing initial conditions with assumed slopes. Using end conditions (i.e. 

when 17 ---t CXl) initial conditions are computed through Newton-Raphson method which hit the 

given target. We can rewrite the dimensionless governing Eqns. (5.8) - (5 .9) in the form: 
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(5.43) 

/I 1 [( ) 12 1 1 ] () = (1 + €()) (1 + 21(17) -€ 1 + 21(1] () - 2 (1 + €()) f{() - Pr J() - (3() . (5.44) 

Define a set of new variables 

,1/ I 

YI = J, Y2 = J , Y3 = J , Y4 = () and Y5 = e . (5.45) 

By assuming these variables we get: 

(5.46) 

(5.47) 

(5.48) 

I 

Y4 = Y5, (5.49) 

I 1 [2 ] Y5= (1 )C 2I() -€(1+21(r/)Y4- 2 (1+€())1(Y5- Pr YIY5-(3Y4 . + €Y4 1 + 17 
(5 .50) 

In this system of ordinary differential equations prime denotes derivatives w.r.t. 1]. The 

initial conditions are modified to 

YI (0) = 0, Y2 (0) = 1, Y4 (0) = 1, 

and the end conditions takes the form Y2 (1]) ~ A, Y4 (1]) ~ 0 when 17 ~ 00. 

In the above system there are fi.ve ordinary differential equations with three initial conditions 
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and two end conditions. To solve this system by Runge-Kutta-Fehlberg method five initial 

conditions are required to solve five unknowns that appears in the solution. Three of them are 

given while two initial guesses are still required. The other two conditions are given for TI ~ 00. 

An important s tep is to find the value of 77 at 00 (i. e. 7]00 ) where end conditions are satisfied. The 

solution procedure starts with initial guess (e.g. J' (0) = s) and solve the system of equations to 

determine the appropriate value of J" (0) and e' (0) . The process is continued (using Newton­

Raphson method) with revised value of s until two successive values of j" (0) and ()' (0) differ 

only after the specific number of significant digits. The final value of 17 is considered as 1]00 that 

can be used to calculate the fiuid velocity J' and the temperature field e for a set of physical 

parameters. Numerical solution is getting by employing the fifth order Runge-Kutta-Fehlberg 

method with shooting technique using tvIATLAB software. 

5.6 Comparison of HAM and Shooting method 

Comparison between numerical solutions obtained through homotopy analysis method and 

shooting method are presented in tables (5.2 - 5.3). In the solution computed by homotopy 

analysis method 16 order of approximations has been achieved (see table 5.1). For shooting 

method solution is obtained in conjunction with Fehlberg method. 

Ha = 0.3 Ha = 0.6 Ha = 0.8 

Shooting m ethod Shooting m ethod Shooting m ethod 

0.1 0.731 0.730 0.806 0.804 0.876 0.872 

0.2 0.748 0.749 0.823 0.822 0.892 0.892 

0.3 0.767 0.768 0.841 0.841 0.911 0.911 

0..1 I 0.785 0.786 0.861 I 0.860 0.931 0.931 

II 0.5 II 0.805 0.805 0.879 II 0.879 0.994 0.990 

Table 5.2: Comparison of HAM solution and numerical solution obtained by using shooting 

method for MHD parameter Ha when Pr = I , (3 = 0.2, A = 1.1 , and E = 0.1. 
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In table 5.2 the solutions are calculated for values of curvature parameter Ha=0.3, 0.6 and 

0.5 when curvature parameter ](=0.1, 0.2, 0.3, 0.4 and 0.5. On comparing both solutions it is 

observed that they have good agreement . 

Pr = 0 Pr = 0.5 Pr = 0.7 

S hooting method Shooting method Shooting method 

0.1 1.000 1.000 1.000 1.000 1.000 1.000 

0.955 0.955 0.945 

0.3 0.922 0.922 0.922 0.953 0.918 0.925 

0.885 0.865 0.885 0.851 0.880 0.858 

0.850 0.825 0.850 0.815 0.842 0.804 

Table 5.3: Comparison of HAM solution and numerical solution obtained by using shooting 

method for Prandtluumber parameter Pr when ]( = 0.2, ). = 0.1, (3 = 0.2 , A = 0.1 and E = 0.1. 

In table 5.3 the solutions are calculated for two values of curvature parameter Pr=O, 0.5 

and 0.7 when curvature parameter ](=0.1, 0.2, 0.3, 0.4 and 0.5. On comparing both solutions 

it is observed that they have good agreeme 

5.7 Results and discussion 

The graphical results of velocity field and temperature field are discussed by taking variation 

in involved physical parameters. Fig. 5.1 is plotted to see the behavior of velocity on varying 

curvature parameter K. It can be seen that with the increase of curvature parameter K velocity 

decreases near the plate while increases far away from the plate. Because by increasing curvature 

parameter K, radius of curvature decreases which implies that the area of cylinder decreases. 

Thus less resistance is offered by the cylinder therefore velocity of the fluid increases. Fig. 5.2 is 

plotted to observe the behaviour of velocity field when MHD parameter Ha varies. On increasing 

MHD parameter Ha velocity of the fluid increases . The effect of variation of stretching ratio 

parameter A on velocity is sketched in Fig. 5.3. Fig. 5.4 is dedicated to see the effects of 
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variatioll of curvature parameter J( on j'. It is observed that temperature increases with an 

increase in curvature parameter. Fig. 5.5 sketched to notice the influence of stretching ratio 

parameter A on temperature field . On increasing stretching ratio parameter A temperature 

field decreases. Fig. 5.6 shows the behavior of small parameter E on temperature field which 

clarify that temperature increases as we increase the small parameter Eo The contribution of 

Prandtl number PI' on temperature field is sketched through Fig. 5.7, which clarify that on 

iucreasing Prandtl number PI' temperature decrea::;es. Fig. 5.8 is plotted to see the bahaviour 

of heat generation/ absorption parameter (3 on temperature field and observed that temperature 

and thermal boundary layer increase with an increase in heat generation/absorption (3. 
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Fig 5.1: Effect of J( on velocity profile where A 

Pr = 1. 
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Fig 5.2: Effect of Ha on velocity profile where J( = 0.1, fJ = 0.2, A = 0.1, E = 0.1 and 

Pr = 1. 
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II Ha A 1( 11 - 1"(0) II 

II 0.3 0.1 0.1 II 0.6162 II 
II 0.6 0.7415 

II 0.8 I 0.8712 

II 0.5 0.2 11 0.6559 

II 0.3 0.6108 II 

II 0.4 I 0.5551 II 

II I 0.1 0. 2 0.7714 II 

II II 0.3 0.8577 II 

II II 0.4 0.9490 II 

Table 5.4: T he Skin frict ion !Cf~ when 1(, A and Ha varies. 
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II Pr E (3 -e'(o) II 

II 1 0.1 0.2 0.4895 II 

II 0.3 0.4606 · 11 

II I II 0.4 I 0.4313 II 

II 1.2 II II 0.1 II 0.5276 I 
II 1.3 II I I 0.5325 

I 1.4 II 0.5374 

1 II 0.2 0.4747 

II 0.3 0.4197 

II 0.4 0.3461 

Table 5.5: Temperature gradient -e'(O) at the outside surface of cylinder for different 

values of E, Pr and (3. 

Reading the Table 5.4 the Reynold number increases, IGI I decreases. We know that 

increases the Rex viscous forces start reducing so IG!I reduces. Here we increase the MHD 

parameter Ha the leI Rex I decreases. As we increase the stretching ratio parameter A the skin 

friction IG! Rex I decreases. But in the case of curvature parameter K the Ie! Rex I increases. 

Reading the Table 5.5, we conclude that decreasing viscosity is due to increase in Reynolds 

number. For the case of stretching cylinder decreasing viscosity causing increase in rate of 

convectional heat transfer. 

5.8 Concluding remarks 

The main analysis 

• The effect of curvature parameter K on velocity and temperature fields are same i. e on 

increasing curvature parameter both velocity field and temperature field increase. 

• Temperature field increases for the positive number of (3 and decreases for the negative 

values of (3. 
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• Increase of small parameter E causes increase in temperature field . 

• Effects of stretching ratio parameter A on velocity and temperature fields are opposite. 
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Chapter 6 

Stagnation Point Flow over a 

Stretching Cylinder with Variable 

Viscosity and Heat 

Generation/ absorption 

6 .1 Introduction 

In this chapter we discuss the behavior of viscous fluid close to stagnation point over a stretch­

ing cylinder by taking variable thermal viscosity. The effects of heat generation/absorption 

are also encountered in this work. Numerical results of momentum equation and energy equa­

tion obtained through Homotopy Analysis Method (HAM) and Shooting method are compared 

through table. Graphical results of variation in physical parameters upon velocity and tem­

perature fields are also presented. 

6.2 Mathelllatical forlllulation 

By taking steady, incompressiable and two-dimensional boundary layer flow with variable viscos­

ity over a stretching cylinder in the area of stagnation point with heat generation/absorptions. 
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The governing equations are 
o (oru) 0 (TV) 
-~-+--~= O , 

u X uT 
(6.1) 

au ou (JUe 1 0 OU 
U~ + V~ = Ue~ + --;:)(/_l'f'~ ), 

uX uT uX 1'PO uT uT 
(6.2) 

oT oT U 0 ( OT ) Q 'U-.-+V-=-- r- +-(T-T.) ax aT '1pCp or OT PCp = , 
(6.3) 

subjectecl to t he boundary conditions 

'u = Uw = ax, V = 0, T = Tw at T = R, (6.4) 

as r -7 00. (6.5) 

In the above expressions Q represent heat added or removed from the fluid , 1/ represent kine­

matic viscosity, P represent density, cp represent specific heat, ex represent thermal conductivity, 

T and Too are the temperature of the fluid and surroundings respectively, Uw is the stretching 

velocity, Ue is the free stream velocity. 

Variation of the viscosity are assumed to be in the form: 

(6.6) 

where !-Lo is viscosity at slit temperature To. 

Using the following similarity transformation 

(6. 7) 

, t.:::R T-T= 
u = ax! (77), V = -y I/a-! (1]), () (17) = T.' 

T Tw - 00 

(6.8) 

Equation (6.1) satisfied identically while Eqs. (6.2) - (6 .5 takes the fo llowing form 

(1 - B())[(1 + 2J(1]) j'" + 2Kj" - (1 + 2J(1]) Bj"e'l +! j" - (J ,)2 + A2 = 0, (6.9) 

(1 + 2J(1]) e" + 2J{()' + Pr je' + Prf3e = 0, (6.10) 
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f(O) = 0, 1'(0) = I, 1'(00) = A, (6.11) 

0(0) = I, 0(00) = o. (6.12) 

where J<, A, (3, Band Pr denotes curvature parameter, stretching ratio parameter, heat gen­

eration/ absorption, variable viscosity and Prandtl number which are given by 

J< = ~ ~ Pr = f.tcp A = ~ 
RV~' a ' a' 

(6.13) 

(6.14) 

6.3 Homotopic solutions 

Homotopy analysis method depends upon the initial guesses (fo, 00 ) and linear operators 

(L f, Lo) which are given in the forms 

fo (1]) = A17 + (1 - A)(l - exp (-1])) , 00 (1]) = exp (-1]), 

d3 f df 
Lf (1]) = d 3 - -d ' 17 1] 

with 
,''';': ';~ " . 

, / . Lf [C1+C2 exp(-1])] = 0, 
." ~ ') ... 

j~ ) 

LO[C3 * exp (-1])] = 0, 

where Ci (i = '~1- 3) aie .the arbitrary constants. 
1 ~.' 

6.3.1 Zeroth-order problem 

(l-p)Lf [i(1];p)-fo(1]) ] =pnfNf [i(1];p)], 

(1- p) Lo [e (1];p) - 00 (1])] = pnoNo [e (1];p), i(1];p) ] , 

i(o;p) = 0, l' (O;p) = I, l' (oo;p) = A, 
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(6.15) 

(6 .16) 

(6.17) 

(6.18) 

(6.19) 

(6 .20) 



e(o;p) = 1, e (oo ;p) = 0, (6.21) 

No [e (ry;p) , [(ry;p)] = (1 + 2J(ry) 8 e(1~,p) + 2I(8e(17,p) + Pr f ry ,~) 81) + (6.23) 
2~ ~ ( ~(. 80(1);p) ) 

81}2 8ry (3e( ry ,p). 

where]J E [0 , 1]. 

6.3.2 mth-order deformation problems 

(6.24) 

(6. 25) 

fm (0) = f:n (0) = f:n (00) = 0, em (0) = em (00) = 0, (6.26) 

m - l 

nfn (ry) (1 + 2J(17) f:;:- 1 (ry) + 2J( f:~-1 - (1 + 2J(ry)B L /:n- l -ke~ - B(l + 2J(x) 
k=O 

m - l m - I m - 1 

"""" J'I """" /I 2 """" /I I L fm-I-kek - 2J(B L fm-l - kek + (1 + 2J(x)B L fm-I -kem- I-kek 
k=O k=O k=O 
m-I 

+ L [Jm-I-k f~ - f:n - l- kf£ ] + A 2 (1 - Xm) , (6.27) 
k=O 
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R~ (7]) (1 + 2K7]) ()':n - l + E L ()m - l - k()'k + 2K()~_1 
( 

m - l ) 

For p = 0,1, 

k=O 

(

m- l ) 
+ Pr L fm- l -k()~ + (3()m- l , 

k=O 

{ 

0, m ::; 1 
Xm= 

1, m > 1 

[(7]j 0) = fo (7]), [(7]j 1) = f (7]), 

e (7]j 0) = ()o (7]) , e (7]; 1) = () (7]) . 

By Taylor's series, we have 

00 

[(17jP) = fo (7]) + L fm (7])rr, 
rn=l 

f ( ) = ~ am [(7]; p) 
m7] I am m. p 

00 

e (7];p) = ()o (17) + L ()m (7]) pm, 
rn=l 

p=o 

p=o 

Auxiliary parameter is chosen such that Eqs (6.32) and (6 .33) converge at p = 1 i.e. 

00 

f (7]) = fo (7]) + L fm (7]), 
m=l 

00 

() (7]) = ()o (7]) + L ()m (7]) . 
m=l 

The general solutions are given by 
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(6 .28) 

(6.29) 

(6.30) 

(6.31) 

(6.32) 

(6.33) 

(6.34) 

(6.35) 

(6.36) 

(6.37) 



Cf Skin friction and Nux local Nusselt number can be defined as 

(6.38) 

here 

T'UJ = /.1, (~~) , 
r=R 

(OT ) q'UJ = -k - , 
{)r' "=R 

(6.39) 

Cf Re~/2 = (1 - AO)f" (0) , Nux Re;1/2 = -0' (0) . (6.40) 

'Where Rex = x j?f. 

6.4 Convergence of HAM solutions 

Here Homotopy analysis method is used to get the criteria of convergence for desired solution of 

given equations. The convergence control parameter It is involved in the series solution. HAM 

solution depends upon this parameter which basically control the convergence region and rate 

of approximation. Fig (G.1 - 6.2) are for the Ii-curves lif and lie are between -1 ::; lif ::; - 0.2 

and -1 ::; lie ::; - 0.2. 

K = 0.2, 8=0.1, A = 0.1, Pr = 2, fJ = 0.1 

0.5 

o 

6 ::--' -0.5 
'-

- 1 

-1.5 

-2~ __________________________ ~ ____ ~ __ ~ 

-1.2 -1 -0.8 -0.6 -0.4 -0.2 o 
il, 

Fig 6.1: Ii f for veloci ty profile. 
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K= 0.2, B = 0.1, A = 0.1, Pr = 1.5, {J= 0.1 

o 

-1 

-2 

-1.2 -1 -0.8 -0.6 -0.4 -0.2 0 
he 

Fig 6.2: n() for temperature profile. 

Order of approximations -1"(0) -8'(0) 

1 0.79025 0.65000 

5 0.75167 0.57333 

7 0.75148 0.57762 

8 0.75147 0.57884 

9 0.75147 0.57947 

12 0.75147 0.57946 

13 0.75147 0.57945 

14 0.75147 0.57944 

15 0.75147 0.57944 

Table 6.l. Convergence table for J( = 0.2 , (3 = 0.1 , A = 0.1 , B = 0.1 and Pr = 2.0. 

6.5 Shooting method 

For the numerical solution by Shooting method the given nonlinear ordinary differential equa­

tions a.re converted to a system of first order ordinary differential equa.tions. The system 

is transformed to illitial value problems by replacing missing initial conditions with slopes. 
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Using end conditions (i.e. when 'T} --+ (0) initial conditions are computed through Newtoll­

Raphson method which meets the given target. We can rewrite the dimensionless governing 

Eqs. (6.9) - (6.10) ill the following form: 

B" = - ( 1 '( ) (2KB' + Pr fB' + Pr fJB). 
2 + 2} 77 

Now, we can define the equations with new variables as 

h = f, h = J', h = J", f4 = B, f5 = B'. 

(6.43) 

(6.44) 

The two higher order differential equations and the boundary conditions may be converted 

to five equivalent first order differential equations . Using above equations 

( h \ ( 

h h 
h (1+2I<r/)(1-Bf4) [-2(1 - Bf4)Kh + (1- B14) (1 + 2K'T}) Bh15 - hh + (12)2 - A2] 

14 15 
f5 - (l+~I<r/) (2K 15 + Pr hf5 + Pr fJ f4) 

(6.45) 

Here prime denotes the difIerentiation with respect to 77 and the initial conditions are 

h 0 

h 1 

h a (6.46) 

f4 1 

15 fJ 

In the above system there are five ordinary differential equations with three initial conditions 

75 

\ 



and two end conditions. To solve this system by Runge-Kutta-Fehlberg method five initial 

conditions are required to solve five unknowns that appears in the solution. Three of them are 

given while two initial guesses are still required. The other two conditions are given for '17 -t 00. 

An important step is to find the value of 17 at 00 (i.e. TJ= ) where end conditions are satisfied. The 

solution procedure starts with initial guess (e.g. / (0) = s) and solve the system of ordinary 

differential equations to determine the appropriate value of /' (0) and e' (0). The process is 

continued (using Nevvton-Raphson method) with revised value of s until two successive values of 

/' (0) and e' (0) differ only after the specific number of significant digits. The final value of TJ is 

considered as 17= that can be used to calculate the fluid velocity / and the temperature field e in 

the boundary layer for a set of physical parameters. Numerical solution is getting by employing 

the fifth order Runge-Kutta-Fehlberg method with shooting technique using MATLAB software. 

6.6 Comparison of HAM and Shooting method 

Comparison between numerical solutions obtained through homotopy analysis method and 

shooting method are presented in Fig. 6.3. For shooting method solution is obtained in con­

junction with Fehlberg method. 

1 16,---.------,.------,..------.-----.----..----...., 
K = 01. ~ = 01. 8 = 01. Pr = 0.1 

114 

1.12 

11 

~ 1 0B 

1 06 

11).1 

0.5 

A = L06 

1.5 2.5 

+ HAM results 
- tlumeric;lresults 

3.5 

Fig 6 .3: Comparison of velocity profile obtained through HAM and Shooting Method for 

different value A 
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A = 01. B = 01. Pr = I, K = 01 
07 

06 p = D. 0.1. 0.2 

~ o s 

0.4 

03 

02 

0.1 

10 

Fig 6.4: Comparison of temperature profile obtained through HAM and Shooting method 

for different value f3. 

A = 1.3 

0.1098 0.2434 0.4675 

Table 6.2 Comparison of HAM and shooting method (SM) results. 

f3 = 0.2 II f3 = 0.3 II 

HAM 

0.2 -0.5454 

0.3 -0.5440 

Table 6.3 Comparison of HAM and shooting method (SM) results. 
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6.7 Results and discussion 

The outcome of velocity and temperature field on varying different physical parameters are 

pre5ented graphically in Figs. (0 .5 - 6.10) . Comparison of results obtained through two different 

solution techniques that is HAM and shooting method is presented in Figs. (6 .3 - 6.4) and 

in Tables (6.1 - 6.2). It is observed that the results obtained through HAM and shooting 

method compares well. Variation in curvature parameter J( on velocity field is in Fig 6.5 and we 

can see that velocity decreases on increasing curvature parameter J(, this causes less resistance 

to be offered by the cylinder and hence velocity of the fluid increases. Furthermore, boundary 

layer is thicker for higher values of curvature parameter J(, so we can see that velocity of 

the fluid increases by increasing mixed convection parameter. The characteristics of curvature 

parameter J( on temperature field is shown in Fig. 6.6. It is observed that temperature 

. increases with an increase in curvature parameter 1(. Fig. 6.7 is plotted for the influence of 

stretching ratio parameter A upon temperature field. In this case we can see that temperature 

field decreases with an increase in stretching ratio parameter A. The behavior of velocity profile 

due to variation in small parameter B in Fig. 6.8. It is observed that velocity decreases as 

we increase the small parameter B. Fig. 6.9 represent the behavior of temperature field after 

increasing Prandtl number Pr. Temperature decrease with an increase in Prandtl number. Fig. 

6.10 is plotted for temperature field when heat generation/absorption parameter (3 increases. 

It is clear from the figure that with an increase in heat generation/absorption (3 temperature 

and thermal boundary layer increases. 
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Fig 6.5: Effect of]( for velocity profile where B = 0.1, Pr = 1, A = 0.1, f3 = 0.1. 
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Fig 6.7: Effect of A for temperature profile where B = 0.1, Pr = 1, K = 0.1, f3 = 0.1. 
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Fig 6.8: Effect of B for velocity profile where K = 0.1, Pr = 1, A = 0.1, f3 = 0.1. 
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II K B II A II -1"(0) II 

II 0.1 0.1 I 0.1 II 0.6763 

" 
II 0.2 II 0.6930 

II 0.3 I 0.7094 

II 0.1 0.2 0.7277 

II 0.3 I 0.7904 

II 0.4 11 I 0.8690 
1/ 

II 0.1 II 0.211 0.5693 II 

II II 0.311 0.460G II 

II II 0.411 0.3556 II 

Table 6.4: The values of Skin friction hGf\/Rex on varying K, Band A. 

PI' II tJ II -()' (0) 

1.211 0.1 II 0.4371 

1.3 11 II 0.4596 

1.411 II 0.4813 II 
1.1 II 0.21 0.3979 II 

II 0.3 0.2960 II 
II 0.4 0.157G 

1/ 

Table 6.5: The effects of Pr and (3 on temperature gradient -(j' (0) at the outer surface of 

cylinder. 
1 

Since G! ex: Re;;;'i we can see that as Reynold number increases, IG! I decreases (see Table 

6.4). Clearly we can see that when Rex increases the viscous forces start reducing, in turn IG!I 
reduces. Here as we increase the variable viscosity parameter B, IG! Rex I decreases. Also when 
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'we increase the stretching ratio parameter A, Ie! Rex I decreases. But in the case of curvature 

parameter K , Ie! Rex I increases. 

From Table 6.5, we know that Nu~ ex: Rex. We can say that on increasing Rex = ~x viscos­

ity decreases in turn increase in magnitude of rate of convectional heat transfer for stretching 

cylinder. Also, Prandtle number Pr is responsible for the coefficient of convectional heat and 

heat generation/ absorption parameter (3 . 

6.8 Concluding relnarks 

The important Hndings of this work are as follows 

• Influence curvature parameter K upon velocity and t emperature Helds are same i.e both 

velocity and temperature Helds increases with increasing curvature parameter. 

• On increasing the values of Prandtl number P I' and heat genera tion/ absorption parameter 

f3 temperature Held increases. 

• With the increase of small parameter B velocity Held decreases . 

• Temperature Held decreases on increasing stretching ratio parameter A. 
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Chapter 7 

MHD Stagnation Point Flow over a 

Stretching Cylinder with Variable 

Viscosity and Joule Heating Effect 

7.1 Introduction 

In this chapter stagnation point flow upon stretching cylinder having variable viscosity with 

MHD is discussed. The effects of joule heating are also encountered. The problem is solved 

through HAl'vI with Shooting method, and the computed results are compared graphically. Skin 

friction coefficient and local Nusselt number are calculated to see the effects of fluid flow due 

to the surface of cylinder. Also, attitude of velocity profile and temperature profile on varying 

values of physical parameters are studied graphically. 

7.2 Mathematical Formulation 

Here we are taking steady, incompressible and two-dimensional flow with variable viscosity over 

a strekhing cylinder in the region of stagnation point with Joule heating effect. The governing 

equations are 
[) (-m) [) (TV) 
-):)-+~ = O, 

u X u T 
(7.1) 

84 



au au aUe 1 a au () B5 
'u- + v- = Ue - + --(J.Lr-) - - (Ue - u), ax ar ax 'f'Po fJT aT P 

(7,2) 

aT aT ex a (aT) (}B02 2 u-+v-=--- r- +--u ax fJ-,. r pCp aT aT PCp ' (7.3) 

inserting boundary condi tiolls 

u = U 1J) = a :.v , v = 0, T = Tw at r = R, (7.4) 

as T -t 00. (7.5) 

In the above equations v represent kinematic viscosity, () represent electric charge density, Bo 

represent magnitude of magnetic field , p represent density, cp represeut specific heat, T and Too 

are the temperature of the fluid and surroundings respectively, Uw is the stretching velocity, Ue 

is the free stream velocity. 

Variation of the viscosity are assumed to be in the form: 

(7 .6) 

where 1-"0 is visr.osity at sli t temperature To . 

Using t he transformations of the form 

7 = ~ (r2 - R2) 
7 V -;; 2R ' 

'ljJ = ..;vaxRj (7]) , (7.7) 

'( ) ~R T-Too u=axj 77, v=-yva-j(7]), e(7]) = . 
.,. 'Tru - Too 

(7.8) 

Equation (7.1) is identically satisfied while Eqs. (7.2 - 7.5) are reduced to 

(1- Be)[(l + 2](77) 1'" + 2]( 1" - (1 + 2](77) B j"e'] + j 1" - (I') 2 - M2 (I' - A) + A 2 = 0, (7.9) 

(1 + 2](7]) e" + 2](e' + Pr (Ie' + M2 Ec1'2) = 0, (7.10) 

1(0) = 0, 1'(0) = 1, 1'(00) = A, (7.11) 
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e(o) = I, e(oo) = 0, (7.12) 

where J( represent curvature parameter, M represent Hartmann number, A represent stretching 

ratio parameter, B represent variable viscosity, Ec represent Eckert number and PI' represent 

Prandtl number which are given by 

J( = ~ f2;; RV --;' 

A = ~ , 
a 

/.LC 
P r = ---.!!. , 

a 

C j Skin friction and Nux local Nusselt number can be def-ined as 

(au ) 
T w = /1, ar r=R' qw = -k ( aa~ ) , 

7 r=R 

Cf Re~/2 = (1 - A())j" (0) , i\[ R -1/2 - e' (0) 1 U x ex - - ,, ' 

vVhere Rex = x~. 

7.3 Homotopic solutions 

(7.13) 

(7.14) 

(7.15) 

(7.16) 

(7.17) 

Homotopy analysis method depends upon the ini t ial guesses (Iu , eu) and linear op erat ors 

(L J, L(}) which are given in t he forms 

fo (77) = A7] + (1 - A)(l - exp (- 77)) , eo (77) = exp (- 77) , (7.18) 

(7.19) 

'with 

(7.20) 
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Lo [C3 exp( -77)] = 0, 

where Ci (i = 1,2,3) are the arbitrary constants. 

7.3.1 Zeroth-order problem 

where]J E [0, 1] . 

(1- p) LJ [1(77 iP) - fo (77)] = pnJNJ [1(7] iP) ] , 

(1- p) Lf [e (7]i]J) - eo (-'7)] = pnoNo [e (77 i])), 1(77i ]J)] , 

1(Oi])) = 0, f (OiP) = I, ? (OOiP) = A, 

e (OiP) = I, 

7.3.2 mth-order deformation problems 

Lf [Jm (77) - Xmfm-l (77)] = niR~"L (r/), 

Lo [e.rn (7]) - Xmem-1 (7])] = nonr:n (r/) , 
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(7.21) 

(7.22) 

(7.23) 

(7.24) 

(7.25) 

(7.26) 

(7.27) 

(7.28) 

(7.29) 

(7.30) 



em (0) = em (00) = 0, (7.31) 

(7.32) 

m - l 

R{n CI]) = (1 + 21(r/) f:::- l (77) + 21(f:':'_ 1 - (1 + 21(77)B ~ f:-l-kg~ - B(l + 21(x) 
k=O 

rl1 - 1 ,n-l 1",,-1 

'"""' /" '"""' " - 2 ,"""," I L f m- 1-k9k - 2KB L fm - l -kgk + (1 + 21(x)B L f m- I-k9m- l -k9k 
k=O k=O k=O 

m-I 

+ L [fm- l -k ff - f:,,-I-kf£] + A2 (1 - X",) + M2 f:n - l 
k=O 

+ (M2 A + A2) (1 - Xm), (7.33) 

(7.34) 

{ 

0, 
Xm = 

1, 
(7.35) 

m> 1 

For p = 0,1 , we can write 

1(7]; 0) = fo (7]) , 1(7]; 1) = f (7]) , (7.36) 

(7.37) 

By Taylor 's series we have 

00 

1(7];p) = fo (7]) + ~ fm (7]) pm, (7.38) 
m = 1 p=O 
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00 

e (ry iP) = eo (17) + L em (17) pm, (7.39) 
m=l p=o 

Auxiliary parameter is chosen such that the series (7.38) and (7.39) converge at p = 1 i.e. 

00 

f (ry) = fo (17) + L fm (ry) , (7.40) 
7n= 1 

00 

e (ry) = eo (ry) + L em (ry) . (7.41) 
m=l 

The general solutions are given by 

(7.42) 

(7.43) 

7.4 Convergence of HAM solutions 

Homotopy analysis method is applied to find the convergence of required equations . The con­

vergence of the series solution depends upon the auxiliary parameter It. 

Orders of approximation -1"(0) -e'(O) 

1 0.7925 0.5679 

5 0.7512 0.3600 

10 0.7500 0.3148 

15 0.7496 0.2986 

20 0.7496 0.2909 

25 0.7496 0.2866 

30 0.7496 0.2842 

34 0.7496 0.2829 

35 0.7496 0.2827 

36 0.7496 0.2826 

37 0.7496 0.2826 
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Table 1.1. Convergence table of series solution for different orders of approximation when 

K = 0.2, M = 0.1, A = 0.1 , B = 0.1, Ec = 0.1 and Pr = 2.0 . 

7.5 Shooting method 

To apply Shooting method first the given nonlinear ordinary differential equations are reduced to 

a system of first order ordinary differential equations. This sYfltem is transformed to initial value 

problems by replacing missing initial conditions with assumed slopes. Using end conditions (i.e. 

when TJ -t (0) initial conditions are computed through Newton-Raphson method that meet the 

given target. We can rewrite the dimensionless governing Eqn. (7.9) - (7.10) in the following 

form: 

f"' == 1 . [ 1 [(1')2 _ f 1" - 2K 1" - A2 - H2(A - 1')] - 2K 1" + (1 + 2KTJ) Bfl/ f)l] 
(1 + 2KTJ) (1 - Bf)) a ' 

f)" = ( . -1 ) [2J(f)1 + PI' (ff)1 + M2 Ec1'2)] . 
1 + 2K,,} 

Define a set of new variables 

I II I 

Yl = f, Y2 = f ,Y3 = f ,Y4 = f) and Y5 = f) . 

By assuming these variables: 

I 

Y2 = Y3, 

I 1 
Y3 = (1 + 2K77) [ 

(1-1Y4) [(Y2)2 - YIY3 - 2KY3 - A2 - H;(A - Y2) ] 1 
-2KY3 + (1 + 2K77) BY3Y5 ' 
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(7.45) 

(7.46) 

(7.47) 

(7.48) 

(7.49) 

(7.50) 



, 
Y4 = V5, (7.51) 

(7.52) 

In this system of ordinary differential equations prime denotes derivatives w.r.t. ry. The 

initial conditions are modified to 

VI (0) = 0, Y2 (0) = 1, Y4 (0) = 1, 

and the end conditions takes the form Y2 (ry) -t A, Y4 (ry) -t 0 when ry -t 00. 

In the above system there are five ordinary diff·erential equations with three initial conditions 

and two end conditions. To solve this system of ODE by Runge-Kutta-Fehlberg method five 

initial conditions are required to find the value of five unknowns that appear in the solution. 

Three of them are given while two initial guesses are still required. The other two conditions 

are given for ry -t 00. An important step is to find the value of ry at 00 (i.e. ryexJ where end 

conditions are satisfied. The solution procedure st arts with initial guess (e.g. j' (0) = s) and 

solve the system of ordinary difl"erelltial equations to determine the appropriate value of j" (0) 

and e' (0) . The process is continued (using Nevvton-Raphson method) with revised value of s 

until two success values of f" (0) and e' (0) differ only after the specific number of significant 

digits. The final value of ry is considered as 7700 that can be used to calculate the fluid velocity 

j' and the temperature field e in the boundary layer for a given set of physical parameters. 

Numerical solution is getting by employing the fifth order Runge-Kutta-Fehlberg method with 

shooting technique using MATLAB software. 

7.6 Comparison of HAM and Shooting method 

Comparison between numerical solutions obtained through homotopy analysis method and 

shooting method are presented ill Fig. 7.1. For shootillg method solution is obtained in con­

junction with Fehlberg method. 
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1. 16,----.,.----r---"""T""----.-----"T----, 

M = 0 1. K=O 1. Ec =0.1. Pr= 1. B = 0.1 

- Numerical Method 
• HAM 

2.5 

Fig 7.1: Comparison of HAM and Shooting method. 

0.3 0.4 

HAlIl SNI 

0.2 0.5513 0.5449 

II 0.3 0.5723 0.5726 0.5626 0.5631 II 0.5531 III 0.5537 0.5433 0.5440 

II 0.4 0.5805 0.5809 0.5676 0.5683 II 0.5560 III 0.5567 0.5419 0.5427 

Table 7.2: Comparison of -8' (0) obtained through HAM and shooting method for Prandtl 

number Pr and Eckert number Ec when J( = 0.1, A = 0.1 and M = 0.1. 

7.7 Results and discussion 

Fig. 7.1 shows the comparison of HAM and shooting method for difl'erent values of stretching 

ratio parameter A. Table 7.1 reflects the values of - B' (O) for different values of Prandtl and 

Eckert number. On comparing the results obtained by using HANI and shooting method and 

we can say t hat t he results are in good agreement . Fig. 7.2 is the influence of curvature para­

meter J( on velocity field. It is analyzed that velocity decreases with the increase of curvature 
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parameter K near the plate while increases far away from the plate . Because as we increase the 

curvature parameter K, radius of curvature decreases which implies that contact area of the 

cylinder with fluid decreases. Thus less resistance is offered by the cylinder therefore, velocity 

of the fluid increases. Further boundary layer is thickener for higher values of curvature para-

meter K. The effect of Hartmann number M on velocity field is displayed in Fig. 7.3. From 

the figure we can see that velocity of the fluid decreases with an increase in Hartmann number. 

As with t Ile increase of magnetic field, Lorentz force increases which effect the fluid motion 

in return reduces the velocity of the fluid. Fig. 7.4 is plotted for the curvature parameter 

K on temperature profile. Fig. 7.5 is plotted for the influence of stretching ratio parameter 

A on temperature field. Increase in stretching ratio parameter A temperature field decreases. 

Further, thermal boundary layer thickness is thinner for higher values of stretching ratio pa­

rameter. Fig. 7.6 is plotted for the influence of Eckert number Ec on temperature field. It 

is analyzed that temperature and thermal boundary layer increases with an increase in Eckert 

number. The influence of Hartmann number M on temperature profile is displayed in Fig . 7.7 . 

It is observed that tempera.ture field and t hermal boundary layer increases with a.n increase in 

Hartmann number. F ig.7.8 is plotted for the behavior of variable viscosity B on velocity profile. 

It is observed that velocity profile decreases with an increase ill variable viscosity B. 
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Fig 7.2: Effect of K on velocity field where M 

Pr = 2.0. 
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Pr = 2.0 
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II A II B I( 111 - 1"(0) II 
II 0.1 II 0.1 0.1 0.1 0.7578 II 
II 0.211 0.7549 II 
II 0.3 II I 0.7526 

II 0.1 I 0.1 II 0.7578 

II 0.2 II II II 0.8071 I 
II I 0.3 11 II II 0.8674 II 
II II 0.1 II II 0.8071 II 
I 0.2 II II 0.8268 II 

I 0.3 II II 0.8462 II 
II II 0.1 II 0.8071 

II II 0.2 11 0.8026 

II II II 0.3 II 0.7948 

Table 7.3: The variation of 1Cjv'Rex with respect to K, B , 111 and A . 

II Ec Pr II M -Of (0) II 
II 0.1 1.5 11 0.1 0.5464 II 
II 0.3 II II 0.5453 II 
II 0.5 III 0.5438 II 
II 0.1 11 1.6 0.5689 II 
"11 1.7 0.5913 II 

I 1.8 0.6114 II 
1.6 II 0.2 0.5698 II 

II 0.3 I 0.5693 II 
II 0.5 II 0.5656 II 

Table 7.4: Temperature gradient -Of (0) at t he outer surface of cylinder for different values 

of Pr, 111 and Ec. 
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Table 7.3 alld Table 7.4 shows the behavior of skin friction coefficient and local Nusselt 

number for different values of physical parameters. From Table 7.3 we see that on increasing 

A and lvI, skin friction decreases while for higher values of Band 1( skin friction increases 
1 

which is due to the inverse proportionality relatioll GJ ex Re;;;"2. Here as Reynold number 

lllcrease, I G J I decreases. This means that viscous forces start decreasing. For the stretching 

ratio parameter A, when it increases, IG! Rex I decreases. When we think about curvature 

parameter 1(, IGJ Rex I increases. In Table 7.4 increase in Eckert number Ec or Hartmann 

number jv! reduces local Nussult number but for increase in Prandtl number PI', increases the 

value of -G' (0). Since N u~ ex Rex this means that increase in Reynold number Rex = ~'" will 

increase the viscosity. 

7.8 Concluding remarks 

We have investigated the characteristics of MHD and ohmic dissipation of viscous fluid close to 

stagnation point over a stretching cylinder. The main observations are 

• The behavior of velocity and temperature field is same on increasing curvature parameter 

/( i.e both velocity and temperature field increases with increasing curvature parameter 

/(. 

• By increasing Hartmann number M both velocity and temperature increases. 

• Temperature field increases by increasing Eckert number Ec. 

• On increasing stretching ratio parameter A temperature field decreases. 

• Also the increase in variable viscosity B will reduce the fiuid velocity. 
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Chapter 8 

Mixed Convection Stagnation Point 

Flow over a Stretching Cylinder 

with Variable Thermal Conductivity 

and Heat Generation/ absorption 

This chapter addresses the mixed convection stagnation point flow of Casson nanofluid past an 

impermeable vertical stretching cylinder. Buongiorno model is used to explore the characteris­

tics of nanofluid with velocity, thermal and solutal slip phenomena. Stratification process due 

to temperature and concentration is considered. An analysis of constructive and destructive 

chemical reaction processes is also made. A system of highly coupled nonlinear equations is 

solved. Homotopy analysis method and shooting method are used to find numerical solutions 

for comparison. Impacts of various pertinent parameters on the velocity, temperature and con­

centration distributions are discussed. Characteristics of Skin friction coefficient, Nusselt and 

Sherwood numbers corresponding to different physical parameters are computed. 
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8.1 Mathematical formulation 

Consider a steady, incompressible and two-dimensional boundary layer mixed convectioll flow 

of a viscous fluid over a stretched cylinder in the region of stagnation point with heat genera­

tion/absorption. Here we assume that thermal conductivity varies linearly with temperature. 

The governing equations are 
o Cru) 0 (rv) _ 0 
-~)- + -!l- - , 

u X ur 
(8.1) 

OU OU oUe ( 02u IOU) 
u~. + v~ = Ue-;;- + V !l 2 + -~ + g(3T(T - Too), 

uX ur uX uT r ur 
(8.2) 

aT 8T 1 8 ( 8T) Q 'u- +v- = -- k(T)r- + -(T- Too) , ax or pCp 8r 0". pcp 
(8.3) 

subjected to the boundary layer conditions 

'U = Utu = ax, v = 0, T = Ttu at r = R, (8.4) 

as r ---t 00. (8.5) 

In the above expressions, U and v are the velocity components in .'E and r directions respectively, 

(3T is the thermal expansion coei-ticient, Q is the heat addeu or removed from the fluid , v is 

the kinematic viscosity, p is the density, cp is the specific heat, k (T) is the variable thermal 

conductivity, T and Too are the temperatures of the fluid and surroundings respectively, Utu is 

the stretching velocity and Ue is the free stream velocity. 

Using the similarity transformations 

TI -_ fa_a v (.,.2 2-R
R2

) , V -;; 'Ij; = foG,xRj (7]) , (8.6) 

U = ax!, (7]) , 
R 

v = -foG,- j (7]) , 
r 

(8.7) 

Equation (8.1) is identically satisfied while Eqs. (8.2) to (8.4) takes t he form 

(1 + 21(77) j'" + j j" - (J,) 2 + 21( j" + )..e + A2 = 0, (8.8) 
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(1 + Ee) (1 + 2K77) e" + E (1 + 2](11) e,2 + 2 (1 + d)) IO}' + Pr fe' + (3e = 0, (8.9) 

f(O) = 0, f'(0) = 1, f'(oo) = A, (8.10) 

e(o) = 1, e(oo) = 0, (8.11) 

where J( , A, (3, E, >. and Pr denotes the curvature parameter, stretching ratio parameter, heat 

generation/absorption, small temperature parameter, mixed convection and Prandtl number 

which are given by 

J( = ~ . ~ PI' = /_lCp A - ~ 
R V ~' koo ' - a' 

(8.12) 

(8.13) 

8.2 Hon1.otopic solutions 

Homotopy analysis method depends upon the initial guesses (fO(17), eO(7])) and linear operators 

(L J, Lo) which are given in the forms 

fu (17) = ATI + (1 - A)(l - exp (-11)), eo (17) = exp (-7]) , (8.14) 

(8.15) 

(8.16) 

Lo [C3 exp( -7])] = 0, (8.17) 

where Ci (i = 1 - 3) are the arbitrary constants. 
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8.2.1 Zeroth-order problenl. 

(1- p) L f [1('I];p) - fo (1/)] = pnfNf [1('I] ;p)] , 

(1 - p) Lo [e ('I];p) - eo (17)] = pnoNf re (17;P) , 1(17;P)] , 

1(0;p) = 0, p (O;p) = 1, P (oo ;p) = A, 

e(o;p) = 1, e (oo;p) = 0, 

[ ] ( 
~ ) 02e ( 17 , p) 

No 7J (17;P) , 1(17;P) = 1 + Ee(17,p) (1 + 2]('1]) 0'1]2 

+, (J + 2[( ry) ( aiJ~~ P))' + 2 (1+ ,O(ry,p)) [( 80~~ p) 

(8.18) 

(8.19) 

(8 .20) 

(8.21 ) 

+ Pr (f(ry; p) ao ~~;P) + I'lB(ry, P)) , (8.23) 

where p E [0,1] is embedding parameter and nf and no are the non-zero auxiliary parameters. 

8.2.2 mth-order deformation problems 

(8.24) 

(8 .25) 

fm (0) = f~l (0) = f~ (00) = 0, (8.26) 

em (0) = em (00) = 0, (8.27) 

m-l 

Rfn ('I]) = (1 + 2]('1]) f:::-l ('I])+2](f!-1 + L Urn-I-kff - f:n-l-kf~] +>.Brn- 1 +A2 (1- Xm), 
k=O 

(8.28) 
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R~. (TJ) (1 + 2J(TJ) (e::n- I + E ~ em- I - ke%) + E (1 + 2J(TJ) ~ e'm_ I _ke~ 
k=O k=O 

( m-I ) (m-I ) 
+2k e'm-I + E L em-I-ke~ + Pr L fm-I-ke~ + f3em- 1 , 

k=O k=O 

(8.29) 

{ 

0, 
Xm = 

1, 

m~ 1 

m > 1 
(8.30) 

For P = 0, 1, we can write 

f(TJj 0) = fo (TJ), f(TJj 1) = f ('(I), (8.31) 

(8.32) 

Using Taylor 's series we have 

00 

f('(/jp) = fo (TJ) + L fm (TJ)pm , (8.33) 
rn=1 p=O 

00 

7J (TJjp) = eo (TJ) + L em (77) pm, (8.34) 
m=1 p=O 

The value of auxiliary parameter is selected so properly that the series (8.33) and (8.34) con-

verges at p = 1 i.e, 
00 

f (TJ) = fo (TJ) + L fm (TJ) , (8.35) 
1n= 1 

00 

e (TJ) = eo ('(I) + L em (77)· (8.36) 
1n=1 

The general solutions Urn, em) of Eqs. (8 .24) and (8.25) in terms of special solutions U:,." e~) 
are given by 

(8.37) 

(8 .38) 

103 



Skill friction, local Nusselt number, shear stress at the surface and the surface heat flux can be 

defilled as 

(8.39) 

T'W = f-L ( ~~) , 
u7 r = R 

qw = - k ( ~~ ) . 
I 1.=R 

(8.40) 

W hile tlle dimensionless forms of skin friction and local Nusselt number are 

C Re1/ 2 = f·/1 (0) f x , Nu Re- 1/ 2 = - e' (0) x x , (8.41) 

where R ex = x~. 

8 .3 Convergence of HAM solutions 

Homotopy analysis method is applied to obtain criteria of convergence for desired solution 

of given equations. The convergence control parameter fi is involved in the series solution. 

HAM solution depends upon this parameter which basically control the convergence region and 

rate of approximation. Therefore, we have plotted the n-curves for 1"(0) and e'(O) in Figs. 

(8 .1 - 8.2). The admissible ranges of the auxiliary parameters nf and tio are - 1 :::; lif :::; -0.2 

arid - 0.8 :::; no :::; - 0.2. 

Order of approximations -1"(0) -e'(O) 

1 0.7287 0.5259 

5 0.6825 0.4174 

7 0.6813 0.4102 

10 0.6808 0.4075 

11 0.6808 0.4073 

12 0.6808 0.4072 

14 0.6808 0.4072 

15 0.6808 0.4073 

16 0.6808 0.4073 
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Table 8.1: Convergence table when J( = 0.2, f3 = 0.1, A = 0.1, E = 0.1, A = 0.1 and 

Pr = 2.0. 

J( = 0.2, .l = 0.1, A = 0.1, Pr = L5, (3 = 0.1, to = 0.1 

1 

0.5 

0 
/-, 
C 0.5 
~. 

lo-. -1 

-1.5 

-2 

-1.2 -1 -0.8 - 0.6 - 0.4 -0.2 0 

1zr 

Fig 8.1: nf for velocity profile. 
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K = 0.2, A = 0.1 , A = 0.1, Pr = 1.5, f3 = 0.1, t = 0.1 

1 

0.5 

0 

..--, 0.5 c 
~. 

- 1 ~ 

1.5 

-2 

2.5 

-1 -0.8 -0.6 -0.4 -0.2 o 
no 

Fig 8.2: fio for temperature profile. 

8.4 Shooting method 

To apply Shooting method first the given nonlinear ordinary differential equation is reduced to a 

system of first order ordinary differential equa tions. This systern. is transformed to initial value 

problems by replacing missing initial conditions with assumed slopes. Using end conditions (i.e. 

when 17 -t 00) initial conditions are computed through Newton-Raphson method which meet 

the given target. We can rewrite the dimensionless governing Eqn. (8 .8) - (8.9) in the following 

form: 

f '" = 1 [(J1)2 - ff" - 2](f" - A2 - >..e] 
(1 + 2](17) , 

(8.43) 

(8.44) 
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We define a set of new variables 

'" I Yl = j , Y2 = j ,Y3 = j , Y4 = () and Y5 = () . (8.45) 

By assuming these variables above ordinary differential equations are modified to the following 

system of first order ordinary differential equations: 

(8.46) 

(8.47) 

(8.48) 

, 
Y4 = Y5, (8.49) 

(8.50) 

.. . .. ~ ..... 
In this system of ordinary differential equations prime denotes derivatives w.r.t. ry. The 

initial conditions are modifiedt. to , . 
Yl (0) = 0, Y2 (O~ = 1, 'Y1 (.0) = 1, 

and the end conditions takes the form Y2 (ry) ~ A, Y4 (ry) ~ 0 when ry ~ 00 . ,,-
In the above system ther~ ar~ five ordinary differential equations with three initial conditions 

and two end conditions. To solve this system by Runge-Kutta-Fehlberg method five initial 

conditions are required to solve five unknowns that appears in the solution. Three of them are 

given while two initial guesses are still required. The other two conditions are given for ry ~ 00. 

An important step is to find the value of ry at 00 (Le. ryrxJ where end conditions are satisfied. The 

solution procedure starts with initial guess (e.g. j' (0) = s) and solve the system o' Q ~I.' ry 

differential equations to determine the appropriate value of j" (0) and ()' (0) . 'The process 1 
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continued (using Newton-Raphson method) with revised value of s until two success values of 

J" (0) and ()' (0) differ only after the specific number of sigllificant digits. The final value of 17 is 

considereu as 1]00 that can Le used to calculate the fiuiu velocity J' and the temperature field () 

in the boundary layer for set of physical parameters. Numerical solution is getting by employing 

the fifth order Runge-Kutta-Fehlberg method with shooting technique using MATLAB software. 

8.5 Comparison of HAM and Shooting method 

Comparison between numerical solut ions obtained through homotopy analysis method and 

shooting method is presented in Fig. 8.3. For shooting method solution is obtained in conjunc­

tion with Fehlberg method. 

1.16,..---...,...-----.--....... --....... --....... ---.----, 
K = OJ. A. = OJ. & = OLPr = I. P = 01 

1.14 

1.12 

11 

~ 1 08 

106 

104 

0.' 

A = 1.06 

15 2.' 

+ HAM resu~s 

- liumBrical rBsu~s 

J' 

Fig 8.3: Comparison between numerical solutions obtained through HAM and Shooting 

method for different values of A. 
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A =0.5 A =0.0 

HA1I1 SM SM SM 

0.4174 0.4171 0.3493 0.2712 

Table 8.2 Comparison of HAM and shooting method at - jl/(O) for mixed convection 

parameter A and stretching ratio parameter A when J( = 0.2, (3 = 0.2 , E = 0.1 and Pr = 1.0. 

(3 = 0. 2 11 

Pr SA1 HAN! SM 

0.1 0.2814 

Table 8.3: Comparison of HAM and SM(Shooting method) with - e' (0) for Prandtl number 

PI' and heat generation/absorption parameter (3 when J( = 0.1 , A = 0.1, E = 0.1 and A = 0.1. 

8 .6 Results and discussion 

Fig. 8.3 shows the comparison of numerical solutions obtained through HAM and shooting 

method. Tables 8.2 and 8.3 also reflect the comparison of numerical solutions obtained by 

using HAM and shooting method for 1"(0) and e'(O). From Fig. 8.3 and tables (8.2 - 8.3) it 

is observed that the results obtained by using I-lAM and shooting method compares well. Fig. 

8.4 is plotted to show the effects of curvature parameter I< on velocity field. It is observed that 

with the increase of curvature parameter J( velocity decreases near the plate while increases 011 

moving away from the plate. Because by increasing curvature parameter J( , radius of curvature 

decreases which implies that surface area of the cylinder incontact with fluid decreases. Thus 
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less resistance is offered by the cylinder. Therefore, velocity of the fluid increases. Further 

boundary layer is thicker for higher values of curvature parameter g. Variation of stretching 

ratio parameter A all velocity is sketched in Fig. 8.5. Fig. 8.6 shows the graphical behaivour of 

curvature parameter g. From the figure we can see that by increasing g temperature increases .. 

Fig. 8.7 is plotted for the influence of stretching ratio parameter A upon temperature field. It 

is depicted that temperature field decreases with an increase in stretching ratio parameter A. 

The influence on temperature field by small parameter E is :;hown in Fig. 8.8. we can say that 

temperature increases as we increase the small parameter E. The behavior of Prandtl number 

Pr upon temperature field is sketched in Fig. 8.9 . Basically by increasing Prancltl number 

temperature and thermal boundary layer decreases. F ig. 8.10 is t he influence all temperature 

field by the positive values of heat generation/ absorption parameter {3 . It is analyzed that in­

creasing heat generation/absorption parameter {3 increases temp erature and thermal boundary 

layer. Fig. 8.11 is the influence on temperature field by the negative values of heat gener­

ation/absorption parameter {3 . It is analyzed that temperature and thermal boundary layer 

decreases with an increase in heat generation/absorption parameter {3. Fig. 8.12 is sketched 

to check the behavior of mixed convection parameter A upon velocity field. From the figure we 

can say that on increasing mixed convection parameter velocity of the fluid increases. 
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F ig 8.4: Effect of J{ on velocity profile when {3 

Pr = 2.0. 
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Fig 8.5: Effect of A on velocity profile when (3 

Pr = 2.0. 
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Fig 8.6: Effect of K on temperature when (3 = 0.1, J( = 0.1, E = 0.1,). = 0.1 and Pr = 2.0. 
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Fig 8.7: Effect of A on temperature when f3 = 0.1, A = 0.1, E = 0.1,'\ = 0.1 and Pr = 2.0. 
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A A II I< - 1"(0) II 
0.1 0.1 II 0.1 0.6584 II 
0.5 II I 0.4953 I 
1 II 0.3165 

0.5 0.2 0.4675 

0.5 0.3082 

0.7 0.1510 

0.5 0.2 0.3137 

I 0.4 0.3246 

II 0.6 0.3355 

Table 8.4: The variation of - j" (0) = !CfyfRex with respect to I<, A and A . 

Pr (3 E -0' (0) " 

1 0.1 0.1 0.4044 II 
1.5 0.5077 I 
1.7 I I 0.5444 

1 II 0.2 0.3523 

0.4 0.2292 II 

0.5 0.1539 

I 0.1 0.2 0.3806 

II 
0.4 0.3425 

II 
0.5 0.3267 

Table 8.5: Temperature gradient -0'(0) at the cylinder outer surface at different points 

of E, Pr and {3. 
1 

Reading the Table 8.4, we see that Gf ex Re;;2. Thus, as Reynold number increases IGf l 

decreases. We know that as Rex enhanced viscous forces start reducing, in turn IGf l reduces. 

Here as we increase the mixed convection parameter A, IGf Rex I decreases. As we increase the 
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stretching ratio parameter A, IC! Rex I decreases. But in the case of curvature parallleter K, 

IC! Rex I increases. 

On reading Table 8.5, as Nu; ex Rex so we can say that decrease in viscocity is due to 

increase in Reynolds number, Rex = ~7; , which cllhances magnitude of rate of convectional 

heat transfer in case of stretching cylinder. Also, the coefficient of convectional heat depends 

on Prandtl number Pr, curvature parameter 1(, thermal variable parameter E and heat gen­

eration/ absorption parameter (3. Behavior of the coefficient of convectional heat transfer is 

studied in Table 8.5, showing that on increasing Prandtl number Pr, - e' (0) increases while for 

increasing thermal variable parameter E and heat generation/absorption parameter (3, -e' (0) 

decreases. 

8.7 Concluding remarks 

The main observations are: 

• It is observed that the thermal slip parameters reduce the velocity distribution. 

• Temperature distribution is enhanced by the Brownian motion and thermophoresis. 

Behavior of velocity and temperature fields on varying curvature parameter K is same 

i.e both velocity and temperature field increases with increasing curvature parameter 1(. 

• Temperature field increases for positive (3 and decreases for the negative values of (3. 

• Temperature field increases on increasing small parameter E. 

• The effects of stretching ratio parameter A upon velocity and temperature fields are 

opposite. 
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